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Abstract. Declarative approaches have been proposed to counter the
limited flexibility of the imperative modeling paradigm, but little empir-
ical insights are available into their actual strengths and use. Our pre-
vious work has shown that end-users can effectively model and execute
a declarative process with a considerable spectrum of constraints. How-
ever, what is still unclear is how effectively end-users are able to handle
unforeseen events that can occur during run-time. This paper describes
the design, execution, and results of a controlled experiment in which
subjects have to execute a process with varying levels of events. The
results suggest that our subjects, while being able to effectively handle
constraints, have difficulties to handle unforeseen events during run-time.
This outcome supports the argument that declarative processes require
more experienced people, especially when dealing with unforeseen events.

1 Introduction

In today’s dynamic business environment the economic success of an enterprise
depends on its ability to react to change, like shifts in customers’ attitudes or the
introduction of new laws [1]. Process-aware information systems (PAISs) offer a
promising perspective on shaping this capability, resulting in a growing interest
to align information systems in a process-oriented way [2]. Yet, a critical success
factor when applying a PAIS is the option to flexibly deal with process changes
[3]. To address the need for flexible PAISs, competing paradigms enabling process
changes and process flexibility have been developed, e.g., adaptive processes [4],
case handling [5], declarative processes [6], and late binding and modeling [7]
– for an overview see [8]. All of these approaches relax the strict separation of
build-time (i.e., modeling or planning) and run-time (i.e., execution), which is
typical for traditional workflow management systems following the imperative
paradigm. However, by closely interweaving planning and execution the above
mentioned approaches allow for a more agile way of planning. In particular,
users are empowered to defer decisions regarding the exact control-flow to run-
time, when more information is available. Depending on the concrete approach,
planning and execution are interwoven to different degrees, resulting in different
levels of decision deferral. The highest degree of decision deferral is enabled
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by declarative processes, which describe activities that can be performed as
well as constraints preventing undesired behavior [8]. A declarative approach,
therefore, seems to be particularly promising for highly dynamic processes [6, 9].
The support for partial workflows [9] allowing users to defer decisions to run-
time [8], the absence of over-specification [6], and more maneuvering room for
end-users [6] are all advantages commonly attributed to declarative processes.

Although the benefits of declarative approaches seem rather evident, such
approaches are not yet widely adopted in practice. In addition, there is a lack
of empirical evidence on how well declarative approaches perform in real-world
settings. In our previous work we have shown that end-users can effectively
model and execute declarative processes even with a considerable spectrum of
constraints, especially when appropriate tool support is in place [10]. However,
it is still unclear how well end-users can handle unforeseen events during the
execution of declarative processes.

The goal of this paper is to pick up on the demand for more empirical insights
into the use of declarative approaches. Specifically, we aim to investigate how
the occurrence of exceptional situations may impede end-users’ success when us-
ing a declarative approach for handling a particular business case (i.e., process
instance). Proponents of declarative approaches argue that they are especially
suited to support dynamic processes and that handling of unforeseen events is
one of the strengths of the declarative approach [6, 9]. Due to its high flexibility
the declarative approach provides maneuvering room for end-users to react upon
unforeseen events without necessarily having to deviate from the process model.
However, following literature on agile methods one could also argue that talent
and skills are among the critical people-factors [11, 12] and declarative processes
tend to necessitate a richer mix of higher-skilled people than traditional imper-
ative approaches.

This paper reports on the results of a controlled experiment investigating
how well inexperienced users can handle unforeseen events during the execution
of declarative processes. Its findings are based on an experiment conducted in
December 2008 at the Management Center Innsbruck with 20 students. The
structure of this paper is as follows. After providing necessary background infor-
mation in Section 2, Section 3 describes the experimental definition and Section
4 deals with the execution of the experiment and presents the results. Related
work is listed in Section 5, Section 6 concludes the paper with a summary and
an outlook.

2 Background

This section introduces declarative processes as well as the software used for the
experiment, the Alaska Simulator.

2.1 Declarative Processes

There is a long tradition of modeling business processes in an imperative way.
Process modeling languages supporting this paradigm, like BPMN, BPEL and
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UML Activity Diagrams, are widely used. Recently, declarative approaches have
received increased interest and suggest a fundamentally different way of describ-
ing business processes [13]. While imperative models specify exactly how things
have to be done, declarative approaches only focus on the logic that governs the
interplay of actions in the process by describing (1) the activities that can be
performed, as well as (2) constraints prohibiting undesired behavior. An example
of a constraint in a travel process would be that between a Diving activity and
a Flightseeing activity there must be a resting period of two days to prevent
aeroembolism. Imperative models take an ‘inside-out’ approach by requiring all
execution alternatives to be explicitly specified in the model. Declarative models,
in turn, take an ‘outside-in’ approach: constraints implicitly specify execution
alternatives, as all valid alternatives have to satisfy the constraints [14]. Adding
more constraints means discarding some execution alternatives (cf. Fig. 1). This
results in a coarse up-front specification of a process, which can then be refined
iteratively during run-time. Typical constraints described in literature can be
roughly divided into three classes (e.g., [7, 13]): constraints restricting the se-
lection of activities (e.g., the minimum or maximum occurrence of activities,
mutual exclusion, co-requisite), the ordering of activities (e.g., pre-requisite or
response constraints) and the use of resources (e.g., execution time of activities,
time difference between activities, budget, etc.).

Imperative 
Model

constraint
constraint

constraint constra
int

Imperative Declarative

Deviations from
 the prescribed

 model

Forbidden
behavior

Desired
behavior

Fig. 1. Imperative vs. Declarative Approaches to Process Modeling (adapted from [14])

2.2 The Alaska Simulator

The Alaska Simulator1 [15] fosters the comparison of different approaches to
process flexibility, e.g., declarative processes, by using a journey as metaphor
for a business process. The similarities being exploited here are that regardless
of whether a journey or a business process is executed, various steps must be
planned and carried out, even if the actual execution of those steps may be
different from what is initially foreseen. Furthermore, journey planning is an
attractive context for many people to become engaged in, which highly improves
their willingness to participate in experiments.

The actions of a journey, like travel activities, routes and overnight stays
correspond to activities in the business process. When conducting a journey, the

1 Developed at the University of Innsbruck, http://www.alaskasimulator.org
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goal is to maximize the travel experience (i.e., the overall “business value” of
the journey), typical goals for business processes are the minimization of cost,
cycle time or the optimization of quality or customer satisfaction. For optimizing
the execution of a particular business case, information about the benefits (i.e.,
business value), cost and duration of activities is essential. Furthermore, both
journeys and highly flexible business processes are characterized by incomplete
information prior to execution. The business value for executing a particular
activity within a business process is usually uncertain, likewise the outcome of
a travel activity is not predefined and varies with the weather conditions en-
countered. The degree of variation is defined by the activity’s reliability, i.e., low
reliability indicates that the outcome of the activity is highly weather dependent.
The overall business value of a journey (i.e., a numeric value representing the
travel experience) is calculated as the sum of business values of all performed
activities. Prior to performing the journey only the expected business value for
each activity as well as its reliability (see below) are known. During the journey
the activity’s actual business value is calculated based on the weather conditions
encountered. In addition to changing weather conditions, unforeseen events (e.g.,
a traffic jam resulting in delays) create uncertainty in a journey, while changing
requirements or new laws complicate the modeling and execution of business
processes. When composing a concrete business case, different constraints like
selection constraints, ordering constraints or resource constraints have to be con-
sidered (cf. Section 2.1), similar constraints also exist when planning a journey
(e.g., mandatory activities, dependencies between activities). To assess the last
responsible moment for committing to an action, users must consider both its
availability and reliability. By firmly booking an action its availability can be
guaranteed, but the cost of the action must be paid immediately. If the booking
is canceled during the journey, a cancelation penalty might apply, thus making
too early commitments costly. Furthermore, booking is only possible up to a
certain time before executing the action, as specified by the booking deadline.

Fig. 2 depicts the graphical user interface of the Alaska Simulator. Users
can compose their individual travel plan by dragging available actions from the
Available Actions View (3) onto the Itinerary (1). Actions are only available at
a particular location on the Map (4). Existing constraints are displayed in the
Constraint Overview (2) and have to be considered when composing a concrete
journey. After each user (inter-)action, the journey is validated and the user is
informed about any constraint violations and inconsistencies in the plan (5).

3 Experimental Definition and Planning

The main goal of the experiment is to evaluate the effects of unforeseen events
on process outcomes (i.e., business value and number of failed journeys). Section
3.1 describes the setup of the experiment, the design is elaborated in Section
3.2. Finally, Section 3.3 discusses possible risks threatening the validity of the
experiment as well as countermeasures taken.
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Fig. 2. Screenshot of the Alaska Simulator

3.1 Experimental Setup

Subjects: We conducted the experiment with 20 students of the study program
“Management, Communication & IT” at the Management Center Innsbruck.

Objects: Two journeys representing two different business processes are used
as objects, subsequently referred to as Configuration California (ConfCA) and
Configuration Alaska (ConfAK). The configurations define the journey settings,
like actions to be executed, constraints restricting their execution, events that
might occur during run-time and weather conditions (cf. Section 2). For each of
the configurations, two variants are created: A and B, differing in the number
of events only. While Variant A contains no events, Variant B comprises many
unforeseen events (e.g., event increasing the action’s duration, temporary road
closure). An overview of the different variant characteristics is given in Fig. 3.

Factor and Factor Levels: The number of unforeseen events that occur during
run-time is the considered factor with levels “no events” and “many events”.
Variant A of a configuration corresponds to factor level “no events” and variant
B to factor level “many events”.
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Variant Events Constraints
Alaska A
Alaska B Three events increasing the action's duration, two events 

increasing the action's duration and business value

California A
California B Three events increasing the action's duration, one event 

increasing the action's duration and business value, one event 
closing a road for a certain period of time

One budget contraint, one end‐location constraint, three execution 
time constraints, three mandatory actions, one constraint requiring A to 
be followed by n times B and a final C, one pre‐requisite constraint, one 
constraint requiring a minimum delay between two actions, one mutual 
exclusion constraint
One budget contraint, one end‐location constraint, three mandatory 
actions, two execution time constraints, two constraint requiring a 
minimum delay between two actions

Fig. 3. Characteristics of the Configuration Variants

Response Variable: The achieved business value when planning and executing
a given configuration with a given level of events is the response variable (cf. Sec-
tion 2 for a description on how the business value is calculated). In addition, the
number of failed journeys, i.e., journeys which could not be completed without
constraint violations, is considered. To ensure comparability of results, weather
conditions are the same for each subject.
Hypothesis Formulation: Goal of the experiment is to investigate the impact
of unforeseen events on the response variables business value and number of
failed journeys. Accordingly, we postulate the following hypotheses:

– Null Hypothesis H0,0: There is no significant difference in the mean busi-
ness values between configurations irrespective of the number of events.

– Null Hypothesis H1,0: There is no significant difference in the number of
failed journeys between configurations irrespective of the number of events.

Instrumentation: To ensure precise measurement of business value, the Alaska
Simulator provides a mechanism for logging each relevant step the user under-
takes while planning and executing a journey.

3.2 Experimental Design

The experimental setup is based on the guidelines for designing experiments in
[16]. Following these guidelines a randomized balanced single factor experiment
is conducted with repeated measurements. The experiment is called randomized,
since subjects are assigned to groups randomly. We denote the experiment as
balanced as each factor level is used by each subject, i.e., each student plans
and executes two journeys, one without and one with events. As only a single
factor is manipulated (i.e., the level of events), the design is called single factor.
Due to the balanced nature of the experiment, each subject generates data for
both factor levels and thus provides repeated measurements. Fig. 4 depicts the
design following the aforementioned criteria. The subjects are randomly assigned
to two groups of equal size, subsequently referred to as Group 1 and Group
2. To provide a balanced experiment with repeated measurements, the overall
procedure consists of two runs. In the first run Group 1 applies factor level no
events to object ConfCA, Group 2 factor level many events to the same object. In
the second run, factor levels are switched and Group 1 applies factor level many
events on ConfAK, Group 2 factor level no events to the same object. Since no
subject deals with an object more than once, this design avoids learning effects.
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Factor Level 1:
No Events

Configuration
California

Group 1
n/2 Participants

First Run Second Run

Factor Level 2:
Many Events

Configuration
California

Group 2
n/2 Participants

Factor Level 2:
Many Events

Configuration
Alaska

Group 1
n/2 Participants

Factor Level 1:
No Events

Configuration
Alaska

Group 2
n/2 Participants

Fig. 4. Employed Experimental Design

3.3 Risk Analysis and Mitigation

In this section risks threatening the validity of the experiment are discussed.

Individual Planning Experience: Differences of participating students in re-
spect to planning experience and productivity might have an impact on the
students’ performance, i.e., the business value achieved. This issue can be bal-
anced by conducting the experiment with a sufficiently large and representative
set of students or by replicating the experiment. The relatively low number of
subjects (19 out of 20 could be used for data analysis) certainly constitutes a
threat to the validity of this experiment.

Suitability of Metaphor: Whether or not the results of this experiment can
be generalized to business process modeling and execution highly depends on
the suitability of the chosen metaphor. However, due to the similarities of busi-
ness process modeling and traveling planning and their respective execution (cf.
Section 2), we assume the suitability of the metaphor. To further increase con-
fidence in our view we plan testing whether travel planning serves as a good
proxy for business process modeling and execution in future experiments.

Students instead of Professionals: In our experiment undergraduate stu-
dents with limited planning experience were the subjects for investigating how
well inexperienced users are able to model and execute declarative processes with
varying numbers of events. While students can be regarded as suitable proxies
for inexperienced users [17], it is arguable whether the results of this experi-
ment can be generalized to professionals with significant planning experience.
When replicating the experiment with experienced professionals we expect them
to clearly obtain better process outcomes (i.e., higher business value and lower
number of failed journeys).

Choice of Object: To be able to generalize results gained from this experiment,
the configurations must be representative for a wide range of business process
settings. Although the configurations used in this experiment do not have the
complexity of real-world processes, they range well beyond the size of toy exam-
ples and include 22 and 26 activities, each of them varying in terms of expected
business value, reliability and availability as well as their constraints and events.

Team Planning: In our experiment planning and execution was done on an
individual basis, not in teams. Since planning often involves interactions among
domain experts, system analysts and stakeholders, it has to be investigated how
far our results can be transferred to team planning. For this we plan to replicate
the experiment in a team setting.
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4 Performing the Experiment

Section 4.1 describes the experiment’s preparation and execution. Then, Section
4.2 presents the analysis of data for our experiment, followed by a discussion of
the results in Section 4.3.

4.1 Experimental Operation

Experimental Preparation: The preparation of the experiment included the
elaboration of the experimental design, implementation of the Alaska Simulator
and devising the two travel configurations, i.e., ConfCA and ConfAK. To ensure
that each configuration is correct and can be executed in the available amount
of time, we performed pre-tests with several persons of different backgrounds.
Experimental Execution: The experiment was conducted in December 2008
at the Management Center Innsbruck. For organizational reasons, the execution
of the experiment was split into two distinct sessions with 10 students each. At
the beginning of each session, an introductory lecture was given to familiarize ev-
eryone with the Alaska Simulator and to clarify the experiment’s rules and goals.
For this, the students received a “starter kit” consisting of screencasts explaining
the main features of the Alaska Simulator. Having watched the screencasts, the
students were then randomly assigned to one of the two groups. As pointed out
in Section 3.2, the experiment was executed in two subsequent runs, each taking
about one hour. During the first 25 minutes of each run students could explore
the configuration (i.e., ConfCA for the first run, ConfAK for the second run) to
gather relevant domain knowledge. In the remaining 35 minutes students had to
plan and execute the journey with the goal of optimizing the business value.
Data Validation: After having conducted the experiment, logged data was
analyzed. We discarded data from one student since he did not follow the ex-
periment setup (i.e., he adopted the same planning approach twice). Thus, 19
subjects remained for data analysis.

4.2 Data Analysis

In the following we describe the analysis and interpretation of data.

Descriptive Analysis: Based on data obtained from the logs of the Alaska
Simulator, descriptive statistics for response variables business value and number
of failed journeys were calculated.

Configuration Approach N Failed Journeys MinBV MaxBV MeanBV Standard Deviation BV
California No Events 9 0 5925 7492 6581 573
California Many  Events 10 4 4815 7289 5883 693
Alaska No Events 10 1 2895 5497 4114 827
Alaska Many  Events 9 6 1045 4907 2826 1179

Fig. 5. Descriptive Statistics for Response Variables

Fig. 5 shows that for both ConfCA and ConfAK, Variant A (no events) yields
a higher mean business value and a lower number of failed journeys compared
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to Variant B (many events). The question is whether the observed differences in
mean business values and number of failed journeys are statistically significant.
Data Plausibility: Fig. 6 shows a box-whisker-plot diagram as used for ana-
lyzing data plausibility. It visualizes data distribution and detects outliers. For
ConfAK (many events) a single outlier exists. Since this is the only outlier,
plausible data distributions seem to be in effect.

Configuration
California BCalifornia AAlaska BAlaska A

B
us

in
es

s 
Va

lu
e

8000,00

6000,00

4000,00

2000,00

,00

13

Page 1

Fig. 6. Data Distribution (Box-Whisker-Plot Diagram)

Testing for Differences in Business Value: Since the expected business
values of ConfAK and ConfCA differ, hypothesis testing is performed for each
configuration separately. For ConfCA preconditions for the t-test for homoge-
neous variances are fulfilled (i.e., data is normally distributed and the Levene
test confirmed equal variances). With an obtained significance of 0.013 (< 0.05)
hypothesis H0,0 can be rejected at a confidence level of 95%. ConfAK also fulfills
all prerequisites for the t-test for homogeneous variances. The resulting signifi-
cance of 0.030 (< 0.05) also leads to a rejection of hypothesis H0,0 at a confidence
level of 95%.
Testing for Differences in Number of Failed Journeys: To test for differ-
ences in the number of failed journeys we used Fisher’s exact test [18]; the Chi
Square test was not applicable due to the small sample size. For ConfCA, with
an obtained significance of 0.017 (< 0.05) hypothesis H1,0 can be rejected at a
confidence level of 95%. For ConfAK, in turn, the obtained p-value of 0.054 (>
0.05) is slightly above the cut-off point. Consequently, hypothesis H1,0 cannot
be rejected for ConfAK.

4.3 Discussion of Results

The major finding from our data analysis is that unforeseen events have a statis-
tically significant impact on the outcome of journeys. Furthermore, the results

Handling Events During Business Process Execution: An Empirical Test    27



obtained in this experiment seem to confirm the findings reported in [10], sug-
gesting that handling constraints causes little difficulties for end-users, especially
if appropriate tool support is provided. The constraints used in our experiment
show a similar level of complexity as those used in [10]. As only one out of 19
journeys without unforeseen events was not completed successfully, we conclude
that only when combined with events, constraints have a significant impact on
the business value of a journey.

A manual analysis of our data showed that some events were more critical
for the the process outcome (i.e., business value and number of failed journeys)
than others. Especially, events that occurred in combination with mandatory
actions were causing difficulties. For example, one of the events our subjects
had to handle was a traffic jam on a route to a location with a single mandatory
activity. This mandatory activity had a low availability and a restricted execution
time. To handle this event, our subjects could not simply move the action, but
usually had to rearrange major parts of the journey to fulfill the constraints and
use the remaining time as effectively as possible.

Our results also support the argument that talent and skills are among the
critical people-factors for agile methods as enabled by declarative processes [11,
12]. In fact, only few students were able to effectively handle events and to fully
exploit the flexibility provided by the declarative approach. As stated in [10], tool
support was essential for the successful dealing with constraints. Analogously, we
assume that tools supporting the user’s decision making, e.g., recommendation
systems [19], might be beneficial for the journey’s outcome.

5 Related Work

Most existing work about flexibly dealing with exceptions, changes, and un-
certainty in the context of PAISs and related technologies is strongly design-
centered, i.e., aiming at the development of tools, techniques, and methodologies.
For overviews and discussions of these approaches, see [8, 20, 21].

Only few empirical investigations exist that aim to establish the suitability
of the various proposed artifacts. Closely related to this paper is our previous
work, which investigates how well end-users can cope with the gained flexibil-
ity provided by declarative approaches, especially when processes become rather
complex [10]. While [10] focuses on the impact of constraints, this paper in-
vestigates the impact of unforeseen events. Also closely related is our work on
the comparison of agile and plan-driven approaches to business process model-
ing and execution [22]. A theoretical discussion on declarative versus imperative
approaches is provided in [23]. In [24], the results of a controlled experiment
comparing a traditional workflow management system and case-handling are
described. The systems are compared with respect to their associated imple-
mentation and maintenance efforts. In turn, the impact of workflow technology
on PAIS development and PAIS maintenance is investigated in [25]. However,
these works primarily focus on traditional workflow technology, while this pa-
per puts its emphasize on declarative approaches. Other empirical works with
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respect to PAISs mainly deal with establishing their contribution to business
performance improvement, e.g. [26, 27], and the way end-users appreciate such
technologies, e.g., [28, 29].

6 Summary and Outlook

The advantages attributed to declarative processes are manifold, e.g., support
for partial workflows allowing users to defer decisions to run-time, the absence
of over-specification as well as more room for end-users to maneuver. However,
their practical application requires the ability to resolve uncertainty and exploit
learning outcomes. This raises the question whether inexperienced users are able
to execute declarative processes especially when unforeseen events occur during
run-time. This work picks up on this demand and contributes a controlled ex-
periment comparing the process outcome for inexperienced users depending on
the number of events.

While previous work shows that end-users can effectively handle varying lev-
els of constraints when executing a declarative process, this paper demonstrates
that unforeseen events are more problematic. The major result of our experiment
is that process outcomes of inexperienced planners are significantly affected by
unforeseen events which have to be handled during run-time. In particular, the
combination of constraints and events turned out to be challenging for our sub-
jects. These findings support the argument that declarative approaches require
experienced users to fully exploit its benefits.

For further research we aim to investigate different techniques for improving
understandability and maintainability of declarative process models to facilitate
their application by less experienced users. Furthermore, we plan to run exper-
iments in settings where planning is done in small teams, not individually, and
replicate the experiment with more experienced users.
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