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Abstract. Under the umbrella of the Semantic Web, Linked Data projects have
the potential to discover links between datasets and make available a large number
of semantically inter-connected data. Particularly, Health Care and Life Sciences
have taken advantage of this research area, and publicly hyper-connected data
about disorders and disease genes, drugs and clinical trials, are accessible on the
Web. In addition, existing health care domain ontologies are usually comprised
of large sets of facts, which have been used to annotate scientific data. For in-
stance, annotations of controlled vocabularies such as MeSH or UMLS, describe
the topics treated in PubMed publications, and these annotations have been suc-
cessfully used to discover associations between drugs and diseases in the context
of the Literature-Based Discovery area. However, given the size of the linked
datasets, users have to spend uncountable hours or days, to traverse the links be-
fore identifying a new discovery. In this paper we provide an authority-flow based
ranking technique that is able to assign high scores to terms that correspond to
potential novel discoveries, and to efficiently identify these highly scored terms.
We propose a graph-sampling method that models linked data as a Bayesian net-
work and implements a Direct Sampling reasoning algorithm to approximate the
ranking scores of the network. An initial experimental study reveals that our rank-
ing techniques are able to reproduce state-of-the-art discoveries; additionally, the
sampling-based approach is able to reduce the exact solution evaluation time.

1 Introduction

During the last decade, emerging technologies such as the Semantic Web, the Seman-
tic Grid, Linked Data projects, and affordable computation and network access, have
made available a great number of publicly inter-connected data sources. Life science
is a good example of this phenomenon. This domain constantly evolves, and has gen-
erated publicly available information resources and services whose number and size,
have dramatically increased during the last years. For example, the amount of gene ex-
pression data has grown exponentially, and most of the biomedical sources that publish
this information have been gaining data at a rate of 300 % per year. The same trend
is observed in biomedical literature where the two largest interconnected bibliographic
databases in biomedicine, PubMed and BIOISIS, illustrate the extremely large size of



the scientific literature today. PubMed publishes at least 16 million references to journal
articles, while BIOSIS makes available more than 18 million abstracts.

On the other hand, a great number of ontologies and controlled vocabularies have
become available under the umbrella of the Semantic Web. Ontologies are specified in
different standard languages, such as XML, OWL or RDF, and regular requirements are
expressed using query languages such as SPARQL. Ontologies play an important role
and provide the basis for the definition of concepts and relationships that make global
interoperability among available Web resources possible. In the Health Care and Life
Sciences domains, large ontologies have been defined; for example, we can mention
MesH [15], Disease [1], Galen [16], EHR_RM [2], RxNorm [20], and GO [5]. On-
tologies are commonly applied in these domains to annotate publications, documents,
and images; also ontologies can be used to distinguish similar concepts, to generalize
and specialize concepts, and to derive new properties. To fully take advantage from the
linked data sources and their ontology annotations, and to be able to recognize novel
discoveries, scientists have to navigate through the inter-connected sources, and com-
pare, correlate and mine some of these annotated data. Nevertheless, because the size
and number of available sources and the set of possible annotations are very large, users
may have to spend countless hours or days before recognizing relevant findings.

In order to facilitate the specification of scientist’s semantic connection needs, we
present a ranking technique able to assign high scores to potential novel associations.
Furthermore, given the size of the search space and to reduce the effect of the num-
ber of available linked data sources and ontology annotations on the performance, we
also propose an approximate solution named graph-sampling. This approximate rank-
ing technique samples events in a Bayesian network that models the topology of the
data connections; it also estimates ranking scores that measure how important and rel-
evant are the associations between two terms. In addition, the approximate technique
exploits information about the topology of the hyperlinks and their ontology annota-
tions, to guide the ranking process into the space of relevant and important terms.

In this paper we describe our ranking techniques and show their effectiveness and
efficiency. The paper is composed of five additional sections. In Section 2, we compare
existing approaches. Section 3 illustrates techniques proposed in the area of Literature
Based Discovery (LBD) by showing the discovery reported in [21] where curcumin
longa was associated with retinal diseases. Section 4 describes our proposed sampling
technique. Section 5 reports our experimental results. Finally, we give our conclusions
and future work in Section 6.

2 Related Work

Under the umbrella of the Semantic Web, Linked Data projects have proposed algo-
rithms to discover links between datasets. Particularly, the Linking Open Drug Data
(LODD) task has connected a list of datasets that includes disorders and disease genes [6],
clinical trials [9] and drug banks [26]. Some of these link discovery or generation tools
apply similarity metrics to detect potential similar concepts and their relationships [25].
However, none of the existing link discovery techniques make use of information about
the link structure to identify potential novel associations. Also, the ontology voID [24]



has been proposed to describe interlinked datasets and enable their discovery and usage,
and provides the basis for our proposed approach.

The discovery of associations between data entries implies descriptive and predic-
tive inference tasks based on the link structure [4] and on semantics suggested by
relevant ontologies. In general the idea is to perform random walks in the space of pos-
sible associations and discover those that satisfy a particular pattern; correspondences
between the discovered patterns are measured in terms of similarity functions. In [7],
heuristics are used to discover relevant subgraphs within RDF graphs; relationships
among the metadata describing nodes is used to discover relevant relationships among
entities. To decide if two objects are semantically similar, Jeh et. al. [11] propose a
measure that reflects when two objects are similar based on the relationships that they
hold with similar objects. Yan et al. [8] propose strategies to efficiently search sub-
graphs that are similar to a given query graph. Finally, Hu et al. [10] and Kuramochi
and Karypis [12] describe efficient algorithms to discover subgraphs (patterns) that
occur in graphs and to aggregate them.

Sampling techniques have been successfully applied to a variety of approximation
techniques. For example, in the context of query optimization, different sampling-based
algorithms have been proposed to estimate the cardinality of a query efficiently [13,
14, 18]. The challenge of these methods is to reach estimates that satisfy the required
confidence levels while the size of the sample remains small. A key decision involves
when to stop sampling the population and this is determined by the mean and variance of
the sample in comparison to the target population. In this paper we propose a technique
that samples paths in an acyclic directed graph that models a dataset of linked data.
Paths are sampled based on the joint probability which is computed as the multiplication
of the authority transfer flow value of the edges that comprise the path. Similarly, we
define the stop condition of the sampling, based on an estimate of the metric score
mean. Related to the problem of estimating authority flow metrics, Fogaras et. al. [3]
implement a Monte-Carlo based method to approximate personalized PageRank scores.
They sample paths whose length is determined by a geometric distribution. Paths are
sampled from a Web graph based on a probability that represents whether objects in
the paths can be visited by a random surfer. This approach may provide a solution to
PageRank; however, it is not applicable to our proposed approach because the length
of the paths is determined by the number of layers in the results graph and cannot be
randomly chosen. In contrast, graph-sampling samples objects layer by layer, until the
last layer in the result graph is visited. Objects with higher probability to be visited
by a random surfer and links between these objects, will have greater chance to be
chosen during the sampling process. Thus, graph-sampling may be able to only traverse
relevant paths that correspond to relevant discoveries.

3 Motivating Example

Consider the area of Literature-Based Discovery (LBD) where by traversing scientific
literature annotated with the controlled vocabularies like MesH, drugs have been as-
sociated with diseases [21,22]. LBD can perform Open or Closed discoveries, where
a scientific problem is represented by a set of articles that discuss an input problem



(Topic A), and the goal is to prove the significance of the associations between A and
some other C topics discussed in the set of publications reachable from the initial set
of publications relevant to A. Srinivasan et al. [21] followed this idea and improved the
Open and Closed techniques by recognizing that articles in PubMed have been curated
and heavily annotated with controlled vocabulary terms from the MeSH (Medical Sub-
ject Heading) ontology. Relationships between publications and terms are annotated
with weights or scores that represent the relevance of the term in the document. MeSH
term weights are a slight modification of the commonly used T F/IDF scores. Figure 1
illustrates a directed graph that represents the terms and publications visited during the
evaluation of an Open discovery. Topic A is used to search on the PubMed site and re-
trieve relevant publications, named Pub,. Then, MeSH term annotations are extracted
from publications in Pub,, and filtered by using a given set of semantic types of the
ontology Unified Medical Language System (UMLS) *; this new set of MeSH terms is
named B and is used to repeat the search on the PubMed site. Similarly, sets Pubg, C
and Pubc are built.
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Fig. 1. Open Discovery Graph LBD

The Srinivasan’s algorithm considerably reduces the space of intermediate results
while identifying novel relationships; however, it still requires human intervention to
create the intermediate datasets as well as to rank the terms that may not conduce to
potential novel discoveries. We propose a sampling-based ranking technique that is able
to estimate which are the nodes that will conduce to novel discoveries, and thus, reduce
the discovery evaluation time. We illustrate the usage of this technique in the context of
Literature-based Discovery. However, we hypothesize that this technique can be used
to efficiently discover associations between the data published in the Cloud of Linked
Data.

3 http://www.nlm.nih.gov/research/umls/



4 A Ranking-based Solution to Discover Semantic Associations

We propose ranking-based solutions to the problem of the semantic association discov-
ery. The proposed techniques take advantage of existing links between data published
on the Cloud of Linked Data, or make use of annotations with controlled vocabularies
such as MeSH, GO, PO, etc. We present an exact solution, and an approximate tech-
nique; both methods have been implemented in BioNav [23].

4.1 An Exact Ranking Technique

The exact ranking technique extends existing authority-flow based metrics like PageR-
ank, ObjectRank or any of their extensions [17]. This ranking approach assumes that
the linked data comprise a layered graph, named layered Discovery Graph, where nodes
represent published data and edges correspond to hyperlinks.

Formally, a layered Discovery Graph, [gDG=(V,, E},) is a layered directed acyclic
graph, comprised of k layers, Li,..., L. Layers are composed of data entries which
point to data entries in the next layer of the graph. Data entries in the k-th layer or last
layer of the graph, are called target objects. Authority-flow based metrics are used to
rank the target objects, and we use these scores to identify relevant associations between
objects in the first layer and target objects.

Figure 2 illustrates an example of a layered Discovery Graph that models the Open
Discovery Graph in Figure 1. In this example, odd layers are composed of MeSH terms
while even layers are sets of publications. Also, an edge from a term b to a publication
p indicates that p is retrieved by the PubMed search engine when b is the search term.
Finally, an edge from a publication p to a term b represents that p is annotated with b.
Each edge e = (b, p)(resp., e = (p, b)) between the layers /; and /;;; is annotated with
the TF/IDF score; this value either represents how relevant is a term b in the collection
of documents in /;;, or a document relevance regarding to a set of terms. The path of
thick edges connects Topic A with C3; the value 0.729 corresponds to the authority-flow
score and represents the relevance of the association between Topic A and C3.

0.000
| 0.1 2ETS

Q.1 0.0825
o

0.9

MeSH
Pub_B terms

Documents Documents
in PubMed in PubMed

Fig.2. A Layered Discovery Graph



Given a layered Discovery Graph IgDG=(V},, E},) of k layers, the authority-flow
scores of the target objects are formally defined as a ranking vector R:

k=1
R = MRy = (| | M) Rin
=1

where, M is a transition matrix and R;,; is a vector with the scores of the objects in
the first layer of the graph. An entry M[u,v] in the transition matrix M, where u and
v are two data objects in /gDG, corresponds to a(u,v) or is 0.0. The value a(u,v) is
calculated according to the metric used to compute the ranking score of the data.

[ au,v) if (u,v) € Ey,
Mlu,v] = {0.0 otherwise.

For instance, the layered graph Weighted Path Count (IgWP) is an extension of
ObjectRank and Path Count and the value of a(u, v) corresponds to the TF/IDF score
that denotes how relevant is the object u with respect to the object v. Nodes with high
1gWP scores are linked by many nodes or linked by highly scored nodes; for example,
in Figure 2, C3 is pointed by relevant nodes. In the context of LBD, we use this metric
to discover novel associations between a topic A and MeSH terms in the last layer of
the IgDG, and we have been able to discover the associations identified by Srinivasan
et al. [21].

4.2 A Sampling-based Ranking Solution

Although the ranking induced by an authority-flow based metric is able to distinguish
relevant associations, the computation of this ranking may be costly. Thus, to speed
up this task, we propose a sampling-based technique that traverses only nodes in the
layered graph that may conduce to highly ranked target objects.

Given a layered Discovery Graph IgDG = (Vig, Ej,), the computation of highly
ranked target objects is reduced to estimating a subgraph IgDG’ of IgDG, so that with
high confidence (at least ¢), the relative error of the distance between the approximate
highly ranked target objects in [gDG’ and the exact highly ranked target objects, is at
least €.

A setSS={lgDG,,...,lgDG,,} of independent and identically distributed (i.i.d.) sub-
graphs of [gDG is generated. Then, IgDG’ is computed as the union of the m subgraphs.
Each subgraph IgDG; is generated using a graph-sampling technique. This sampling
approach is based on a Direct Sampling method for a Bayesian network [19]. This net-
work represents all the navigational information encoded in /[gDG and in the transition
matrix M of the authority-flow metric. The Direct Sampling technique generates events
from a Bayesian network [19].

A Bayesian network BN = (VB, EB) for a layered Discovery Graph IgDG, is built
as follows:

— BN and IgDG are homomorphically equivalent, i.e., there is a mapping f : VB —
Vig, such that, (f(u), f(v)) € Ey iff (u,v) € EB.



— Nodes in VB correspond to discrete random variables that represent if a node is
visited or not during the discovery process, i.e., VB = {X | X takes the value 1
(true) if the node X is visited and O (false), otherwise}.

— Each node X in VB has a conditional probability distribution:

n

Pr(X | Parents(X)) = ) a(f(¥)), f(X))

J=1

where, Y; is the value of the random variable that represents the j-th parent of the
node X in the previous layer of the Bayesian network and n corresponds to the number
of parents of X. The value a(f(Y;), f(X)) represents the weight or score of the edge
(f(Y}), f(X)) in the layered Discovery Graph and corresponds to an entry in the tran-
sition matrix M; it is seen as the probability to move from Y; to X in the Bayesian
network. Furthermore, the conditional probability distribution of a node X represents
the collective probability that X is visited by a random surfer starting from the objects
in the first layer of the layered Discovery Graph. Finally, the probability of the nodes in
the first layer of the Bayesian network corresponds to a score that indicates the relevance
of these objects with respect to the discovery process; these values are represented in
the R;,; vector of the ranking metric.

Given a Bayesian network generated from the layered Discovery Graph IgDG, the
Direct Sampling generates each subgraph IgDG;. Direct Sampling selects nodes in
lgDG; by sampling the variables from the Bayesian network based on the conditional
probability of each random variable or node. Algorithm 1 describes the Direct Sam-
pling algorithm.

Algorithm 1 The Direct Sampling Algorithm
Input: BN = (VB, EB) A Bayesian network for a layered discovery graph
Output: A subgraph IgDG;
TP < topologicalOrder(BN);
for X e TP do
Pr(X | Parents(X)) & ¥, a(f(Y)), f(X));
if (randomNumber >= Pr(X | Parents(X))) then
X <1,
else
X, <0,
end if
end for

Variables are sampled in turn following a topological order starting from the vari-
ables in the first layer of the Bayesian network; this process is repeated until variables
in the last layer are reached. The values assigned to the parents of a variable define the
probability distribution from which the variable is sampled. The conditional probability
of each node in the last layer of /gDG; corresponds to the approximate value of the
implemented metric.



Figure 3 illustrates the behavior of the graph-sampling technique; unmarked nodes
correspond to visited notes and comprise a subgraph IgDG;. Direct Sampling is per-
formed as follows: initially, all the nodes in the first layer have the same probability
to be visited and all of them are considered. All their children or nodes in the second
layer are also visited and the conditional probability is computed; nodes with the high-
est scores survive, i.e., n5 and n7. Then, the children of these selected nodes are also
visited, and the process is repeated until nodes in the last layer are reached. Note that
nodes 79 and n11 are the target objects with the highest values of the IgWP metric and
with the highest conditional probability. These nodes are pointed by nodes with high
1gWP scores or pointed by many nodes; thus, they are very likely to be visited when the
Direct Sampling algorithm is performed.

n ns n9
0.5 0.8
gwP 1.0 O O IgWP0.72
, IgWP 0.9
n
IgWP 1.0 0.09
9 % IgWP 0.27

IgWP 0.3 0.3
n3 0.3 n7 11
IgWP1.0 O— d) IgWP 0.5
0.2 IgWP 0.5
n4 n8 ni2
IgWP 1.0 0.1 01 X IgWP 0.01

IgWP 0.1

Fig. 3. Graph Sampling

Once an iteration i of the Direct Sampling is finalized, the sampled layered Discov-
ery Graph IgDG; = (V, E;) is created. Nodes in V; correspond to the variables sampled
during the Direct Sampling process that are connected to a visited variable in the last
layer of the Bayesian network. Additionally, for each edge (u,v) in the Bayesian net-
work that connects nodes f(x) and f(v) in V;, an edge (f(u), f(v)) is added to E;. The
conditional probabilities of the target objects of each subgraph /gDG; correspond to the
approximate values of the ranking metric. After all the subgraphs IigDG, ..., IgDG,, are
computed, an estimate [gDG’ is obtained as the union of these m subgraphs. The approx-
imation of the ranking metric in the graph IgDG’ is computed as the average of the ap-
proximate ranking metric values of target objects in the subgraphs IgDG1, ..., IlgDG,,.
A bound of the number of iterations or sampled subgraphs is defined in terms of the
Chernoff-Hoeftdings bound.

Theorem: Let /[gDG be an exact layered Discovery Graph and IgDG; be one of
the m sampled subgraphs. Let T be a list of the target objects in IgDG ranked with
respect to exact values of the ranking metric RM. Let T; be a list of the target objects
in IgDG; ranked with respect to the approximation of RM. Let J(IgDG,, IgDG, B).. . .,
J(lgDG,,, IgDG, ) be independent identically distributed (i.i.d.) random variables with
values in the set {0,1}. Each random variable J(IgDG;, IgDG, 8) has value=1 if a dis-
tance metric value between the ranking list 7; and the list 7 is at least 8; otherwise,
value=0. Let S denote the average of these variables, i.e., X = % >, JUgDG;,1gDG,pB)
and E(S) the expectation of S. Then, the size m of the sample has to satisfy the fol-



lowing formula to ensure that the relative error of E(S) is greater than € with some
probability:
P(IS — E(S)| > €) < 2exp(—2me?).

5 Experimental Results

In this section we show the quality of our proposed discovery techniques. First, we
compare the results obtained by our ranking technique with respect to the results ob-
tained by the Manjal system [21]. Then, we show the behavior of this technique in
the DBLP dataset. Experiments were executed on a Sun Fire V440 equipped with two
UltraSPARC 1IIi processors running at 1.593 GHZ with 16 GB RAM. The ranking and
sampling techniques were implemented in Java 1.6.1.

To conduct the first experiment, we have created a catalog populated with the PubMed
publications from the NCBI source?, all the MeSH terms, and all the links between
Mesh terms and PubMed publications. We stored the downloaded data in two tables,
Pub-MeSH and MeSH-Pub. Table Pub-MeSH relates a publication p with all the MeSH
terms that correspond to annotations of p in PubMed; these annotations are manually
done by experts at the National Library of Medicine site. Table MeSH-Pub relates a
MeSH term m with all publications that are retrieved when the term m is used to search
on PubMed. Both tables have an attribute score that represents the relevance of the rela-
tionships represented in the table. Suppose there is a tuple (p, m, s) in table Pub-MeSH,
then the score s = A X T X C, where:

- A: is the augmented document frequency of the publication p, i.e., A = 0.5+ 0.5 +
- ftf -, where, ¢ is the frequency of p in table Pub-MeSH, and tf,,,, is the maximum
document frequency of any publication in Pub-MeSH.

— T: inverse term frequency logz(Nip), where N is the number of collected MeSH
terms, i.e., 20,652, and N, corresponds to the number of MeSH terms associated
with the publication p in the table Pub-MeSH.

— C: is a cosine normalization factor.

Similarly, scores in table MeSH-Pub were computed. To reproduce the results re-
ported by Srinivasan et al. in [21], we ran the metric IgWP on a layered Discovery
Graph IgDG comprised of 5 layers, 3,107,901 nodes and 10,261,791 edges. Sets Puby,
B, Pubg and C and were built following the criteria proposed by Srinivasan et al., and
by selecting data from tables Pub-MeSH and MeSH-Pub. We ranked the target objects
in the graph, and we could observe that our ranking technique was able to produce 4 of
the top-5 semantic associations identified by Srinivasan et al. [21]. Table 1 compares
the top-5 target objects discovered by [21] and the ones discovered by our ranking
technique, i.e., our ranking technique exhibits a precision and recall of 80%.

We have also studied the benefits of performing the graph-sampling technique, and
we ran the sampling process for 5 iterations, i.e., 5 sampled subgraphs were computed.
Table 2 reports on the top-10 MeSH terms identified by graph-sampling. We can ob-
serve that 4 of the top-5 MeSH terms identified by the Srinivasan’s algorithm [21],

4 http://www.ncbi.nlm.nih.gov/



k[Srinivasan’s Ranking [21][  1gWP

1 Retina Testis

2 Spinal Cord Retina

3 Testis Spinal Cord
4 Pituitary Gland Obesity

5 Sciatic Nerve Pituitary Gland

Table 1. Top-5 MeSH terms

are also identified. We note that iterations do not improve the quality of the discovery
process.

(k] i=1 i=2 i=3 i=4 i=5
1 Spinal Cord Spinal Cord Spinal Cord Spinal Cord Spinal Cord

2 | Pituitary Gland | Pituitary Gland | Pituitary Gland | Pituitary Gland | Pituitary Gland
3| Celiac Disease | Celiac Disease | Celiac Disease | Celiac Disease Disease

4 |Hepatic Encepha.|Hepatic Encepha.|Hepatic Encepha.|Hepatic Encepha.|Hepatic Encepha.
5 Uremia Uremia Uremia Uremia Uremia

6 Retina Anemia Anemia Anemia Anemia

7 Obesity Retina Retina Retina Retina
8 Testis Obesity Phenylketonurias | Phenylketonurias | Phenylketonurias
9 | Hypothalamus Testis Obesity Obesity Obesity

10| Osteoporosis Hypothalamus Testis Testis Testis

Table 2. Effectiveness of Graph Sampling Techniques

Finally, we report on the number of target MeSH terms produced by the Srinivasan’s
algorithm and the ones produced during each iteration of graph-sampling (Table 3). We
can observe that graph-sampling is able to discover 80% of the top novel MeSH terms,
while the number of target terms is reduced by up to one order of magnitude.

l# Srinivasan’s target MeSH Terms [21] [i=1[i=2[i=3[i=4[i=5|
| 570 [24]38]49]61][71]

Table 3. Performance of Graph-Sampling Techniques

In the second experiment, we downloaded the DBLP file in a relational database.
We ran the graph-sampling technique to discover associations between a given author
and the most relevant conferences where this author has published at least one paper.
We ran 3 sets of 30 queries and compared the ranking produced by the exact solution
and the one produced by graph-sampling; layered Discovery Graphs were comprised



of 5 layers and at most 876,110 nodes and 4,166,626 edges. Author’s names with high,
medium and low selectivity were considered, where high selectivity means that the
author has few publications while low selectivity represents that the author is very pro-
ductive. The top-5 conferences associated with each author were computed by using the
exact ranking and the approximation produced by graph-sampling during 6 iterations.
Table 4 reports the average precision of the approximate top-5 conferences with respect
to the exact top-5. We can observe that graph-sampling is able to identify almost 65% of
the top-5 conferences after iteration 3. The time required to execute the graph-sampling
technique was reduced at least by half. These results suggest that the proposed discov-
ery techniques provide an effective and efficient solution to the problem of identifying
associations between terms.

[Author’s Name Selectivity| i=1 [ i=2 [i=3 [i=4 [i=5 [ i=6 |

high 0.390(0.4874|0.635|0.813|0.823|0.871
medium 0.341] 0.562 |0.681{0.724|0.872|0.890
low 0.64 | 0.660 [0.749|0.803|0.806|0.815

Table 4. Effectiveness of Graph Sampling Techniques DBLP- Average Precision

6 Conclusions and Future Work

In this paper we have presented a sampling-based technique that supports the discovery
of semantic associations between linked data. We have reported the results of an empir-
ical study where we have observed that our proposed techniques are able to efficiently
reproduce the behavior of existing LBD techniques. This observed property of our dis-
covery technique may be particularly important in the context of large datasets as the
ones published in the Cloud of Linked Data. In the future we plan to extend this study
to identify potential associations between other sources of the Cloud of Linked Data.
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