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1. INTRODUCTION 
In his keynote speech at the 2009 RecSys conference, Francisco 
Martin indicated that the main challenge in recommender system 
industry is not to discover algorithms that provide good 
recommendations, but to provide users with a usable and intuitive 
interface for presenting these recommendations and eliciting 
feedback. 
Unfortunately, the research on ‘Human-Recommender 
Interaction’ is scarce. While algorithm optimization and off-line 
testing using measures like RMSE are standard procedure in the 
RecSys community, theorizing about consumer decision processes 
and measuring user satisfaction in online tests is much less 
common. 
Meanwhile, researchers in Marketing and Decision-Making have 
been investigating consumer choice processes in great detail, but 
only sparingly put this knowledge to use in technological 
applications. Likewise, the field of Human-Computer Interaction 
has been studying the usability of interfaces for ages, but does not 
seem to connect the dots between research on consumer choice, 
and recommender system interfaces. 
The UCERSTI workshop tries to bridge the gaps between 
recommender systems, human computer interaction and 
marketing/decision-making research by providing a platform for 
Human-Recommender Interaction research. 
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ABSTRACT 
In this paper, we aim to analyse the current level of usability on 
ten popular online websites utilising some kind of reputation 
system. The conducted heuristic and expert evaluations reveal a 
number of deficiencies on the overall usability of these 
websites, but especially on how the reputation information is 
currently presented. The low level of usability has direct 
consequences on how accessible and understandable the 
reputation information is to the user. We also conducted user 
studies, consisting of test tasks and interviews, on two websites 
utilising reputation information. The results suggest why the 
currently provided information remains under-utilised and, to a 
great extent, goes undetected or gets misinterpreted. On basis of 
the work so far, we propose ways to overcome some of the 
current problems by changing, rearranging and grouping of the 
visual elements and visual layout of the reputation information 
offered on the sites. The enhanced visualisations create “visual 
nudges” by enhancing the key elements in order to make users 
notice and use the information available for better and more 
informed decisions. . 

Categories and Subject Descriptors 

H.5.2 [Information Interfaces and Presentation]: User Interfaces: 
Evaluation/Methodology 

General Terms 
Design, Security, Human Factors 

Keywords 
Usability, heuristics, expert evaluation, user study, 
recommendation, reputation, visual nudge, user interface design 

1. INTRODUCTION 
As Internet services and peer-to-peer systems currently are 
lacking in the traditional indicators of trustworthiness [3], being 
able to differentiate between a good offer and a bad one in an 
easy manner is not trivial. In the peer-to-peer markets 
especially, information about the reputation of the various 
parties in the online transactions – the buyer, seller, and venue – 
can help to make good decisions and diminish the risks involved 
[5]. 
Reputation systems have grown into a prominent means to 
gather and provide such information about the quality of the 
offering and its seller for the end user. A reputation system 

operates by computing reputation scores for some set of objects, 
such as services or items on sale, within a certain community or 
domain. The scores can typically be computed on basis of a 
collection of opinions – usually ratings – that other entities hold 
about the objects, by employing a reputation algorithm to 
calculate reputation scores based on the received ratings, which 
are then published. Reputation information typically represents 
users’ opinions about a particular product, service or peers [5].  
Reputation information can be textual (e.g. descriptions, 
reviews) or visual (e.g. images, symbols, statistical 
visualisations), or, usually, a combination of the two. However, 
currently the reputation information is often presented in such a 
way that may make it hard to notice and to interpret. To make 
things worse, according to our heuristic and expert evaluations, 
the overall level of usability on the sites offering reputation 
information is often bad enough to stop users from effectively 
having the reputation information at their disposal, as it goes 
undetected: if the user cannot find the functionality, the 
functionality is not really there [12]. The reputation information 
is not utilised as guidance in the way it could and should be. 
Which parts of the reputation information is presented visually 
needs to be carefully selected: Our user studies [9][16] 
evaluating websites that use reputation systems have shown that 
the visually prominent parts of the reputation information 
offered gets center stage, regardless of its actual usefulness and 
relevance for the decision making. Furthermore, cohesion 
between the various reputation elements is often missing and the 
reputation information is experienced as scattered, with 
unrelated pieces of information that are being used in random 
combinations that is dictated by their visual prominence, rather 
than by their actual importance for the decision-making.   
To further investigate the described issues we have evaluated 
ten more websites of different categories (news, shopping, social 
networking etc.) that employ some kind of reputation system. 
The main objective of the usability evaluations was to evaluate 
the current level of usability of these services, and how well the 
standard set of heuristics from Nielsen [13] works for sites with 
reputation information, or if they need additional rules of thumb. 
In the expert evaluations, we were focusing on the reputation 
information and how it is visualised in order to understand what 
works, what fails and how things could be improved.  
As the visual prominence seems key for better utilisation of the 
reputation information, we introduce the idea of visual nudging 
for improving the usage and production of reputation 

1

FULL PAPER 
 

Proceedings of the ACM RecSys 2010 Workshop on User-Centric Evaluation of Recommender Systems and Their Interfaces (UCERSTI), 
Barcelona, Spain, Sep 30, 2010 

Published by CEUR-WS.org, ISSN 1613-0073, online ceur-ws.org/Vol-612/paper1.pdf

Copyright © 2010 for the individual papers by the papers' authors. Copying permitted only for private and academic purposes. 
This volume is published and copyrighted by its editors: Knijnenburg, B.P., Schmidt-Thieme, L., Bollen, D.



information to enable better and more informed decision-
making.  “Nudging”, a term introduced by Thaler et al as a way 
to enhance decision-making [19], in this context means that by 
enhancing the key elements of the reputation information that 
the user should be looking at in order to reach a good decision, 
we aim to gently influence the users’ behavior by focusing their 
attention in relevant direction. The visually prominent elements 
are intended to serve as nudges. A nudge can alter the users’ 
behavior in a predictable way without forbidding any options or 
significantly changing their economic incentives [19]. As 
indicated by our previous studies [9], nudging through the visual 
means could be most effective as visual elements are gaining the 
users’ attention. Further, better visualisation may also help to 
create more interest in contributing to the reputation information 
(commenting and rating), as currently the ratio between all users 
of a site and those who actually actively add to the reputation 
information is often quite low [add ref or take out].  
We will first present the background for the current study, the 
previously conducted user studies together with the earlier work 
done in this area. We will then proceed with the usability 
evaluations for the additional websites and discuss the findings. 
We will conclude by summarising the lessons learned on what 
kind of usability issues we currently see as most pressing on the 
websites utilising reputation systems, and how they could be 
improved on, especially focusing on the key role of the visual 
elements and their prominence for the overall usability of such 
websites. 

2. BACKGROUND 
Reputation information is typically presented by both visual and 
textual means.  

2.1 Visual reputation information 
Currently, the most common way to present visual reputation 
information is to use star symbols to represent the current rating 
of the item under scrutiny (Figure 1). Other symbolic icons 
commonly used for visual reputation information include 
“thumbs up” or “thumbs down” and a scale consisting of circle 
symbols (Figure 2). 
 
Most common representations of reputation information are 
used to communicate the popularity rate of the product or 
service based on users’ votes. Usually, the user is able to see the 
amount of votes given describing the popularity or how much 
the product is “liked”. However, this information is not 
revealing the scale of the information, and the user may be left 
with confusion: What is the difference between three or four 
stars? How many stars a good product usually gets? How many 
ratings can be considered “a lot of ratings” in this service? 
Because of this ambiguity, the quality of the reputation 
information is experienced as questionable: What do the ratings 
actually mean (to me)? How credible are the ratings? How are 
the ratings calculated? For the users, the transparency of the 
information [17][18] is missing.  
 
 

 
 

Figure 1. Examples of usage of the star symbols as 
reputation visualisation in some popular websites  

 
 

 
 

Figure 2. Example of other commonly used symbolic icons 
for reputation information 

 

2.2 Textual reputation information 
Possibly, partly due to all of these problems in the visually 
presented reputation information, the textual information is 
currently considered more important for the users: Reliance on 
peer reviews has become everyday news. For example, 
USAToday has recently reported the growing importance of 
peer reviews, stating that “customers are increasingly vocalising 
their experiences online for other travelers to read” [22]. In 
another article, online ratings and reviews were considered 
almost twice as significant as brand and reputation when 
choosing a hotel [21].  
 
Online reviews have indeed become increasingly popular as a 
way to judge the quality of various products and services 
[4][8][11]. Even when popular and used, the textual reputation 
information has its own troubles. The basic usability problems 
related to how the information is presented hinder the efficient 
use of the reviews. The user is encountering a burden of finding 
the relevant information out of sometimes an excessive amount 
of textual feedback. Furthermore, in a recent study by Jurca et al 
[8], the reviewing behavior can also include a variety of biases. 
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2.3 Trust and risk 
In the context of downloading, trust and risk perception also 
become an issue. For the online user, the perceived credibility of 
a website or a service has a strong impact on the trust level and 
risk perception [5]. As it has been studied before [1], visual or 
aesthetic factors are linked to a website’s credibility – a good 
first impression, strongly based on the visual representation, can 
set the trust level towards the service in a matter of milliseconds 
[10].  Investing on a visually pleasing user interface (UI) has 
been found to enhance a positive user experience of web pages 
[7][14]. 

3. EARLIER WORK 
In our earlier work [9][16], we have studied the basis of the 
actual usage, usability and the ways of utilisation of the 
reputation information in the context of websites that offer 
mobile applications for downloading. Our studies focused on 
two websites; 1) WidSets, which was a website for downloading 
and developing mobile applications (“widgets”), launched in 
October 2006 by Nokia (www.widsets.com) and 2) Nokia Ovi 
Store (www.ovi.com), Nokia’s Internet service offering services 
in various areas such as games, maps, music, and mobile 
applications. Ovi replaced the WidSets site in April 2009. Our 
study on Ovi focused on the part of the service offering 
downloadable mobile applications. 

In the study for the WidSets website [9], we were focusing on 
the current usage of the reputation elements on the website. The 
results indicated that the visually prominent UI elements of the 
site acted as the main sources of information when making 
decisions about downloading widgets, while less prominent 
information was, for the most, overlooked. Therefore, we were 
able to conclude that any information that is de facto important 
for the decision making should also be presented as visually 
prominent in order to gain the users’ attention. The question of 
whether the elements should be presented as an aggregation of 
the different elements or separately, allowing users to utilise the 
information in a more independent fashion, could not be 
determined on basis of the studies and thus became one of the 
questions to be resolved by further studies. 

As a direct continuation of the WidSets study, we conducted 
another study focusing on Ovi and how the online reputation 
information currently offered in Ovi is understood and utilised 
by its users [16].   

Our results again showed that the reputation information 
available was not efficiently utilised. According to our 
interpretation, the lack of cohesion between the reputation 
elements hinders the understandability and use of the 
information available.  Users also reported that they found the 
credibility and quality of the reputation information to be 
questionable, which may be the result of the inconsistent and 
ambiguous way of presenting the information. Users were 
currently not able to find the relevant information and thus also 
not able to form an overall view or an understanding about the 
content and the message of the reputation information. 

Based on the results from these studies we suggested [16] that in 
order to help users making full use of the reputation 
information, a visually prominent aggregation of the various 
reputation elements would be helpful.  According to our studies, 

the users also preferred the decision making process to be 
“quick and easy”. Answering these demands requires efficient 
composition of information from different sources. As humans 
are experts in processing visual information, presenting the 
information visually, in graphical form is also likely to ease and 
enhance the information processing.  

4. RESEARCH QUESTIONS AND 
METHODOLOGY 
The previous studies showed that there is a lack of visual 
prominence and cohesion between the different reputation 
elements, and the reputation information was under-utilised. The 
findings led to the formulation of the following hypotheses: 

• The websites offering reputation information had 
problems with usability; 

• More specifically, the reputation information provided 
has bad usability; 

• Visual prominence of the reputation elements is 
guiding the decision-making process on these sites; 

• The visually prominent elements on the websites are 
“wrong”; 

• Visual nudging is not working on the websites to 
enhance the decision-making process. 

The basic research question behind the study is: “Why is the 
reputation information underutilised?” By addressing this 
research question, and armed with an initial understanding about 
the importance of the visual elements, we aimed at analysing 
how the reputation information is currently displayed across the 
selected sites.  

Among the various methods available in the field of Human 
Computer Interaction (HCI), heuristic evaluation based on 
Nielsen’s heuristics [12] was chosen as the basic method to 
analyse the sites offering reputation information. The heuristic 
evaluation was complemented with expert evaluation focusing 
on the visual elements of the sites. 

Heuristic evaluation is a form of usability inspection where 
usability specialists or other evaluators judge how the object of 
study, e.g. a website, passes on an itemised list of established 
usability heuristics [12][15]. Preferably, the evaluators are 
experts in human factors or HCI, but less experienced evaluators 
can also follow the heuristics checklist and produce a report of 
valid problems. Expert evaluation is a more free-form analysis 
of a given object under observation, based on the expert’s 
experience, often focusing on certain elements of the object [2]. 

With the evaluations, we aimed at gaining an understanding of 
the usability issues and to potentially formulate additional 
heuristics for reputation information. 

5. THE STUDY 
The websites chosen for the usability evaluation were well-
known sites, and selected on basis of their general popularity1:  

                                                                 
1http://www.google.com/adplanner/static/top1000/#, 
http://www.alexa.com/topsites, 
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 The website presents the rating’s information through a 
chart with detailed information about how many users rated the 
item and how, as well as a direct access to their reviews. 

• Amazon (shopping), www.amazon.com  

• eBay (shopping), www.ebay.com  

• TripAdvisor (hotel and vacation reviews), 
www.tripadvisor.com   Information about the seller is presented clearly. 

 Users can access the list of top reviewers, i.e. the ones with 
the most useful reviews.  • LinkedIn (networking tool), www.linkedin.com  

• YouTube (video sharing), www.youtube.com eBay 
• Yelp (reviews and recommendations for local 

businesses), www.yelp.com   Information about the overall purpose of the website is hard 
to find even when registering (statement of purpose). 

 The user cannot sort other users' reviews about a seller by 
any other category except “date”, the default category. In case a 
seller has both positive and negative reviews, the user will have 
to scroll through all the reviews to find the negative ones. This 
might be very time-consuming (Figure 4). 

• Digg (social news website), digg.com   

• IMDb (movie and serial reviews), www.imdb.com  

• NowPublic (social news website), 
www.nowpublic.com  

 Both the ratings about the seller and the way the feedback is 
calculated are clearly presented to the user.  

• AppStore (Apple’s store for iPhone applications). 
www.apple.com/iphone/apps-for-iphone/ 

 
The evaluations were performed by four evaluators: one senior 
HCI expert (> 10 years of experience), 2 expert (>2 years of 
experience) and one non-expert (< 1 year of experience). The 
expert evaluation focused on how the reputation information 
was presented on the selected sites. 

 

6. ANALYSIS OF THE USABILITY 
EVALUATIONS 
Table 1 summarises the outcomes of the usability evaluations 
against Nielsen’s heuristics. We will now present the findings of 
the expert evaluations on the reputation information website by 
website, focusing on the main findings. The findings are marked 

either with (negative) or (positive). 
Figure 4. Sort reviews 

TripAdvisor Amazon  
 The visualisation of the rating system is ambiguous. A 

novice user might be confused by the two different ways of 
showing the ratings 1) thumbs and 2) circles. The actual 
meaning of the symbols becomes clear only by the time the user 
writes a review: thumbs are associated with a separate question - 
"would you recommend this to a friend?" (Figure 5); circles 
represent the rating. 

 The different pieces of information are presented similarly, 
as if having the same value (e.g. product details and important 
information). This makes retrieving information for the 
decision-making a hard task. (Figure 3).  

 

 

 
Figure 5. Confusing information 

 The number of reviews is not consistent. The addition of all 
the ratings provides a number, which is different than the one 
presented along with the written reviews and still different from 
the one obtained when the user clicks the "clear filters" option. 
This might jeopardise trust in the reputation system. Figure 3. Different types of information similarly presented 
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Table 1. Overall outcomes of the heuristic evaluation. The symbol √ was used when there were more good aspects than problems, 
the X was used when the problems were more than the good aspects and the √ / X symbols when the number of problems and good 
aspects was balanced
 

 

 Information provided is not clear. For example the rating 
information provided for hotels consists of three different 
ratings (Figure 6).  

 The different elements of information are presented as 
having the same value, and without a clear structure to guide the 
user, which makes retrieving information a time consuming 
task. 

 The target of the reputation and the reputation elements 
were not easily distinguishable.  

 While reading the reviews, the user can see the reviewer 
profile with just a mouse hover, which provides an easy access 
to the information, prevents the disruption of the task and adds 
quality to the user experience. 
 

 
Figure 6. Confusing rating information 

 

 

LinkedIn 
 The UI does not provide a clear guidance of what are the 

goals of the website, how it should be used and what is the order 
of importance of the content. This information is hidden behind 
an unnoticeable link, which makes it hard for the novice user to 
detect. 

 The users' own recommendations are listed, enabling 
comparison between recommendations, and adding transparency 
to the system.   

YouTube 
 After having rated a video as negative or positive, the user 

is not allowed to undo the action. This adds unreliability to the 
system especially as it is possible to click on the rating 
accidentally. 

 User is not allowed to delete a video previously rated as 
"Liked" from the "liked videos" view (Figure 7). The only 
actions allowed are adding it to a playlist or to a list of favorites. 
In order to delete a video previously rated as "liked" the user has 
to perform too many steps. First, the user has to open the "liked 
videos" view, add the selected video to a playlist or to favorites 
and only then remove the video. This is time consuming and 
counter intuitive as the user has to perform a contradictory 
operation – “add to favorites” - to the one they actually intend to 
perform. 

 The system does not provide a confirmation or an option to 
undo the action of reporting another user. This might generate 

5

FULL PAPER 
 

Proceedings of the ACM RecSys 2010 Workshop on User-Centric Evaluation of Recommender Systems and Their Interfaces (UCERSTI), 
Barcelona, Spain, Sep 30, 2010 

Published by CEUR-WS.org, ISSN 1613-0073, online ceur-ws.org/Vol-612/paper1.pdf

Copyright © 2010 for the individual papers by the papers' authors. Copying permitted only for private and academic purposes. 
This volume is published and copyrighted by its editors: Knijnenburg, B.P., Schmidt-Thieme, L., Bollen, D.



unreliability in the reputation information as users can report 
and be reported by accident. 

 There is specific statistical information about the history, 
popularity and spread of the videos, which contributes to the 
transparency of the website. 

 Information provided under "views" shows a detailed 
pictorial and statistical representation of activity frequency over 
time and per location. 
 

 
Figure 7. No delete option 

Yelp 
 The users have access to the amount of reviews for a 

specific place but cannot see the relationship between other 
reviewed places. Even if all the reviews are positive and the 
place has a certain number of stars it does not provide 
information about its quality when compared to other places in 
the same area.  

 After rating a review as useful, funny or cool, the user is 
provided with feedback and the number of ratings is 
immediately updated, which evokes reliability in the system. 

 The system provides the option to undo the ratings to other 
users' reviews, which allows the user to correct potential 
mistakes and adds more trustworthiness to the ratings. 

 The website provides a graphical and clear explanation of 
ratings and ratings over time. It clearly details how the overall 
ratings are obtained. 

 The basic review contains plenty of information about the 
reviewers’ reputation, making the relevant information 
immediately available to the user and the reputation of the 
review itself can also be seen. 

 By presenting diverse information about the reviewed target 
and the reviewer community on the first page the website guides 
the novice users and keeps their interest in exploring the 
website. 

Digg  
 The main page does not provide information about what is 

“Digg” or how it works. The lack of directions might make 
the novice user confused about the purpose of the website. 

 Advertisements were presented as having the same value as 
the information the user was looking for.  

 The system does not allow the user to delete a previously 
provided comment.  

 The scale of the “Top” is ambiguous. The user is not able to 
distinguish the timeframe of the “tops” and might get confused. 

 When clicking the icon corresponding to the number of 
“diggs”, the user is directed to a page presenting the 
comments. This is counter-intuitive since the user expects to 
see a list related to the number of “diggs”, instead of the 
comments regarding the news. The “how many diggs”- icon is 
the most prominent element of the page, hence it should provide 
the expected information. 

 After digging an article the system provides good feedback 
and updates the results immediately, which contributes to the 
overall reliability of the system. 

 The site enables users to evaluate one another’s comments, 
which might contribute to establish or strengthen the community 
feeling. 

IMDb 
 If the user rates the same movie more than once the system 

provides a feedback message saying the vote was counted, 
which might be misleading. 

 The user profile, accessed through the username link, only 
contains a list of the reviews that the user has made. The more 
informative user profile is accessible through an additional link 
on the page presenting the users’ reviews. This jeopardises the 
system’s consistency. 

 The reputation information and the links to reputation 
information are presented among the general information about 
the movie. The information is mainly presented in the form of 
text. The first link on the page dedicated to the reviews is 
blended among the general textual information and the links, 
which requires an extra effort from the user in order to find 
relevant information and differentiate between different types of 
information provided. 

 User cannot distinguish the relationships between popularity 
and rating of the movies. The info button on MOVIEmeter 
(question mark) gives some additional information but does not 
resolve the issue as the users may have a hard time 
understanding how the percentages are formed and how to 
interpret them. 

 The website provides detailed user ratings, and allows the 
user to access information about the voting trends for specific 
categories. 

 The website uses weighted average for unbiased ratings, 
which eliminates the ratings that are only intended to change the 
overall rating in their benefit, adding reliability to the reputation 
information. 

 The website also provides links to external reviews, which 
contributes for the feeling of transparency. 

NowPublic  
 Information elements and advertisements are hard to tear 

apart. The small boxes of information and advertisements create 
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a cluttered look for the UI and the vertical page structure does 
not support a natural flow of information retrieval.  

 The "recommend" icon does not provide clear information 
about if the user is recommending the other member or their 

osts. This might affect the results, in case the users do not 
understand what is recommended  (Figure 8). 
 

p

 
 

Figure 8. Misleading icon 
 

 The website provides a guidance pop-up window for novice 
users as a starting page, which gives immediate information 
about the purpose and usage of the website. 

 The website provides detailed and clear information about 
getting promotion by points and an explanation about the 
meaning of the user ranking. 

 The members are given points according to different 
categories of posts. This motivates contribution as it might be 
seen as recognition. 

 The rank
individual poin

ing status of the members, based on their 
ts, is presented visually and in a clear way. 

AppStore 
 An option to read more information in the reviews - expand 

text – is provided, but the user cannot go back to the condensed 
text, which can make the page cluttered. 

 The site does not offer access to more details about the star 
ratings or all customer reviews unless the user uses the iTunes 
software to view applications. 

 The user has no information about the way the ratings are 
formed except for the fact that they are based on the reviews.  

 The user can easily sort the reviews by several categories 
that are provided on the left column. This adds efficiency and 
transparency to the presented information, as the user is able to 
easily find both positive and negative reviews. 

 The website provides a list of accessories rated and 
suggested by staff, which makes it easy for a first time user to 
navigate through what is available in the store. 

 When user clicks on a product, all information is provided 
in three sections – 1) a description with snapshots, 2) ratings and 
reviews by users and 3) Q&A section, with questions asked and 
answered by other users. This provides a complete and detailed 
overview of the products, contributing for transparency. 

 The website offers visibility for the developer, which may 
llingness to contribute and the 

cisions. Another main 

nformation is 

what is 

ther the different instances of reputation 

 their visual impressions that  

ions [6]. The user profiles should also 
be presented in a visually attractive and motivational way in 
order to promote participation and contributions [20]. By visual 

enhance both the wi
trustworthiness of the contributions. 

7. DISCUSSION 
A general problem found in most of the analysed websites was a 
cluttered UI and the fact that the all available information was 
presented in a similar fashion as if having the same value, which 
may cause confusion and mislead the user: The nudge to look at 
information that is relevant is missing. The elements available 
are presented in a way that does not guide the users’ attention to 
the relevant information while making de
problem was related with the lack of interrelation between the 
different reputation elements. This has a negative effect on the 
information credibility provided by these elements. It may also 
affect the users’ willingness to contribute as it is unclear how 
the contribution will affect the offering.  
On basis of the usability evaluations, the current level of 
usability on the studied websites has general usability problems 
that are big enough to jeopardise the use of the sites altogether. 
Moreover, when it comes to how reputation i
currently offered, the level of usability can be described as 
remarkably low. Improvements in distinguishing and 
understanding different types of information available and 
visual nudges for how they should be utilised by the user in the 
decision-making process can easily be suggested: 

• Clearly distinguish between distinct sources of 
information: the service provider, the reputation 
system, advertisements, other users and 
actually meaningful – highlight the relevant 
information and guide the users task-flow; 

• Tie toge
information to form a coherent set of information 
where different elements support each other; 

• Promote transparency: clearly show where the 
reputation information comes from and how it is 
formed. 

There are also social aspects related to understanding, or 
accepting the information. The results of our earlier studies and 
those by others have indicated that reputation information 
available in textual format, in form of peer reviews in writing, 
has a big importance in online decision-making [9][8][11][16]. 
Although the quality of the reviews is sometimes seen as 
questionable as already discussed, reading peer reviews or 
comments undeniably is currently the most reported element to 
be used to make decisions online, when available. However, a 
closer look may reveal that users may report reviews as the main 
information source more readily than visual impressions, as 
users may not be able to reflect on
not only are hard to put into words, are also to a great extent 
formed automatically and unconsciously [10]. Because of this, 
users may over-report the importance of the textual information, 
and under-report the importance of the visual impressions, as 
they may not be fully aware of it. 
Some ways to take all the above-mentioned aspects into account 
and enhance the utilisation of all reputation elements conjointly 
is likely to include creating visually prominent, real-time links 
between the users. When users are exposed to appropriate 
amount of social data about one another, it tends to increase the 
activity of giving contribut
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nudges – making the releva
s

nt information visually prominent – 

nference on Human-Computer 

the structured expert 

y-like reputation systems. In Proceedings of 

g, M.Y, Luo, C, Sia, C.L, Chen, H. Credibility of 

. N. Affective Design of e-commerce User 

liffe, A., Angeli, A. D. Towards a 

user  can be helped towards more sound and informed decisions 
in risky online situations. 
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ABSTRACT 
Recommender systems have been used in many information 
systems, helping users handle information overload by providing 
users with a way to receive specific recommendations that fulfill 
their information seeking needs.  Research in this area has been 
focused on the recommender system algorithms and improving the 
core technology so that recommendations are robust.  However, 
little research is focused on the user-centered perspective of 
recommendations provided by recommender systems and the 
impact of recommendations on user’s information behaviors.  In 
this paper, we describe the results of an exploratory survey study 
on a book recommender system, LibraryThing, and the impact of 
recommendations on user choices, particularly what users do as a 
result of getting a recommendation.  Based on survey respondents, 
our results indicate that users prefer member recommendations 
rather than the algorithm-based automatic recommendations and 
about two third of users that responded are influenced by the 
recommendations in their various information activities. 

Categories and Subject Descriptors 
H5.3 [Information Interfaces and Presentations]: Group and 
Organization Interfaces collaborative computing, organizational 
design, web-based interaction  

General Terms 
Computer applications, Design, Evaluation  

Keywords 
Recommender systems, user-centered design, survey study, user 
information behaviors    

1. INTRODUCTION 
Recommender systems offer a solution to the problem 

of information overload by providing a way for users to receive 
specific information that fulfill their information needs.  These 
systems help people make choices that will impact their daily lives 
and according to Resnick and Varian [10], “Recommender 
Systems assist and augment this natural social process.” As more 
information is produced, the need and growth of recommender 
systems continue to increase.  One can find recommender systems 
in many domains ranging from movies (MovieLens.org) to books 
(LibraryThing.com) to e-commerce (Amazon.com).  Research into 
this area is also growing to meet the demand, focusing on the core 
recommender technology and evaluation of recommender 
algorithms.  However, there’s a need for user-centered research 
into recommender systems that looks beyond the algorithms to 
people’s use of the recommendations and the impact of those 
recommendations on people’s choices.  With this in mind, the 

study objective is to understand the impact of recommendations 
on user choices and behavior through the use of recommender 
systems, and this paper presents the results from an exploratory 
survey of users of a book recommender system, LibraryThing, 
focusing on whether users follow the recommendations they 
receive and how those recommendations impact their choices, 
particularly what users do as a result of getting a recommendation.  

  

2. LITERATURE REVIEW 
2.1 Recommender Systems  

Resnick and Varian [10] chose to focus on the term 
“recommender system” rather than “collaborative filtering” 
because “recommender system” may or may not include 
collaboration and it may suggest interesting items to users in 
addition to what should be filtered out.  By using the term 
“recommender system,” it becomes clear that the system is not 
just about the algorithm, but rather the overall goal.  It also 
becomes an umbrella term for different types of recommender 
systems that uses various algorithms to achieve their goals.  
Recommender systems can have algorithms that are constraint-
based (question and answer conversational method) [3], content-
based (CB) (item description comparison method), collaborative 
filtering (CF) (user ratings and taste similarity method), and 
hybrid (a combination of different algorithms) [7, 15].   The 
collaborative filtering technique has gained in popularity over the 
years [5] and the social networking aspects help to strengthen the 
filtering techniques.  The hybrid technique combines collaborative 
filtering with content-based techniques to capitalize on the 
strength of each method. 

2.2 Evaluation of Recommender Systems  
Research on recommender systems algorithms is very 

active and seeks to enhance current recommender systems.  
However, as recommender systems improve, it is important that 
there is user-centered research on the evaluation of recommender 
systems.  According to Herlocker, et al [5], “To date, there has 
been no published attempt to synthesize what is known about the 
evaluation of recommender systems, nor to systematically 
understand the implications of evaluating recommender systems 
for different tasks and different contexts.”  Herlocker, et al [5] 
focused extensively on the problems of evaluating recommender 
systems, presenting methods of analysis and experiments that 
provides a framework for evaluation.  Identifying three major 
challenges, they point out that algorithms perform differently on 
different datasets, evaluation goals can differ, and deciding on 
measurement in comparative evaluation can be a challenge [5].  
Hernandez del Olmo and Gaudioso [6] proposed an alternative 
evaluation framework for recommender systems that focuses on 
the goal of the recommender system.  They indicate that there’s a 
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shift in the field to a broader and general definition of 
recommender systems that focuses on guiding users to 
“useful/interesting objects” [6].   This redefining of the 
recommender system goals also frames the redefining of the 
recommender system framework, implying that evaluation can be 
based on goal achievement of guiding the user and providing 
useful/interesting items [6].  By dividing recommenders into these 
subsystems, the authors suggest that each recommender system 
will have one of the two subsystems more active than the other 
and the closer they are in terms of activity, the closer they are to 
achieving the global objective of the recommender system.    

The work of Herlocker, et. al [5] and Hernandez del 
Olmo and Gaudioso [6] offer evaluation frameworks that function 
across different domains and algorithms.  However, they are still 
steps away from focusing on evaluating recommender systems 
from the user perspective. A few steps closer is research focused 
on improving the user experience.  Celma and Herrera [2] “Item- 
and User-centric evaluation” methods to identify novel 
recommendations based on CF and CB systems, and found that 
users perceive recommendations through CF are of higher quality 
“even though CF recommends less novel items than CB” [2].   
O’Donovan and Smyth’s [8-9] research on trust in recommender 
systems defines two trust levels, context-specific and 
system/impersonal trust to help to create and preserve accuracy 
and robustness within recommender systems.  Ziegler and 
Golbeck’s [16] research into trust and interest similarity focused 
on the link between trust and a person’ interest, concluding that 
the more trust users have between each other, the more their 
ratings are similar.  Tintarev [13] and Tintarev and Masthoff [14] 
argue for effective explanations that can increase user trust, help 
users make good decisions and improve user experience.   

Although much of the research is based on improving 
the algorithms, the literature shows movement towards a focus on 
the user.  Tintarev and Masthoff [14] use of two focus groups to 
determine how participants would like to be recommended or 
dissuaded from watching a movie indicate a change in the field 
towards direct contact with users. Accuracy metrics of algorithms 
is not enough to determine the true impact on user choices.   

 

3. LIBRARYTHING 
Book recommender systems (LibraryThing, GoodReads, 

BookMooch, Amazon, All Consuming, Shelfari, etc.) allow users 
to catalogue books, and receive and share recommendations 
within a social community.  Since its launch in 2005, 
LibraryThing has grown to over 920,000 users with the largest 
group representing librarians, 45.5 million books have been 
catalogued, and where some book recommender systems offer a 
single algorithm, LibraryThing has multiple recommender 
algorithms [1].  According to the founder, Tim Spalding, “We’ve 
got five algorithms so far, and a few more I haven’t brought live, 
or which lie underneath the current ones.  … LibraryThing’s data 
is particularly suited to it, the books you own being a much better 
representation of taste than the books you buy on a given retailer” 
[11].  It is a robust book recommender system with a strong social 
network that offers a fertile area for user-centered research.   

LibraryThing users can add book titles to their accounts 
and receive book recommendations directly from LibraryThing 
algorithms (automatic recommendations) or other users of the 
website (member recommendations). Member recommendations 

are submitted through a manual process that allows LibraryThing 
users to submit recommendations for any book by going to the 
book’s recommendation page. The majority of recommendations 
are automatic and for each book, LibraryThing offers six types of 
recommendations: 1) LibraryThing Combined Recommendations, 
2) Special Sauce Recommendations, 3) Books with similar tags, 
4) People with this book also have... (more common), 5) People 
with this book also have... (more obscure),  and 6) Books with 
similar library subjects and classification.   Most of the titles of 
the recommendation types are self-explanatory in that a user can 
easily get the general idea of the type of recommendations being 
offered.  For example, the “LibraryThing Combined 
Recommendations” represents a combination of other types of 
automatic recommendations.  However, the “Special Sauce 
Recommendations” seems to be the one title that is not self-
explanatory and offers no immediate understanding of what users 
should expect. Spalding says, “Our Special Sauce 
Recommendation engine is the only one we don’t talk about how 
it works,” [11].   

 

4. RESEARCH DESIGN 
This study used an online survey (“LibraryThing 

Recommendation Impact Survey”) to explore the impact of 
LibraryThing recommendations on user choices. No personal or 
identifying information was collected.  There were 10 questions 
using both open and closed question types.  Two of the ten 
questions focused on capturing demographic data (gender and age 
range) so that responses could be grouped within a larger context. 
The other eight questions focused specifically on LibraryThing 
recommendations and user preferences, influences and actions.    
Before administering the survey, permission was obtained from 
Tim Spalding, and an IRB approval from the University.  

4.1 Implementation 
On October 27th, 2009, the recruitment letter with a link 

to the survey was posted to “Book Talk,” a LibraryThing group 
recommended by Tim Spalding as a place for major discussions.  
Spalding pointed out that postings can be tagged for spamming if 
posted to multiple groups and the goal was to reach the 
LibraryThing users rather than have the posting removed.  
However, after a few weeks within the “Book Talk” group, the 
posting was added to the “Librarians who LibraryThing” group 
because they were one of the largest groups of LibraryThing 
users, which helped with getting survey respondents.  The posting 
was repeatedly checked to make sure that it was still on the first 
page of the active group discussion and if it wasn’t, it was 
adjusted to remain prominent to improve visibility and 
opportunity for user response.  The survey was posted on 
LibraryThing for five months, from October, 27th, 2009 to March 
27th, 2010.  

4.2 Participants 
Participants were 18 years and older who have 

previously or were currently using LibraryThing that volunteered 
to take the survey by clicking the link to the survey from the 
LibraryThing group.  The expectation was that the survey may 
receive about 100 self-selected respondents and within the five 
months, there were 62 survey respondents.   
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5. RESULTS 
The data gathered from the survey used descriptive 

statistics to generate percentages and iterative pattern coding of 
qualitative data to identify major themes [4].  

5.1 Demographic 
Two demographic questions (gender and age range) 

helped to frame the population responding to the survey.  For 
gender, there were 50 females (81%) and 12 males (19%) who 
responded to the survey.  All age range groups had at least 3 
participants.  The 25-34 years old range accounted for 42% (26) 
of participants and the 45-54 years old range accounted for 26% 
(16) of participants, representing the two largest groups 
responding to the survey.  Overall, there were no age ranges that 
had zero participants, but the 55-64 age range was the only group 
with no male participants.   

 

5.2 Member vs. Automatic Recommendations 
In their own words, participants described their 

preferences regarding automatic and member recommendations, 
and from the data five participant preference categories were 
developed:  automatic, member, both, neither, and no preference.  
Of the 62 participants that responded to the survey, the majority 
48% (30) preferred member recommendations while only 24% 
(15) preferred automatic recommendations.  The other 28% (17) 
of the participants preferred neither, both or had no preference 
(Table 1).   

 
Table 1: User Recommendation Preferences 

User Preference # of Participants 
Automatic 30 (48%) 
Member 15 (24%) 
Neither 9 (15%) 
Both 4 (6.5%) 
No Preference 4 (6.5%) 
 
In addition, there was an even split of participants (50%) between 
those who have submitted member recommendations and those 
who have not.   Participants were also asked to identify their 
preference for a specific type of LibraryThing automatic 
recommendation, the top two preferences were “LibraryThing 
Combined Recommendations” and “People with this book also 
have…. (more common)” (Table 2).    
 
Table 2: Users’ Most Valuable Automatic Recommendations 

#  of 
Participants Automatic Recommendation Type 

15 LibraryThing Combined Recommendations 
14 People with this book also have… (more common) 
12 Other 
9 Books with similar tags 
5 Special Sauce Recommendations 
4 Books with similar library subjects and classification 
3 People with this book also have... (more obscure) 

 

5.2.1 Discussion 
The data suggested that twice as many participants 

preferred member recommendations over automatic 
recommendations. Based on reasons provided by participants, a 
distinction could be made between preferring member or 
automatic recommendations. Participants that preferred member 
recommendations seemed to be interested in the social connection 
between the recommendation and the recommender where they 
were able to assess the recommender and recommendation as it 
relates to their own tastes.  As one participant described, “Even 
though automatic recommendations may more ‘accurately 
measure’ my tastes and interests based upon the books I have in 
my library, I feel recommendations from real human beings have 
the advantage of the recommender's intuitive understanding of 
what I would find interesting based upon their own impressions of 
books they know I've read.”   Alternatively, participants that 
preferred automatic recommendations seem to be interested in the 
logical connection of the recommendation and user libraries 
where the algorithm looks at all items. As one participant stated, 
“I prefer automatic recommendations because they are based on 
all users with a particular book, not just on one member who 
thinks a book is like another.”  In both cases, the preference for 
member or automatic recommendations is influenced by the user’s 
trust in particular aspects of the system, which has an impact on 
the level of trust that the user has of the system and their fellow 
users.  Research into trust models such as a user’s trust in another 
user based on that other user’s profile or a user’s trust in the 
system based on the items can begin to offer another dimension 
for developing recommendations [8-9].    

The top preferences for automatic recommendations 
(Table 2) suggest that LibraryThing users want recommendation 
types that are additionally filtered (combined recommendations) 
and socially connected (people also have). The other preferences 
suggest that there may be overlap with the combined 
recommendations, lack of knowledge (“What is special sauce? I 
missed that!”), or an alternative approach to getting 
recommendations (“People whose library is similar to mine,” 
“Top 1,000 on my recommendations page,” “The stars, 
recommendations in forums”).  

Since automatic and member recommendations present 
different ways of getting recommendations within the system, as 
expected, Table 1 shows that some participants preferred both 
(6.5%) or had no preference (6.5%). However, the neither 
category suggested that participants (15%) actively did not prefer 
automatic or member recommendations, but instead, preferred to 
get their recommendations from other sources such as message 
boards (“message boards on the site--it's much more useful for me 
to read another member's opinion about a book or to see a 
dialogue about a book on the message boards than to just see a 
list”) or chat (“The recommendations that I DO pay attention to, 
however, are the ones made personally from people I regularly 
chat with on LT, and whose tastes I know I share”).  The neither 
category presents an opportunity to understand why some 
participants are not using the traditional automatic and member 
recommendations, and how recommender systems can be 
improved to service this population that seeks alternative methods 
of getting recommendations that combine multiple sources.   
These results also suggest looking at the overall goal of the 
recommender system to identify how best to guide users and filter 
content appropriately to satisfy user wants and needs [6].   
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5.3 Recommendation Impact 
Users were asked if they checked their 

recommendations, what they did with the information, and how it 
influenced their choices.  Table 3 shows that only 8 (13%) 
participants never checked their recommendations while 46 (74%) 
participants checked their recommendations daily, weekly or 
periodically. Most of the 8 (13%) participants that chose “Other” 
checked their recommendations on a different schedule than what 
was presented in the survey question.   

 

Table 3: Frequency of User Checking Recommendations 

User Checks # of Participants 
Periodically 22 (35%) 
Weekly 15 (24%) 
Daily 9 (15%) 
Other 8 (13%) 
Never 8 (13%) 
 

After checking their recommendations, 61% (38) of participants 
read and followed-up on recommendations   (Table 4).  

   

Table 4: Participant Follow-up on Recommendations 

Follow up # of Participants 
Read and follow-up on recommendations 38 (61%) 
Only read recommendations 6 (10%) 
Never read or follow-up on 
recommendations 

9 (15%) 

Other 9 (15%) 
 

Participants were asked to select specific actions that 
they took as a result of recommendations and could select 
multiple responses to indicate the types of influence the 
recommendations had on their choices.  As a result, there were 
167 responses, which exceed the number of participants (62), with 
an average of 2.7 responses per participant. Table 5 shows the 
selection options and the number of responses per selection. 

 
Table 5: Recommendation Influence 

Recommendation Influence # of Responses 
Added books to my library. 36 
Purchased the recommended book or added to 
a list for purchase. 

35 

Browsed user libraries that have the 
recommended book 

31 

Reminded you of something else. 29 
Submitted a recommendation. 19 
Other 17 

 
5.3.1 Discussion 

It was important to know whether users were actively 
engaging the recommender system or taking a passive approach 
by just reading whatever appears on the homepage.  The data 
show that a majority of the participants checked whether they had 

new LibraryThing recommendations (Table 3) and followed up on 
those recommendations by adding books to their libraries, 
purchasing recommended books or putting recommended books 
on a list to purchase, and browsed other user libraries with 
recommended book (Table 4).  Table 5 shows 17 “Other” 
responses, suggesting a need for additional options for users to 
describe the influences of LibraryThing recommendations, such as 
no influence, added to wishlist within or outside of LibraryThing, 
borrowed from local library, and discovery research leading to 
additional information.  Most participants, 46 (74%), found 
LibraryThing recommendations useful and stated that the 
recommendations helped them to find books they would not have 
found otherwise.   One participant pointed out the international 
nature of LibraryThing, “Useful as an introduction to unknown 
authors and series - particularly American titles - often difficult to 
source in the UK.”  Nine (15%) participants found the 
recommendations “somewhat” useful, and 7 (11%) participants 
did not find recommendations useful. One participant stated, “I 
suppose I feel the recommendations function is less useful 
because it doesn't account for shifting literary interests,” highlight 
an issue for user satisfaction and perceived usefulness.   

Perceived usefulness is another area of research that can 
help to shed light on recommender systems from the user’s 
perspective.  Swearingen and Sinha’s [12] research comparing 
online and offline recommendations, focused on perceived 
usefulness and found that what mattered most was whether users 
got useful recommendations, the reason for using the 
recommender system.  Overall, LibraryThing participants 
checked, followed, acted upon and found useful the 
recommendations they received from LibraryThing and on 
multiple questions, indicated the impact of recommendations on 
their choices. 

 
 

6. LIMITATIONS & FUTURE 
One limitation of this study is the self-selected nature of 

the online survey, which limits the respondents to frequent users 
of LibraryThing who chose to respond to the survey. This can 
create a self-selected group of users that do not represent the full 
range of LibraryThing users.  As a consequence, the results are 
not easily generalized to the larger population and an exploratory 
survey only scratches the surface of the user perspective.  
However, this research provides a valuable starting point for 
future research into user experience with recommender systems, 
particularly focusing on user preference, user actions and 
perceived usefulness of recommendations.  Based on the themes 
identified, future research would include creating a more robust 
method of soliciting data directly from users and in-depth analysis 
of the “other” categories identified as these categories seem to 
indicate that users are using the system in unexpected ways, which 
in turn can help to improve recommender systems.     

 

7. CONCLUSION 
The main research goal of this study was to explore the 

impact of recommendations through recommender systems on 
user choices and behaviors, particularly what users did as a result 
of getting a recommendation.  Much of the literature on 
evaluation has focused on the algorithms [5-6], but research into 
trust [8-9, 16], explanations [13-14], design and usefulness [12] 
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are getting closer to the user of the system.  Understanding impact 
directly from users is an important aspect of developing 
recommender system research on evaluation and this study has 
contributed to this effort.   

For LibraryThing, the results from this exploratory 
study indicate possible areas of improvement such as limiting 
automatic recommendation types because participants preferred 
only 2-3 out of 6 automatic recommendation types, improving 
submission of member recommendations because twice as many 
participants preferred member recommendations over automatic 
recommendations, and providing alternative recommendations 
from other areas of LibraryThing because participants indicated a 
growing need to get recommendations from alternative sources 
such as tags, message boards, and other areas of LibraryThing. 

The research has shown that twice as many participants 
preferred member recommendations over automatic 
recommendations, and participants checked, followed-up, acted 
upon and found recommendations useful.  The findings indicate 
that there’s more to uncover within the evaluation of 
recommender system and that users are an important aspect of 
understanding whether recommender systems are indeed useful 
and impactful in people’s daily lives. 
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ABSTRACT 
User experience research is increasingly attracting researchers’ 
attention in the recommender system community. Existing works 
in this area have suggested a set of criteria detailing the 
characteristics that constitute an effective and satisfying 
recommender system from the user’s point of view. To combine 
these criteria into a more comprehensive framework which can be 
used to evaluate the perceived qualities of recommender systems, 
we have developed a model called ResQue (Recommender 
systems’ Quality of user experience). ResQue consists of 13 
constructs and a total of 60 question items, and it aims to assess 
the perceived qualities of recommenders such as their usability, 
usefulness, interface and interaction qualities, users’ satisfaction 
of the systems, and the influence of these qualities on users’ 
behavioral intentions, including their intention to purchase the 
products recommended to them, return to the system in the future, 
and tell their friend about the system. This model thus identifies 
the essential qualities of an effective and satisfying recommender 
system and the essential determinants that motivate users to adopt 
this technology. The related questionnaire can be further adapted 
for a custom-made user evaluation or combined with objective 
performance measures. We also propose a simplified version of 
the model with 15 questions which can be employed as a usability 
questionnaire for recommender systems.   

Categories and Subject Descriptors 
H1.2 [User/Machine Systems]: Human factors; H5.2 [User 
Interfaces]: evaluation/methodology, user-centered design. 

General Terms 
Measurement, Experimentation, Human Factors. 

Keywords 
Quality measurement, usability evaluation, recommender systems, 
quality of user experience, e-Commerce recommender, post-study 
questionnaire, evaluation of decision support. 

1. INTRODUCTION 
A recommender system is a web technology that proactively 
suggests items of interest to users based on their objective 

behavior or their explicitly stated preferences. It is no longer a 
fanciful website add-on, but a necessary component. According to 
the 2007 ChoiceStream survey,1 45% of users are more likely to 
shop at a website that employs recommender technology. 
Furthermore, a higher percentage (69%) of users in the highest 
spending category are more likely to desire the support of 
recommendation technology.  

Characterizing and evaluating the quality of user experience and 
users’ subjective attitudes toward the acceptance of recommender 
technology is an important issue which merits attention from 
researchers and practitioners in both web technology and human 
factor fields. This is because recommender technology is 
becoming widely accepted as an important component that 
provides both user benefits and enhances the website’s revenue. 
For users, the benefits include more efficiency in finding 
preferential items, more confidence in making a purchase decision, 
and a potential chance to discover something new. For the 
marketer, this technology can significantly enhance user 
likelihood to buy the items recommended to them, their overall 
satisfaction and loyalty, increasing users’ likelihood to return to 
the site and recommend the site to their friends. Thus, evaluating 
user’s perception of a recommender system can help developers 
and marketers understand more precisely if users actually 
experience and appreciate the intended benefits. This will, in turn, 
help improve the various aspects of the system and more 
accurately predict the adoption of a particular recommender. 

So far, previous research work on recommender system 
evaluation has mainly focused on algorithm accuracy [9,1], 
especially objective prediction accuracy [25,26]. More recently, 
researchers began examining issues related to users’ subjective 
opinions [30, 13] and developing additional criteria to evaluate 
recommender systems [18, 33]. In particular, they suggest that 
user satisfaction does not always correlate with high recommender 
accuracy.  Increasingly, researchers are investigating user 
experience issues such as identifying determinants that influence 
users’ perception of recommender systems [30], effective 
preference elicitation methods [19], techniques that motivate users 
to rate items that they have experienced [2], methods that generate 
diverse and more satisfying recommendation lists [43], 
explanation interfaces [31], trust formation with recommenders 
[6], and design guidelines for enhancing a recommender’s 
interface layout [22]. However, the field lacks a general definition 
and evaluation framework of what constitutes an effective and 
satisfying recommender system from the user’s perspective.  

                                                                 
1 2007 ChoiceStream Personalization Survey, ChoiceStream, Inc. 

 

Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that 
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otherwise, or republish, to post on servers or to redistribute to lists, 
requires prior specific permission and/or a fee. 
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Our present work aims to review existing usability-oriented 
evaluation research in the field of recommender systems to 
identify essential determinants that motivate users to adopt this 
technology. We then apply well-known usability evaluation 
models, including TAM [7] and SUMI [15], in order to develop a 
more balanced framework. The final model, which we call 
ResQue, consists of 13 constructs and a total of 60 question items 
categorized into four main dimensions: the perceived system 
qualities, users’ beliefs as a result of these qualities, their 
subjective attitudes, and their behavioral intentions. The structure 
and criteria of our framework is derived on the basis of three 
essential characteristics of recommender systems: 1) being an 
interaction-driven application and a critical part of online e-
commerce services, 2) providing information filtering technology 
and suggesting recommended items, and 3) providing decision 
support technology for the users. 

The main contribution of this paper is the development of a well-
balanced evaluation framework for measuring the perceived 
qualities of a recommender and predicting users’ behavioral 
intentions as a result of these qualities. Thus, it is a forecasting 
model that helps us understand users’ motivation in adopting a 
certain recommender. Secondly, the framework aims to help 
designers and researchers easily perform a usability and user 
acceptance test during any stage of the design and deployment 
phase of a recommender. These usability tests can be performed 
either on a stand-alone basis or as a post-study questionnaire. The 
model can be further combined with measurements that address 
other perceived qualities of a recommender, such as security and 
robustness issues. For those who are interested in a quick usability 
evaluation, we also propose a simplified version of the model with 
15 questions.  

2. EVALUATION WORK FROM USERS’ 
POINT OF VIEW 
Swearingen and Sinha [38] conducted a user study on eleven 
recommender systems in order to understand and discover 
influential factors, other than algorithm accuracy, that affect 
users’ perception. The main results are that transparent system 
logic, recommendation of familiar items, and sufficient supporting 
information to recommended items is crucial in influencing users’ 
favorable perception towards the system. They also highlighted 
that trust and willingness to purchase should be noted. In addition, 
the users’ appreciation of online recommendations is compared 
with that of recommendations from their friends, defining the 
notion of relative accuracy.  

McNee et al. [20] pointed out that accuracy metrics alone and the 
commonly employed leave-one-out procedure was very limited in 
evaluating recommender systems. User satisfaction does not 
always correlate with high recommender accuracy. Metrics are 
needed to determine good and useful recommendations, such as 
the serendipity, salience, and diversity of the recommended items.  

Tintarev and Masthoff provided a comprehensive survey of the 
explanation functionality used in ten academic and eight 
commercial recommenders [31]. They derived seven main aims of 
the explanation facility which can help a recommender 
significantly enhance users’ satisfaction: transparency (explains 
why recommendations were generated), scrutability (the ability 
for the user to critique the system), trust (increase users’ 
confidence in the system), effectiveness (help users make good 
decisions), persuasiveness (convince users to try or buy items 
recommended to them), efficiency (help users make decisions 

faster) and satisfaction (increase the ease of use and enjoyment). 
These aims are very similar to the set of criteria that we have 
developed in ResQue, except the fact that we focus more on the 
system as a whole rather than just the explanation component.  

Ozok et al. [22] explored recommender systems’ usability and 
user preferences from both the structural (how recommender 
systems should look) and content (what information recommender 
systems should contain) perspectives. A two-layer interface 
usability evaluation model including both micro- and macro-level 
interface evaluations was proposed, followed by a Survey on 
Usability of E-Commerce Recommender Systems (SUERS). The 
survey was administered on 131 college-aged online shoppers to 
measure and rank the importance of structural and content aspects 
of recommender systems from the shoppers’ perspectives. The 
main result was a set of 14 design guidelines. The micro-level of 
the guidelines provided suggestions specific to the recommended 
product such as what attributes (name, price, image, description, 
rating, etc.) to include in the interface. The macro-level of the 
guidelines provided suggestions concerning when, where and how 
the recommended products should be displayed. The development 
process of the model was limited, as authors did not go through an 
iterative process of the evaluation and refinement of the model. 
Instead, it was purely based on a literature survey of quite limited 
past work of subjective evaluations of recommender system. Most 
importantly, it failed to explain how usability issues influence 
users’ behavioral intentions such as their intention to buy the 
items recommended to them, whether they will continue using the 
system and recommend the system to their friends.  

Jones and Pu [13] presented the first significant user study that 
aimed to understand users’ initial adoption of the recommender 
technology and their subjective perceptions of the system. Study 
results show that a simple interface design, a small amount of 
initial effort required by the system to get to know the users, the 
perceived qualities such as the subjective accuracy, novelty and 
enjoyability of the recommended items are the key design factors 
that significantly enhance the website’s ability to attract users.  

3. MODEL DEVELOPMENT 
A measurement model consists of a set of constructs, the 
participating questions for each construct, the scale’s dimensions, 
and a procedure for conducting the questionnaire. Psychometric 
questionnaires such as the one proposed in this paper require the 
validation of the questions used, data gathering, and statistical 
analysis before they can be used with confidence. The current 
model and its constructs were based on our past work in 
investigating various interface and interaction issues between 
users and recommenders. In over 10 user studies, we have 
carefully and progressively developed and employed user 
satisfaction questionnaires to evaluate recommenders’ perceived 
qualities such as ease of use, perceived usefulness and users’ 
satisfaction and behavioral intentions [4,5,6,12,13,14,23,24]. This 
past research has given us a unique opportunity to synthesize and 
organize the accumulation of existing questionnaires and develop 
a well-balanced framework.  

In the model development process, we also compare our 
constructs with those used in TAM and SUMI, two well-known 
and widely adopted measurement frameworks. 

TAM (Technology Acceptance Model) seeks to understand a set 
of perceived qualities of a system and users’ intention to adopt the 
system as a result of these qualities, thus explaining not only the 
desirable outcome of a system but also users’ motivation. The 
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original TAM listed three constructs: perceived ease of use of a 
system, its perceived usefulness and users’ intention to use the 
system. However, TAM was also criticized for its over-simplicity 
and generality. Venkatesh et al. [32] formulated an updated 
version of TAM, called the Unified Theory of Acceptance and 
Use of Technology. In this more recent theory, four key constructs 
(performance expectancy, effort expectancy, social influence, and 
facilitating conditions) were presented as direct determinants of 
usage intentions and behaviors.   

SUMI (Software Usability Measurement Inventory) is a 
psychometric evaluation model developed by Kirakowski and 
Corbett [15] to measure the quality of software from the end-
user’s point of view. The model consists of 5 constructs 
(efficiency, affect, helpfulness, control, learnability) and 50 
questions. It is widely used to help designers and developers 
assess the quality of use of a software product or prototype and 
can assist with the detection of usability flaws and the comparison 
between software products.   

By adapting our past work to the TAM and SUMI models, we 
have identified 4 essential constructs of ResQue for a successful 
recommender system to fulfill from the users’ point of view: 1) 
user perceived qualities of the system, 2) user beliefs as a result of 
these qualities in terms of ease of use, usefulness and control, 3) 
their subjective attitudes, and 4) their behavioral intentions. Figure 
1 depicts the detailed schema of the constructs of ResQue and 
some of the scales for each construct.  

 
Figure 1: Constructs of an Evaluation Framework on the 

Perceived Qualities of Recommenders (ResQue). 

When administering the questionnaires, we assume that a 
recommender system being evaluated is part of an online system. 
To make the evaluation more focused on the recommender 
component, we often give subjects a specific task: “find an ideal 
product to buy/experience from an online site” where the 
recommender in question is a constituent component.  

In the following sections, the meaning of each scale as well as its 
subscales is defined and explained, and the sample questions that 
can be used in a questionnaire are suggested in the appendix at the 
end of the paper. It is a common practice in questionnaire 
development to vary the tone of items to control potential 
response biases. Typically some of the items elicit agreement and 
others elicit disagreement. For some of the items, therefore, we 
also suggest reverse scale questions. A 5-point Likert scale from 
“strongly disagree” (1) to “strongly agree” (5) is recommended to 
characterize users’ responses. 

3.1 Perceived System Qualities  
This construct refers to the functional and informational aspect of 
a recommender and how the perceived qualities of these aspects 
influence users’ beliefs on the ease of use, usefulness and 
control/transparency of a system. A recommender system is not 
simply part of a website, but more importantly a decision support 
tool. We focus on three essential dimensions: the quality of the 
recommended items, the interaction adequacy and the interface 
adequacy as the recommender helps users reach a purchase 
decision. 

3.1.1 Quality of Recommended Items   
The items proposed by a recommender can be considered one of 
the main features of the system. Qualities refer to the information 
quality and genuine usefulness of the suggested items. Presented 
as a collection of articles, the recommended items are often 
labeled and presented in a certain area of the recommender page. 
Some systems also propose grouping them into meaningful 
subareas to increase users’ comprehension of the list and enable 
them to more effectively reach decisions [4]. In our earlier work, 
we have found strong correlations of the following qualities of the 
recommended items to users’ intention to use the system. 

Perceived accuracy is the degree to which users feel the 
recommendations match their interests and preferences. It is an 
overall assessment of how well the recommender has understood 
the users’ preferences and tastes. This subjective measure is 
significantly easier to obtain than the measure of objective 
accuracy that we used in our earlier work [23]. Our studies show 
that they are strongly correlated [6]. In other words, if users 
respond well to this question, it is likely that the underlying 
algorithm is accurate in predicting users’ interest. In addition, it is 
useful to use relative accuracy to compare the difference 
between recommendations a user may get from a system versus 
those from friends [28]. It can serve as a useful complement to 
perceived accuracy because it implicitly sets up friends’ 
recommendation quality as a baseline.  

Familiarity describes whether or not users have previous 
knowledge of, or experience with, the items recommended to 
them. Swearingen and Sinha [30] indicated that users like and 
prefer to get recommendations of previously experienced items 
because their presence reinforces trust in the recommender system. 
However, users can be frustrated by too much familiarity. 
Therefore, it is important to know whether or not a recommender 
website has achieved the proper balance of familiarity and novelty 
from the users’ perspective. 

Novelty (or discovery) is the extent to which users receive new 
and interesting recommendations. The core concept of novelty is 
related to the recommender’s ability to educate users and help 
them discover new items [24]. In [20], a similar concept, called 
“serendipity”, was suggested. Herlocker [11] argued that novelty 
is different from serendipity, because novelty only covers the 
concept of “new” while serendipity means not only “new” but 
also “surprising”. However, in conducting the actual user 
evaluation procedure, the meticulous distinction between these 
two words will cause confusion for users. Therefore, we suggest 
novelty and discovery as two similar questions. More user trials 
will be needed to further delineate the serendipity question.  

The Attractiveness of the recommended items refers to whether 
or not recommended items are capable of stimulating users’ 
imagination and evoking a positive emotion of interest or desire. 
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Attractiveness is different from accuracy and novelty. An item can 
be accurate and novel, but not necessarily attractive; a novel item 
is different from anything a user has ever experienced, whereas an 
attractive item stimulates the user in a positive manner. This 
concept is similar to the salience factor in [20]. 

While judging novelty requires a user to think more about the 
distinguishing factors of an item, the aspect of attractiveness 
brings to mind the outstanding quality of an item and has a more 
emotional tone to it.  

The enjoyability of recommended items refers to whether users 
have enjoyed experiencing the items suggested to them. It was 
found to have a significant correlation to users’ intention to use 
and return to the system [13]. This is the only scale that assesses a 
user’s actual experience of a recommender. In many online study 
scenarios, it is not possible to immediately measure enjoyability 
unless users are told to answer a questionnaire after a few weeks 
when they have actually received and experienced the item. In 
testing music or film recommenders, it is possible to allow users 
to answer this question if they are given the opportunity to listen 
to a song excerpt or watch a movie trailer. 

Diversity measures the diversity level of items in the 
recommendation list. As the recommendation list is the first piece 
of information users will encounter before they examine the 
details of an individual recommendation, users’ impression of this 
list is important for their perception of the whole system. At this 
stage, it has been found that a low diversity level might disappoint 
users and could cause them to leave this recommender [13]. 
McGinty and Smyth [17] proposed integrating diversity with 
similarity in order to adaptively select the appropriate strategy 
(either similar or diverse ones) given each individual user’s past 
behavior and current needs. Literature also suggests that a 
recommendation list as a complete entity should be judged for its 
diversity rather than treating each recommendation as an isolated 
item [33].  

Context compatibility evaluates whether or not the 
recommendations consider general or personal context 
requirements. For example, for a movie recommender, the 
necessary context information may include a user’s current mood, 
different occasions for watching the movie, whether or not other 
people will be present, and whether the recommendation is timely. 
A good recommender system should be able to formulate 
recommendations considering different kinds of contextual factors 
that will likely take effect. 

3.1.2 Interaction Adequacy  
Besides issues related to the quality of recommended items, the 
system’s ability to present recommendations, to allow for user 
feedback and to explain the reasons why recommendations  
facilitate purchasing decisions also weighs highly on users’ 
overall perception of a recommender. Thus, three main interaction 
mechanisms are usually suggested in various recommenders: 
initial preference elicitation, preference revision, and the system’s 
ability to explain its results. Behavioral based recommenders do 
not require users to explicitly indicate their preferences, but 
collect such information via users’ browsing and purchasing 
history. For rating and preference based recommenders, this 
process requires a user to rate a set of items or state their 
preferences on desired items in a graphical user interface [23]. 
Some conversational recommenders provide explicit mechanisms 
for users to provide feedback in the form of critiques [6]. The 
simplest critiques indicate whether the recommended item is good 

or bad, while the more sophisticated ones show users a set of 
alternative items that take into account users’ desire for these 
items and the potential superior values they offer, such as better 
price, more popularity, etc [6].  

The final interaction quality being measured is the system’s 
ability to explain the recommended results. Herlocker et al. [10], 
Sinha and Swearingen [30] and Tintarev and Masthoff [31] 
demonstrated that a good explanation interface could help inspire 
users’ trust and satisfaction by giving them information to 
personally justify recommendations, increasing user involvement 
and educating users on the internal logic of the system [10, 31]. In 
addition, Tintarev and Masthoff [31] defined in detail possible 
aims of explanation facilities: transparency, scrutability, trust, 
effectiveness, persuasiveness, efficiency, and satisfaction. Pu and 
Chen extensively investigated design guidelines for developing 
explanation-based recommender interfaces [4]. They found that 
organization interfaces are particularly effective in promoting 
users’ satisfaction of the system, convincing them to buy items 
recommended to them, and bringing them back to the store in the 
future.  

3.1.3 Interface Adequacy  
Interface design issues related to recommenders have also been 
extensively investigated in [10, 20, 31,22]. Most of the existing 
work is concerned with how to optimize the recommender page 
layout to achieve the maximum visibility of the recommendation, 
i.e. whether to use image, text, or a combination of the two. A 
detailed set of design guidelines were investigated and proposed 
[22]. In our current model, we mainly emphasize users’ subjective 
evaluations of a recommender interface in terms of its information 
sufficiency, the interface label and layout adequacy and clarity. 

3.2 Beliefs 

3.2.1 Perceived Ease of Use 
Perceived ease of use, also known as efficiency in SUMI and 
perceived cognitive effort in our existing work [6,14], measures 
users' ability to quickly and correctly accomplish tasks with ease 
and without frustration. We also use it to refer to decision 
efficiency, i.e. the extent to which a recommender system 
facilitates users to find their preferential items quickly. Although 
task completion and learning time can be measured objectively, it 
can be difficult to distinguish the actual task completion time from 
the measured task time for various reasons. Users can be 
exploring the website and discovering information unrelated to the 
assigned task. This is especially true if a system is entertaining 
and educational, and its interface and content is very appealing. It 
is also possible that the user perceives that he/she has consumed 
less time while the measured task completion time is in fact high. 
Therefore, evaluating perceived ease of use may be more 
appropriate than using the objective task completion time to 
measure a system’s ease of use. 

Besides the overall perceived ease of use, perceived initial effort 
should also be taken into account, given the new user problem. 
Perceived initial effort is the perceived effort users contribute to 
the system before they get the first set of recommendations. The 
initial effort could be spent on rating items [19], specifying 
preferences, or answering personality quizzes [12]. Theoretically 
speaking, recommender systems should try to minimize the effort 
users expend for a good recommendation [30].  
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Easy to learn, known as “learnability” in SUMI, initially appears 
to be an inadequate dimension since most recommenders require a 
minimal amount of learning by design. However, since some 
users may not initially notice the recommended items or know 
exactly what they were intended for, especially without clear 
labels or explicit explanations on the interface, the learning aspect 
should be included to measure the level of ease for users to 
discover the recommended items. In addition, some 
recommenders, such as critiquing-based recommenders, do allow 
users to provide feedback to increase the personalization of the 
recommender. In this case, the learning construct measures how 
easy it is for users to alter their personal profile information in 
order to receive different recommendations. 

3.2.2 Perceived Usefulness 
Perceived usefulness of a recommender (called perceived 
competence in our previous work) is the extent to which a user 
finds that using a recommender system would improve his/her 
performance, compared with their previous experiences without 
the help of a recommender [4]. This element requests users’ 
opinion as to whether or not this system is useful to them. Since 
recommenders used in e-commerce environments mainly assist 
users in finding relevant information to support their purchase 
decision, we further qualify the usefulness in two aspects: 
decision support and decision quality. 

Recommender technology provides decision support to users in 
the process of selecting preferential items, for example making a 
purchase in an e-commerce environment. The objective of 
decision technologies in general is to overcome the limit of users’ 
bounded rationality and to help them make more satisfying 
decisions with a minimal amount of effort [29]. Recommender 
systems specifically help users manage an overwhelming flood of 
information and make high-quality decisions under limited time 
and knowledge constraints. Decision support thus measures the 
extent to which users feel assisted by the recommended system. 

In addition to the efficiency of decision making, the quality of the 
decision (decision quality) also matters. The quality of a system-
facilitated decision can be assessed by confidence criterion, which 
is the level of a user’s certainty in believing that he/she has made 
a correct choice with the assistance of a recommender.  

3.2.3 Control and Transparency 
User control measures whether users felt in control in their 
interaction with the recommender.  The concept of user control 
includes the system’s ability to allow users to revise their 
preferences, to customize received recommendations, and to 
request a new set of recommendations. This aspect weighs heavily 
in the overall user experience of the system. If the system does not 
provide a mechanism for a user to reject recommendations that 
he/she dislikes, a user will be unable to stop the system from 
continuously recommending items which might cause him/her to 
be disappointed with the system. 

Transparency determines whether or not a system allows users to 
understand its inner logic, i.e. why a particular item is 
recommended to them. A recommender system can convey its 
inner logic to the user via an explanation interface [4,10,30,31]. 
To date, many researchers have emphasized that transparency has 
a certain impact on other critical aspects of users’ perception. 
Swearingen and Sinha [30] showed that the more transparent a 
recommended product is, the more likely users would be to 
purchase it. In addition, Simonson [27] suggested that perceived 

accuracy of a recommendation is dependent on whether or not the 
user sees a correspondence between the preferences expressed in 
the measurement process and the recommendation presented by 
the system. 

3.3 Attitudes 
Attitude is a user’s overall feeling towards a recommender, which 
is most likely derived from his/her experience as she interacts 
with a recommender. An attitude is generally believed to be more 
long-lasting than a belief. Users’ attitudes towards a recommender 
are highly influential on their subsequent behavioral intentions. 
Many researchers attribute positive attitudes, including users’ 
satisfaction and trust of a recommender, as important factors.  

Evaluating overall satisfaction determines what users think and 
feel while using a recommender system. It gives users an 
opportunity to express their preferences and opinions about a 
system in a direct way. Confidence inspiring refers to the 
recommender’s ability to inspire confidence in users, or its ability 
to convince users of the information or products recommended to 
them. Trust indicates whether or not users find the whole system 
trustworthy. Studies show that consumer trust is positively 
associated with their intentions to transact, purchase a product, 
and return to the website [8]. The trust level is determined by the 
reputation of online systems [8], as well as the recommender 
system’s ability to formulate good recommendations and provide 
useful explanation interfaces [4,10,19]. However, as trust is a 
long-term relationship between a user and an online system, it is 
sometimes difficult to measure trust purely after a short-period 
interaction with a system. Thus, we recommend observing the 
trust formation over time, as users are incrementally exposed to 
the same recommender. 

3.4 Behavioral Intentions 
Behavioral intentions towards a system is related to whether or 
not the system is able to influence users’ decision to use the 
system and purchase some of the recommended results.  

One of the fundamental goals for an e-commerce website is to 
maximize user loyalty and the lifetime value to stimulate users’ 
future visits and purchases. User loyalty evaluates the system’s 
ability to convince users to reuse the system, or persuade them to 
introduce the system to their friends in order to increase the 
number of clients. Accordingly, this dimension consists of the 
following criteria: user agreement to use the system, user 
acceptance of the recommended items (resulting in a purchase), 
user retention and intention to introduce this system to her/his 
friends. By using a questionnaire, the user’s intention to return 
can be measured as a satisfactory approximation of actual user 
retention, because the Theory of Planned Behavior [32] states that 
behavioral intention can be a strong predictor of actual behavior. 
Although the website’s integrity, reputation and price quality will 
also likely impact user loyalty, the most important factor for a 
recommender system is to help users effectively find a satisfying 
product, i.e. the quality of its recommendations [7].  

4. SIMPLIFIED MODEL 
In the previous sections, we described the development process of 
a subjective evaluation framework to measure users’ perceived 
qualities of a recommender as well as users’ behavioral intentions 
such as their intention to buy or use the items suggested to them, 
continue to use the system, and tell their friends about the 
recommender. We described both the constructs and 
corresponding sample questions (see Appendix A for a summary). 
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Our overall motivation for this research was to understand the 
crucial factors that influence the user adoption of recommenders. 
Another motivation is to come up with a subjective evaluation 
questionnaire that other researchers and practitioners can employ. 
However, it is unlikely that a 60-item questionnaire can be 
administered for a quick and easy evaluation. This has motivated 
us in proposing a simplified model based on our past research. 
Between 2005 and 2010, we have administered 11 subjective 
questionnaires on a total of 807 subjects [4,5,6,12,13,14,23,24]. 
Initial questionnaires covered some of the four categories 
identified in the ResQue. As we conducted more experiments, we 
became more convinced of the four categories and used all of 
them in recent studies. On average, between 12 and 15 questions 
were used. Based this previous work, we have synthesized and 
organized a total of 15 questions as a simplified model for the 
purpose of performing a quick and easy usability and adoption 
evaluation of a recommender (see questions with * sign).  

5. CONCLUSION AND FUTURE WORK 
User evaluation of recommender systems is a crucial subject of 
study that requires a deep understanding, development and testing 
of the right dimensions (or constructs) and the standardization of 
the questions used. The framework described in this paper 
presents the first attempt to develop a complete and balanced 
evaluation framework that measures users’ subjective attitudes 
based on their experience towards a recommender.   

ResQue consists of a set of 13 constructs and 60 questions for a 
high-quality recommender system from the user point of view and 
can be used as a standard guideline for a user evaluation. It can 
also be adapted to a custom-made user evaluation by tailoring it in 
an individual research context. Researchers and practitioners can 
use these questionnaires with ease to measure users’ general 
satisfaction with recommenders, their readiness to adopt the 
technology, and their intention to purchase recommended items 
and return to the site in the future.  

After ResQue was finalized, we asked several expert researchers 
in the community of recommender systems to review the model. 
Their feedback and comments were then incorporated into the 
final version of the model. This method, known as the Delphi 
method, is one of the first validation attempts on the model. Since 
the work was submitted, we have started conducting a survey to 
further validate the model’s reliability, validity and sensitivity 
using factor analysis, structural equation modeling (SEM), and 
other techniques described in [21]. Initial results based on 150 
participants indicate how the model can be interpreted and show 
factors that correspond to the original model. At the same time, 
analysis also gives some indications on how to refine the model. 
More users are expected to participate in the survey and the final 
outcome will be soon reported.  

APPENDIX 
A. Constructs and Questions of ResQue 

The following contains the questionnaire statements that can be 
used in a survey. They are developed based on the ResQue model 
described in this paper. Users should be asked to indicate their 
answers to each of the questions using the 1-5 Likert scales, where 
1 indicates “strongly disagree” and 5 is “strongly agree.”  

A1. Quality of Recommended Items 

A.1.1 Accuracy 

 The items recommended to me matched my interests.*  

 The recommender gave me good suggestions. 
 I am not interested in the items recommended to me (reverse 

scale).  
 

A.1.2 Relative Accuracy 
 The recommendation I received better fits my interests than 

what I may receive from a friend.  
 A recommendation from my friends better suits my interests 

than the recommendation from this system (reverse scale). 
 

A.1.3 Familiarity 

 Some of the recommended items are familiar to me. 
 I am not familiar with the items that were recommended to me 

(reverse scale). 
 

A.1.4 Attractiveness 
 The items recommended to me are attractive. 

 
A.1.5 Enjoyability 
 I enjoyed the items recommended to me. 
 
A.1.6 Novelty 

 The items recommended to me are novel and interesting.* 
 The recommender system is educational. 
 The recommender system helps me discover new products. 
 I could not find new items through the recommender (reverse 

scale). 
 
A.1.6 Diversity  
 The items recommended to me are diverse.* 
 The items recommended to me are similar to each other 

(reverse scale).* 
 
A.1.7 Context Compatibility  
 I was only provided with general recommendations. 

 The items recommended to me took my personal context 
requirements into consideration. 

 The recommendations are timely. 

A2. Interaction Adequacy 

 The recommender provides an adequate way for me to express 
my preferences. 

 The recommender provides an adequate way for me to revise 
my preferences. 

 The recommender explains why the products are 
recommended to me.* 

A3. Interface Adequacy 

 The recommender’s interface provides sufficient information. 
 The information provided for the recommended items is 

sufficient for me. 
 The labels of the recommender interface are clear and 

adequate. 
 The layout of the recommender interface is attractive and 

adequate.* 

A4. Perceived Ease of Use 

A.4.1 Ease of Initial Learning 
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 I became familiar with the recommender system very quickly. 
 I easily found the recommended items. 
 Looking for a recommended item required too much effort 

(reverse scale). 
 
A.4.2 Ease of Preference Elicitation 

 I found it easy to tell the system about my preferences. 
 It is easy to learn to tell the system what I like. 

 It required too much effort to tell the system what I like 
(reversed scale).  

 
A.4.3 Ease of Preference Revision 

 I found it easy to make the system recommend different things 
to me. 

 It is easy to train the system to update my preferences. 

 I found it easy to alter the outcome of the recommended items 
due to my preference changes. 

 It is easy for me to inform the system if I dislike/like the 
recommended item. 

 It is easy for me to get a new set of recommendations. 
 
 
A.4.4 Ease of Decision Making 

 Using the recommender to find what I like is easy. 

 I was able to take advantage of the recommender very quickly. 
 I quickly became productive with the recommender. 
 Finding an item to buy with the help of the recommender is 

easy.* 
 Finding an item to buy, even with the help of the 

recommender, consumes too much time. 

A5. Perceived Usefulness 

 The recommended items effectively helped me find the ideal 
product.* 

 The recommended items influence my selection of products. 
 I feel supported to find what I like with the help of the 

recommender.* 
 I feel supported in selecting the items to buy with the help of 

the recommender.  

A6. Control/Transparency 

 I feel in control of telling the recommender what I want. 
 I don’t feel in control of telling the system what I want. 
 I don’t feel in control of specifying and changing my 

preferences (reverse scale).  
 I understood why the items were recommended to me. 
 The system helps me understand why the items were 

recommended to me. 
 The system seems to control my decision process rather than 

me (reverse scale). 

A7. Attitudes 

 Overall, I am satisfied with the recommender.* 
 I am convinced of the products recommended to me.* 
 I am confident I will like the items recommended to me. * 

 The recommender made me more confident about my 
selection/decision. 

 The recommended items made me confused about my choice 
(reverse scale).  

 The recommender can be trusted. 

A8. Behavioral Intentions 

A.8.1 Intention to Use the System  
 If a recommender such as this exists, I will use it to find 

products to buy. 
 

A.8.2 Continuance and Frequency 
 I will use this recommender again.* 
 I will use this type of recommender frequently. 
 I prefer to use this type of recommender in the future. 
 
A.8.3 Recommendation to Friends  
 I will tell my friends about this recommender.* 
 
A.8.4 Purchase Intention  
 I would buy the items recommended, given the opportunity.* 
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ABSTRACT 
Most works in the domain of recommender systems focus on 
providing accurate recommendations. However many recent 
works have raised the issue that beyond accuracy other aspects 
such as diversity and novelty also impact the quality of 
recommendations and the user/customer behavior. This initiative 
has opened up a new perspective regarding evaluating and 
improving recommendation techniques, but some challenges are 
still to be faced. For example, traditional evaluations of 
recommenders do not take into account the system’s interface. 
While accuracy is a metric somehow uncoupled to the 
recommenders' interface, other metrics such as diversity and 
novelty are directly related to it: a user might better perceive a 
higher degree of diversity and novelty if this is emphasized by its 
interface. In this paper we discuss the relations between 
evaluation metrics, the recommender interface and the user-
perceived recommendation quality. We present a general 
guideline to evaluate recommenders from perspectives other than 
accuracy and propose a general experiment design to investigate 
the effects of quality factors on recommendations taking into 
account the system’s interface. We also show how the proposed 
experiment model could be used to experiment with the factors 
"diversity" and "novelty" and specifically show how these factors 
can be meaningfully introduced in an experiment. We believe that 
our current work can be used in future research as a basis example 
on how to exam the effects of evaluation metrics and the user 
interface in recommender systems.   

Categories and Subject Descriptors 
C.4 [Performance of Systems]: Measurement techniques. 

General Terms 
Measurement, Performance, Reliability. 

Keywords 
Recommender system, experiment design, evaluation metric, 
diversity, novelty. 

1. INTRODUCTION 
The main goal of recommender systems is to provide personalized 
recommendations in order to improve users’ satisfaction and assist 
the users in making decisions. Different recommender systems 
were developed and used in several domains over the last decades 
[1] and a variety of recommendation techniques were proposed. 
Accordingly, various metrics have been proposed to estimate the 
effectiveness and value of the recommender systems.  

Several among the successful recommendation techniques are 
based on a prediction of the degree to which a user might like an 
item. Because of this, the traditional evaluation approaches for 

recommenders are focused on the accuracy of the generated 
predictions, based for example on the Mean Absolute Error. Such 
approaches focus on the algorithm used to generate the 
recommendations, but do not look at the system as a whole. 
Usually these measurements are done in offline experiments [12] 
that do not take into account the user interaction with the system. 
Thus, such evaluations are typically independent of the system’s 
interface and uncoupled from the user experience.  

Although it is clear that the accuracy of the recommendations can 
affect the perceived quality of the system and the customer/user 
behavior, recent works argue that there are other important aspects 
we need to take into account [8, 14]. Several aspects of the 
perceived value of a recommender depend on the user interface 
and cannot be captured in an offline-experimental setting, in 
which e.g. only the ratings are available.  According to Francisco 
Martin, who was RecSys09 keynote, up to 50% of the value of 
recommenders comes from a well-designed interface. Although 
this hypothesis is not supported by empirical evidence yet, we 
indeed believe that the interface of a recommender has a strong 
effect on its perceived value, and also that changes on the 
interface will affect the user’s perception of the recommendations.  

A classical example of the impact of the interface in the user 
perception of the recommendations is the case of serendipitous 
items in recommendation lists. When implemented 
inappropriately, unexpected items in the recommendation list may 
leave the user with the impression that the system does not 
understand his real needs, and therefore he may stop following the 
recommendations or even stop using the system. These risks can 
be reduced by the use of more (visual) explanations/clues 
regarding the reasons as to why an item was recommended. This 
has been done by Amazon.com (http://www.amazon.com), where 
one can see different lists of items classified by headers like 
“Users that bought this also bought that”, “your 
recommendations” and “special offers” [16]. In this manner, the 
risk of misinterpreting the principle of the recommendation is 
reduced. 
Several authors have already discussed quality factors beyond 
accuracy that may influence recommendations, e.g. [9, 13] and 
also how to use these factors to evaluate recommendations [8, 14, 
15, 17]. In particular, [7] touched the matter of the advantages of 
online over offline evaluation strategies. We consider this a very 
important step towards exploiting the possibilities that different 
quality factors can bring to recommenders, but at the same time 
we believe there is a second step to be made: incorporating the 
interface and user interaction in the evaluations. Indeed, reports 
on experiments where quality factors were analyzed together with 
the recommenders interface already appeared on the literature [4, 
20]. In this paper we approach this topic directly and discuss a 
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general evaluation approach that incorporates the system 
interface.  Our main point is that there is a strong influence of the 
interface on the user perception of the quality of the 
recommendations received, and experiments that neglect this 
influence may lead to biased conclusions.  
The paper is organized as follows. In Section 2 we describe our 
general model for representing the relationship among 
recommendation quality factors, user interface and customer 
behavior. In Section 3 we give an example of how the model can 
be instantiated into a specific experiment design. Section 4 
focuses on how to incorporate the quality factors “novelty” and 
“diversity” in an experiment. Section 5 presents our conclusions 
and plans for future work.  

2. MODEL CONSTRUCTION 
As mentioned above, we argue that the user perception of 
different recommendation quality factors may be significantly 
affected by the system interface. Generally, different user 
interfaces can be used to present the recommendations. Therefore 
the user interface can be considered a moderator variable that 
affects the direction and/or strength of the relation between the 
recommendation quality factors and the customer behavior.  
We propose a general model to examine the relationship among 
recommendation quality factors, user interface and customer 
behavior. The model is described as follows. 

User
Interface

Recommendation 
Quality Factor

Customer 
Behavior

 
Figure 1: General model of the relationship among recommendation 

quality factors, user interface and customer behavior.  

In our model, “recommendation quality factor” is a general term 
that represents the several possible factors that indicate different 
quality aspects of the recommendations. A few factors have been 
proposed in previous research such as for example diversity, 
novelty, serendipity and coverage [8, 14]. Also, “user interface” is 
considered in the context of recommender systems as a display 
format that allows the customers to interactively explore the 
recommendations. For example, a recommendation can be 
visually represented using plain text or a picture (as indicated by 
[10]). By "customer behavior" we mean the customers’ actions or 
responses that may be affected by recommenders such as 
customer purchase behavior [2], customer decision making [18], 
customer interests [19], or satisfaction [20]. 
The more quality factors we include, the more different interfaces 
might be used to express the recommendations with different 
effects on the user perception (it is always the case that different 
interfaces can be used, but if no quality factors are added there 
might not be any effects on the user perception). The goal of our 
model is to analyze the interactions between user interface, quality 
factors and customer behavior. 
 When instantiating the model, we are still facing the following 
questions: How to measure the recommendation quality factors? 
Which interface can be used to express the recommendations? 
How to measure customer behavior? In the next section, we 
develop a first research design of how to implement our model.  

3. MODEL INSTANCE AND EXPERIMENT 
DESIGN 
It has been found that experimental research is an effective 
approach to address cause and effect relationships [3, 11]. In order 
to show how our general model can be instantiated within a 
concrete experiment, we selected two well cited evaluation 
metrics as recommendation quality factors: diversity and novelty, 
and use two common interface styles to visualize the 
recommendations: single list and multiple lists. The customer 
behavior is analyzed in terms of purchase rate and customer 
satisfaction, since these are the typical indicators for 
recommender’s performance.  
Thus, two independent variables are determined, each of which 
has two possible values: diversity (with or without), novelty (with 
or without). The values for the variable user interface are also 
two: single list or multiple lists.  The customer behavior is 
determined by two dependent variables: customer purchase and 
customer satisfaction. On one hand, the customer purchase is 
mainly the vendor’s perspective and aims at directing customers 
to adopt or buy the recommended product regardless of their 
satisfaction. It can be directly measured by the sales increase 
generated from the recommender system. On the other hand, 
customer satisfaction stands for the customer perspective and how 
the recommended products or the recommendation session as a 
whole fulfilled his expectations. It is usually measured by a 
survey using Likert scales.  
Figure 2 gives an overview of the instantiated model, once the 
independent and dependent variables are determined. 
 

Diversity

Novelty purchase

satisfaction
Customer 
Behavior

Single/Multiple lists

Single/Multiple lists

 
 

Figure 2: Instantiated model with dependent and independent variables.  

To exemplify the usage of our model we designed the following 
experiment: 

“A movie website with recommendations is presented to the 
experiment participants. First, the participants are asked to register 
and enter their movie preference. After that, each participant will 
obtain 3 electronic vouchers that can be use to buy 3 movies. 
Each voucher can be used to buy one movie. Next, the users are 
presented with a list of recommendations.  Based on these 
recommendations, the participants will select movies for 
purchase. They can use all the vouchers at one time or save the 
vouchers for the future. After choosing the movies, we present a 
survey to the participants and ask if they are satisfied with the 
recommendation system.”  

We assume that the participants will carefully choose movies as 
they can postpone the choice and use the points for future movies 
in case they do not feel “tempted” by any of the recommended 
items. To present the recommendations, the user interface is also 
randomly selected. That means the recommendations can be 
presented only in a single list or in multiple lists that are used to 
separate basic, diverse and novel recommendations. In Table 1 we 
present a sketch of the factor design for the movie website 
experiment. The situations 1 to 4 in the table describe different 
configurations for the independent and moderator variables. 
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Table 1. Factor design for the movie website experiment. 

 Diversity Novelty 
User interface 

Single List Multiple Lists 

1 without without Basic Basic lists 

2 with without 0.3 diversity 
Basic list 

Diverse list (1.0 diversity) 

3 without with 0.3 novelty 
Basic list 

Novel list (1.0 novelty) 

4 with with 0.3 diversity, 
0.3 novelty 

Basic list 

Diverse list (1.0 diversity) 

Novel list (1.0 novelty) 

 
The basic list contains the items selected by the recommendation 
algorithm. Novel lists are generated by manipulating the basic 
recommendation lists to include more novel items among the top-
n items, considering that n is the number of items that will be 
presented to the user. In situations 2 to 4 in Table 1, a list with 
values 0.3 novelty stands for one list with novelty degree of 0.3, 
and a similar approach is used for diverse lists. This will be 
further explained in Section 4.  
Diversity and novelty of recommendations can be designed in the 
form of binary or continuous. While the binary form is used to 
define the recommendations with or without diversity and 
novelty, continuous form defines diversity and novelty in the 
sense of various percentages. With the binary design, the 
recommendations can be configured as a between-subjects factor 
design. Thus, in each interface the result can be analyzed 
accordingly using a two-way ANOVA analysis [12]. When we 
employ the continuous design, the result can be analyzed using a 
regression analysis. The two designs can mutually confirm or 
supplement their findings. In addition, the experimental result of 
the effect of different interface designs can be analyzed based on 
A/B split testing. Based on this data, we can then analyze if and to 
what extent diverse or novel recommendations affect customer 
behavior and how to provide an appropriate interface when we 
introduce more diversity and novelty into the recommendations.  

4. EVALUATING NOVEL AND DIVERSE 
RECOMMENDATIONS 
In this section we focus on two quality factors: novelty and 
diversity. Novelty is related to items the user was not aware of. 
Diversity is generally defined as the opposite of similarity [17]. 
To implement these quality factors in an experiment, we should 
be able to control the degree of novelty and diversity in a 
recommendation list and multiple lists, considering the specific 
user interfaces involved in the experiment.  

We propose to use a combination of three factors to identify novel 
items in a list of items: (1) “freshness” of an item (i.e., items that 
were recently launched), (2) non-popularity (popular items are not 
considered novel) and (3) limited relation to the long-term user 
profile (e.g. by previous ratings, feedback or views of this item in 
previous sessions). Each item is scored according to each factor in 
a scale from 0 (low) to 1 (high), and then the degree of novelty of 
the item is calculated simply by the average of the score for the 
three factors. Considering that 𝑖 is an item and that 0 ≤
𝑓𝑟𝑒𝑠ℎ(𝑖),𝑛𝑜𝑛𝑝𝑜𝑝(𝑖),𝑢𝑛𝑘𝑛𝑤(𝑖) ≤ 1 represent respectively the 

degree of freshness, non-popularity and lack of relation to the user 
long term profile, the novelty 𝑛𝑜𝑣(𝑖) of item 𝑖 is defined by: 

𝑛𝑜𝑣(𝑖) =  
𝑓𝑟𝑒𝑠ℎ(𝑖) +  𝑛𝑜𝑛𝑝𝑜𝑝(𝑖) +  𝑢𝑛𝑘𝑛𝑤(𝑖)

3
 

To calculate the degree of novelty of a recommendation list, we 
use the novelty degree of the list items. Assuming that an item is 
considered to be novel if its novelty degree is higher, for example, 
60%, the novelty degree of a recommendation list 𝐿 is the 
proportion of items from the list whose novelty degree surpasses 
this threshold.  

𝑛𝑜𝑣(𝐿) =  
|{𝑖 ∈ 𝐿 |𝑛𝑜𝑣(𝑖) > 0.6}|

|𝐿|
 

For the multiple lists interface, we propose two lists: the basic list 
(as directly given by the recommendation algorithm) and a list 
consisting only of novel items, 𝑛𝑜𝑣(𝐿2) =  1.0. Another option is 
to have one list with a low degree of novelty (e.g. (𝐿1) =  0.2 ) 
and another with a high degree of novelty (e.g. 𝑛𝑜𝑣(𝐿2) =  0.6).  

The most explored method for measuring diversity uses item-item 
similarity. The diversity of a list of items can then be measured 
based on the sum, average, minimum or maximum distance 
between pairs of items [17, 19]. We adopt a slight modification of 
the approach from [20] and use the intra-list similarity metric 
(ILS). Considering that 𝐵 is a set of items, this metric is based on 
a function of  𝑐:𝐵 ×  𝐵 → [0, 1] that is supposed to measure the 
similarity between two items according to a predefined criterion. 
Then we calculate the ILS as follows: 

𝐼𝐿𝑆(𝐿) =  
 ∑ ∑ 𝑐(𝑖𝑘 , 𝑖𝑒)𝑖𝑒∈ 𝐿,𝑖𝑘≠𝑖𝑒 𝑖𝑘∈𝐿

2  

The selection of function 𝑐 is dependent on the available content 
information for each item and can also be dependent on the user’s 
preferences. The simplest option is to consider 𝑐 as the degree of 
intersection of the items’ properties (such as size, color, weight or 
genre). If we consider a function 𝑝𝑟𝑜𝑝:𝐵 ×  𝑃 → {0, 1} where 𝑃 
is the set of available item properties, we can define 𝑐 as:  

𝑐 (𝑖𝑘, 𝑖𝑒): =
∑ 𝑝𝑟𝑜𝑝(𝑖𝑘 ,𝑝). 𝑝𝑟𝑜𝑝(𝑖𝑒 , 𝑝)𝑝 ∈𝑃

|𝑃|  

We therefore can measure the diversity of a list by means of 𝐼𝐿𝑆 
and 𝑐. As high values of 𝐼𝐿𝑆 denote low diversity, we take the 
inverse of 𝐼𝐿𝑆 and define 𝐷𝐼𝑉(𝐿) as the degree of similarity of a 
list of items.  

𝐷𝐼𝑉(𝐿) =  
1

𝐼𝐿𝑆(𝐿) 

When designing diversity in multiple recommendation lists, we 
can use a threshold to discriminate a list with high similarity (e.g. 
𝐷𝐼𝑉(𝐿) >  0.6) or one with low similarity (e.g. 𝐷𝐼𝑉(𝐿) <  0.3).  

The measurements 𝑛𝑜𝑣(𝐿) and 𝐷𝐼𝑉(𝐿) can be manipulated by 
changing some of the items in L. One strategy to increase 𝑛𝑜𝑣(𝐿) 
is to substitute some items 𝑗 from 𝐿 by an equal number of items 𝑖 
not yet in L, such that 𝑛𝑜𝑣(𝑖) > 0.6 > 𝑛𝑜𝑣(𝑗); considering that 
the threshold used to calculate 𝑛𝑜𝑣(𝐿) is 0.6. In a similar way we 
can manipulate the diversity of a list 𝐿 by replacing items that 
differ very little from other items already in 𝐿, i.e., items 𝑖 for 
which 𝑐(𝑖, 𝑘) is high for several other elements 𝑘 from the same 
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list 𝐿 should be replaced by other items 𝑗, not yet in 𝐿, for which 
𝑐(𝑗, 𝑘) is low for as many items 𝑘 from 𝐿 as possible.  

5. CONCLUSION 
Although many previous evaluations of recommender systems 
used accuracy as the only quality factor to be taken into account, 
recent works have shown that other metrics are also related to the 
user perception of quality of the recommendations. A further 
investigation of quality factors as diversity, novelty and 
serendipity lead us to conclude that the users’ perception of these 
factors is highly linked to the system’s interface.  
This paper modeled the relations between evaluation metrics, the 
recommender interface and the customer behavior. Our main 
contribution is a first general model for experiments to evaluate 
recommender systems that aim to investigate the effects of 
recommendation quality factors and user interface on customer 
behavior. Besides proposing this general model, we also provided 
an example of how to instantiate the model for one specific 
experiment concerned with the evaluation of diversity, novelty 
and interface on customer purchase and satisfaction.  
We consider that exploring other quality factors than accuracy is 
an important step towards improving the impact of recommenders 
and strongly believe that factoring in the user interface is crucial 
to realistically evaluate the users’ perception of the quality of the 
recommendations. An interesting point is that the expected results 
could be used in line with the business strategy. For example, 
presume we found that with multi-list interface, diversity 
significantly affects customer purchase. Thus if we intend to 
promote certain product, we have more chances to advertise this 
product by including it in the diverse recommendations. 

Although the designed experiment has not yet been completed, 
our study provided a first guideline on how to incorporate user 
interface aspects better in the recommender systems’ evaluation. 
The experimental results are expected to show how the quality of 
recommendations could be optimized by presenting appropriate 
user interfaces. We intend to contribute to future research on how 
to examine the effects of evaluation metrics and the user 
interfaces in recommender systems so that further quality factors 
can be meaningfully evaluated.  

6. REFERENCES  
[1] Adomavicius, G. and Tuzhilin, A. 2005. Towards the next 

generation of recommender systems: a survey of the state-of-
the-art and possible extensions. IEEE Transactions on 
Knowledge and Data Engineering, 17(6), pp. 734-749. 

[2] Bodapati, A.V., Recommendation systems with purchase 
data. Journal of Marketing Research. 45(1). pp. 77-93. 

[3] Campbell, D.T. and Stanley, J. (1963), Experimental and 
quasi-experimental designs for research. Houghton-Mifflin, 
Boston, Massachusetts, USA. 

[4] Chen, L. and Pu, P. 2007. Preference-Based Organization 
Interfaces: Aiding User Critiques in Recommender Systems. 
Lecture Notes In Artificial Intelligence, vol. 4511. pp 77-86. 

[5] Good, N., Schafer, J., Konstan, J., Borchers, A., Sarwar, B., 
Herlocker, J. and Riedl, J. 1999. Combining collaborative 
filtering with personal agents for better recommendations. 
Conference of the American Association of Artificial 
Intelligence, Florida, USA. pp. 439-446. 

[6] Gronroos, C. 1983. Strategic management and marketing in 
the service sector. Marketing Science Institute. USA. 

[7] Hayes, C. Massa, P., Avesani, P., and Cunningham, P. 2002. 
An on-Line Evaluation Framework for Recommender 
Systems. Workshop on Personalization and Recommendation 
in E-Commerce, Malaga, Spain.  

[8] Herlocker J., Konstan J., Terveen L. and Riedl J. 2004. 
Evaluating collaborative filtering recommender systems. 
ACM Transactions on Information Systems, 22(1), pp. 5–53. 

[9] Iaquinta, L., Gemmis, M., Lops, P. and Semeraro, G. 2008. 
Introducing serendipity in a content-based recommender 
system. 8th International Conference on Hybrid Intelligent 
Systems, Barcelona, Spain. pp 168-174. 

[10] Jannach, D., Hegelich K.: 2009. A case study on the 
effectiveness of recommendations in the Mobile Internet, 
ACM Conference on Recommender Systems, New York, pp. 
205-208.  

[11] Jarvenpaa, S.L., Dickson, G.W. and DeSanctis, G. 1985 
Methodological issues in experimental IS research: 
experiences and recommendations, MIS Quarterly, 9(2), 
pp.141-156. 

[12] Juran, J.M., Gryna, F.M. and Bingham, R.S. 1974. Quality 
control handbook, 3rd edition, McGraw-Hill, New York, 
USA. 

[13] Kamahara, J., Asakawa, T., Shimojo, S. and Miyahara, H. 
2005. A community-based recommendation system to reveal 
unexpected interests. 11th International Multimedia 
Modeling Conference, Melbourne, Australia. pp. 433 – 438. 

[14] Mcnee, S., Riedl, J and Konstan, J. 2006. Accurate is not 
always good: How Accuracy metrics have hurt recommender 
systems, Conference on Human Factors in Computing 
Systems, Quebec, Canada. pp. 1-5. 

[15] Murakami, T., Mori, K. and Orihara, R. 2008. Metrics for 
evaluating the serendipity of recommendation lists. New 
frontiers in artificial intelligence, Lecture Notes in Computer 
Science, vol. 4914 pp. 40-46. 

[16] Schafer, B., Konstan, J. and Riedl, J. 2001. E-Commerce 
Recommendation Applications, Journal of Data Mining 
Knowledge Discovery, 5(1-2), pp. 115-153.  

[17] Shani, G. and Gunawardana, A. 2009. Evaluating 
Recommendation Systems. Microsoft research, Technical 
report, No. MSR-TR-2009-159. 

[18] Senecal, S. and Nantel, J. 2004. The influence of online 
product recommendations on consumers' online choices. 
Journal of Retailing. 80(2), pp. 159-169. 

[19] Zanker, M.; Bricman, M.; Gordea, S.; Jannach, D.; and 
Jessenitschnig, M. 2006. Persuasive online-selling in quality 
and taste domains. In Proceedings of 7th Intl. Conference E-
Commerce and Web Technologies, Krakow, Poland, pp. 51–
60. 

[20] Ziegler, C., McNee, S. M., Konstan, J. A., and Lausen, G. 
2005. Improving recommendation lists through topic 
diversification. In Proceedings of the 14th International 
World Wide Web Conference, Chiba, Japan , pp. 22-32. 

 

25

SHORT PAPER 
 

Proceedings of the ACM RecSys 2010 Workshop on User-Centric Evaluation of Recommender Systems and Their Interfaces (UCERSTI), 
Barcelona, Spain, Sep 30, 2010 

Published by CEUR-WS.org, ISSN 1613-0073, online ceur-ws.org/Vol-612/paper4.pdf

Copyright © 2010 for the individual papers by the papers' authors. Copying permitted only for private and academic purposes. 
This volume is published and copyrighted by its editors: Knijnenburg, B.P., Schmidt-Thieme, L., Bollen, D.



Information Overload and Usage of Recommendations  
 

Muhammad Aljukhadar  
HEC Montreal  

3000 Cote-St-Catherine 
Montreal, Canada H3T2A7 

1-514-340-7012 
Muhammad.aljukhadar@hec.ca 

 Sylvain Senecal 
HEC Montreal 

3000 Cote-St-Catherine 
 Montreal, CanadaH3T2A7 

1-514-340-6980 
Sylvain.senecal@hec.ca 

Charles-Etienne Daoust 
Cossette Communication 

Canada 
1-514-340-6980 

charles-etienne.daoust@hec.ca 

 
ABSTRACT 
This research examines the antecedents of information overload 
and recommendation agents’ consultation and their effects on 
reactance and choice quality. We propose that information 
overload and the user need for cognition affect the tendency to 
employ decision heuristic (consulting a recommendation agent) 
and shape the user reactance to recommendations. A fully 
randomized experiment with different levels of information loads 
that involved 466 individuals with the task of choosing a laptop 
and the option to consult a recommendation agent is performed. 
Results show that users opted to consult the recommendation 
agent more as information loads and as perceived overload 
increases and that product recommendations were salient in 
enhancing choice, particularly when the information was less 
diagnostic (for choice sets with proportional distribution of 
attribute levels across alternatives). Results further reveal that as 
perceived overload increases, people show less reactance to 
recommendations. Whereas users consulting the recommendations 
at higher overload levels had generally better choices, they 
showed higher confidence in their choices only when they 
conform rather than react to recommendations.   

Categories and Subject Descriptors 
I.2.11 [Distributed Artificial Intelligence]: Intelligent agents, 
Agents and Web-services.   

General Terms 
Management, Measurement, Human Factors, Performance, 
Design, Theory.  

Keywords 
Recommendation Agents, Information Overload Theory, 
Reactance Theory. 

1. INTRODUCTION 
When making purchase decisions, users typically process large 
amounts of information. As people shop online to save time and 
effort, retailers are required to effectively manage product 
information delivered on their e-stores. The many choice 
possibilities associated with large choice sets represents an 
opportunity and challenge for consumers and retailers [7, 9]. To 
help customers reduce the cognitive effort while enhancing their 
decision, retailers incorporate on their e-stores agents that filter, 
optimize, and organize product information. Product 
recommendations are decision-aid tools that support rather than 
replace consumer decision-making by suggesting one or more 
product that closely matches consumer preferences [26]. In effect, 

decision support systems are heuristics that partly alleviate 
processing effort while maintaining an acceptable level of choice 
accuracy [10]. Xiao and Benbasat [28 p. 137] recently provide an 
extensive review of the RA literature, and conclude that “by 
providing product recommendations based on consumers’ 
preferences, RAs have the potential to support and improve the 
quality of the decisions consumers make when searching for and 
selecting products online as well as to reduce the information 
overload facing consumers and the complexity of online 
searches.” This explains why 40% of retailers plan to integrate 
some personalized recommendations on their e-stores [6].  

While research studied various designs of recommendation 
agents, it has not investigated the factors triggering consumers to 
consult the recommendations nor the cases where product 
recommendations are vital to choice enhancement [10, 27, 28]. 
Indeed, research is yet to assess the factors that lessen the user 
reactance to recommendations [7]. Lurie [18 p. 484] indicates that 
“… in the age of the Internet, developing an understanding of how 
information-rich environments affect consumer decision making 
is of crucial importance. Given the disparate ways in which 
product information can be presented to consumers and the high 
potential for information overload in online environments, it is 
important to use measures that capture the multiple dimensions of 
information.”  

The contribution of this article is four-fold. First, the article 
examines the relation between the delivered information load in 
the choice set and perceived overload by simultaneously 
manipulating the number of alternatives, number of attributes, and 
the distribution of attribute levels across the alternatives. Second, 
it assesses the role of information overload on employing decision 
heuristics (the tendency to consult the recommendation agent) 
while considering the role of need for cognition. Third, it 
investigates how information overload and need for cognition 
shape users’ reactance to recommendations. Fourth, it examines 
the impact on choice quality and confidence. We next briefly 
review the literature and present the study conceptual framework. 
The methodology section reports the details of the pretest and the 
experiment. Results are then presented. The paper concludes with 
a summary of findings and implications on theory and practice. 

2. CONCEPTUAL FRAMEWORK 
Research showed the effects of information overload on the 
choice and purchase of different products: Laundry detergent [13], 
rice and prepared dinner [14], peanut butter [25], houses [19], 
calculators [18], and CD players [17]. Research indicates that 
variations in the amount of information impact the decision 
processes, which affects decision quality. Information overload 
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happens because of humans’ limits in assimilating and processing 
information within any timeframe [13, 19]. When consumers are 
faced with high levels of information, their limited capacity to 
process information becomes overloaded, which results in 
dysfunctional consequences such as cognitive fatigue and 
confusion [8, 16, 20, 21, 25].  

Several measures were used to capture the amount of product 
information. Researchers have traditionally manipulated the 
alternative and attribute levels in product choice sets [13, 19]. 
While this line of research has made substantial contribution, 
discrepancies were noted [12, 19, 20, 21]. More recently, the 
concept of information structure was introduced and shown to 
have a role in determining overload; this concept asserts that when 
measuring information loads, both the number and probability of 
outcomes should be considered (for a discussion, see [18]). When 
the distribution of attribute levels for instance is proportional 
across the alternatives (e.g., half the laptops in a given choice set 
are equipped with Intel and half with AMD processors), 
information load will be higher than for a disproportional 
distribution (e.g., 3/4 with Intel and 1/4 with AMD processors). 
This is because a disproportional distribution increases 
information diagnosticity [18]. Information load in a choice set 
can hence be affected by the number of alternatives, number of 
attributes, as well as the distribution of attribute levels across the 
alternatives (attribute distribution hereafter) [17, 18]. One purpose 
of this research is to manipulate these three dimensions over a 
range that is wider than prior work and to assess the impact on 
perceived overload and choice. After information-processing 
capacity is surpassed, information increments were found to lead 
to modest or insignificant reductions in decision quality [8, 18]. 
As research stipulates a complex rather than a linear relation 
between information load and perceived overload [8, 14], we 
expect a nonlinear relation to better describe the relation between 
these two factors (P1).  

It is plausible to assume that under high overload levels, 
consumers do use heuristics to maintain the cognitive effort at 
acceptable levels. Indeed, consumers adapt decision strategy 
according to product information, task, and environment [5, 23]. 
In complex choice situations, consumers for instance become 
more selective in acquiring and processing information [23]. 
Because consulting product recommendations can be seen as 
information-processing heuristic [10, 27, 28], we theorize that the 
utility of consulting product recommendations increases with 
information overload. Under high overload levels, consumers 
behave as satisficers (vs. optimizers) and thus use more an 
information-processing reduction strategy [19]. Therefore, we 
expect that (P2) consumers will tend to consult the 
recommendations more as (a) information load increases and as 
(b) perceived overload increases. Figure 1 depicts the study 
conceptual framework.   

Consumers have divergent needs for information. Need for 
cognition (the consumer tendency to engage in effortful thinking) 
was cited as an important factor of attitudinal and behavioral 
change [4]. Consumers low on the need for cognition tend to 
avoid activities requiring high cognitive effort and to engage in 
heuristic strategies [11]. We thus expect need for cognition to 
attenuate the tendency to consult the recommendations such that 
as information overload increases, the lower the need for 
cognition is, the more the consumer will consult product 
recommendations (P3).  

Consumers do react to product recommendations because they 
limit their choice freedom [7]. Under high overload levels, 
consumers behave as satisficers as opposed to optimizers [19]. 
Because consumers are adaptive decision makers [3], we propose 
that the higher the information overload becomes, the more the 
consumer will conform to recommendations (P4). This 
proposition finds support in the self-regulation research; 
information overload can be seen as a resource depletion 
mechanism that “enhances the role of intuitive reasoning by 
impairing deliberate, careful processing” of information [24, p. 
344]. Need for cognition is also expected to shape reactance so 
that under higher levels of overload, the lower the need for 
cognition is, the less the consumer will react to product 
recommendations (P5).  

 
 

We finally study the impact of information overload and product 
recommendations on choice quality and confidence. Theory posits 
a salient role for recommendations on choice quality in complex 
choice situations [27]. In effect, choice quality suffers when the 
processing effort exceeds processing limits [23]. As product 
recommendations help consumers improve choice by 
concentrating on the alternatives that best match their preferences 
[10], product recommendations should uphold choice quality as 
information overload increases (P6) [3, 10, 15, 19, 28]. Because 
the negative role of information overload on choice is prominent 
in the case of a proportional versus disproportional attribute 
distribution [18], we theorize that the impact of product 
recommendations on choice quality will be particularly salient for 
choice sets with proportional attribute distribution (P7). 
According to Fitzsimon and Lehmann [7], recommendations 
reduce uncertainty for consumers who do not react to 
recommendations. We hence expect that consumers who consult 
and conform to product recommendations will have higher choice 
confidence than consumers who consult but react to 
recommendations (P8).   

Figure 1. Research Framework. 
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3. METHODOLOGY 
3.1 The Experimental Site and the 
Recommender System  
An e-store was created for “Portable Direct” using professional 
Web design service; a fictitious retailer name was used to control 
for retailer preferences [1]. The computer laptop was chosen as 
product category because (a) it is a complex product thus 
consumers are expected to be attentive during choice, (b) it has 
many known attributes, which allows a meaningful manipulation 
at high number of attributes, (c) it is a search product (attributes 
can be communicated using the Web), and (d) it is a product that 
consumers shop for online, which improve the ecological validity. 
Though pretested (see the Appendix), manipulation levels were 
adapted from the literature. Three levels of alternatives (6, 18, and 
30) were chosen because research investigating this factor along 
with attribute distribution considers only two alternative levels (18 
and 27 in [17, 18]) and because little research manipulated for 
choice sets with low alternative level [19]. Three levels of 
attributes (15, 25, and 35) were chosen because research 
investigating this factor along with attribute distribution considers 
only two attribute levels (9 and 18 in [17]). Whereas few studies 
manipulated for 20 attributes or more [8, 19], including higher 
number of attributes is necessary as consumers consider many 
attributes when shopping for complex products. Akin to prior 
work [17, 18], the distribution of attribute levels across the 
alternatives had two levels (proportional vs. disproportional 
distribution); the attributes provided in a choice set were 
manipulated according to one of these levels.   

The participant rates the importance (weight; 1-7) of each of the 
35 attributes (this step is performed before the participant is 
randomly assigned to one of the eighteen experimental 
conditions). Then, the score of each potential choice (each laptop 
in the choice set provided under a particular condition) can be 
determined by the following formula (Weighted Additive Rule; 
Payne, Bettman, and Johnson 1993):  

 
Where:  S = Global score of alternative j for consumer k. 

i = Attribute; 

j = Alternative (laptop); 

k = Consumer; 

P = Weight of attribute i for consumer k; 

V = A priori value of attribute i applied by system and associated 
with alternative j.  

 That is, the WADD determines the score of a given alternative j 
(for consumer k) by multiplying the weight of each attribute 
(provided by consumer k) by its a priori value, and then adding 
the obtained values of all attributes. The alternative with the 
highest score (i.e. the one that optimizes consumer k’s utility 
function) is then suggested by the recommendation agent (should 
consumer k choose to consult the agent by clicking the link 
provided).  

3.2 Pretest and Measure  
Each participant had to choose a laptop with the option to consult 
the recommendations (between-subject design). 
Recommendations consultation and if consulted whether the 
recommended product was chosen are observed variables. 
Perceived overload was measured using two seven-point items 
(There was too much information to make a choice; I wanted to 
receive more information about the different products before 
making my choice). Similar to [13, 19], choice confidence was 
measured using three items (I am confident that I made the best 
possible choice based on my needs; I am satisfied with the choice 
I made; I am certain that I made a good choice; α=0.93). Need for 
cognition was measured using the 18-item scale ([4], α=0.82). As 
decision makers draw on their experience and knowledge of 
product category, product experience (three-item from [22], 
α=0.95) and product category involvement (four items adapted 
from [2], α=0.92) were measured and controlled for. See the 
Appendix for details of the pretest and manipulation checks. 

3.3 Stimuli 
Participants were informed that their task consisted of choosing a 
laptop as they would in an actual purchasing situation. The task 
page described “Portable Direct” as a well-established online 
retailer of product category and asked the participants to navigate 
its e-store (made available through a link provided after the 
participants entered personal attribute preferences) to choose the 
“The laptop you would seriously consider buying”. Participants 
were told to take as much time as needed and to freely consult the 
information available on the website. A time constraint was not 
imposed because this would be inconsistent with real-life 
situations and because this would result in eliminating a portion of 
participants based on some cut-off value. In effect, time pressure 
was shown to influence information overload [8]. Before a 
participant was randomly assigned to one of the eighteen 
conditions, a second page asked the participant to rate the 
importance of each attribute (to estimate the participant utility 
function so that the recommendation agent could suggest the 
optimal choice; Weighted Additive Rule WADD as in [23]). 
Depending on the assigned condition, the e-store provided the 
participant with a finite choice set (e.g., six alternatives each with 
fifteen attributes for conditions one and two in the Appendix). 
Similar to factual e-stores, each alternative appeared in a tabular 
format with the attributes headed by the laptop photograph. The 
alternatives that made the choice set were presented on the same 
page. To avoid presentation bias, the order of alternatives was 
randomized for each participant in a given condition. Brand was 
concealed to reduce the possibility of following a brand heuristic 
and to entice participants to make choice using the information 
provided. This is akin to prior work [17]. Participants had the 
option to consult the recommendations by clicking on a hyper link 
labeled “Click here for our recommendation according to your 
preferences” located at top of the choice set provided. After 
making their choice, participants were presented with the measure 
items. 

3.4 Sample 
An invitation to participate in a “Study on e-commerce” was sent 
to consumers randomly chosen from a large consumer panel 
belonging to a North American market research company. Of the 
472 responses received, 466 were complete and retained. Sample 
demographics distribution (see the Appendix) shows that the 
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sample was well distributed across consumer population with no 
important bias toward a particular segment. 

4. RESULTS 
A comprehensive analysis of the data with a path model was not 
performed because it was not feasible (i.e., central variables in the 
model such as RA consultation and reactance to recommendation 
were binary; in addition, an important exogenous variable-
information load-is ordinal and reflected by one item). As such, 
ANOVA and regression analysis were used in testing the 
propositions (except for P2 through P5 where logistical regression 
were used because the dependent variable was binary). 
The main effect for information load (called interchangeably 
information bits; [17, 18], see the Appendix section) on perceived 
overload was significant (F=23.88, p<0.001); this result stays 
reliable when controlling for product involvement and experience 
(only product experience was significant covariate; B= -0.085, 
F=5.34, p=0.021). A curvilinear quadratic curve solution 
explained more variance (R²=0.264) in the relationship between 
information load and perceived overload than a linear (R²=0.224) 
or a logarithmic (R²=0.248) solution (Figure 2).  
Binary logistical regression was performed to test the impact of 
information load on recommendations consultation as well as the 
attenuating role of need for cognition. Information loads 
increment led to more recommendation consultation by means of 
main effect (B=0.164, Wald=6.00, p<0.05). In addition, the 
interaction between information loads and need for cognition was 
significant in the predicted direction (B=-0.031, Wald=5.587, 
p<0.05).  Similarly, logistical regression was performed to test the 
impact of perceived overload on recommendations consultation 
and the attenuating role of need for cognition. Perceived overload 
did lead to more consultation of recommendations (B=0.344, 
Wald=4.06, p=0.044) and the interaction between perceived 
overload and need for cognition was significant in the predicted 
direction (B=-0.077, Wald=5.71, p=0.017). The direct effects of 
the alternative, attribute, and attribute distribution levels and their 
interactions on recommendations consultation were examined and 
showed insignificance (all p’s>0.10 NS). 

 
 
To test the impact of perceived overload and need for cognition 
on reactance, we applied binary logistical regression on the 
observations that consulted the recommendations (n=178). As 
expected, perceived overload was significant factor in predicting 
the conformation (vs. reactance) to recommendations (B=0.91, 

Wald=8.10, p=0.004). In addition, the interaction between 
perceived overload and need for cognition was significant (B= -
0.131, Wald=4.52, p=0.034), which shows that as perceived 
overload increases, the lower the consumer was on need for 
cognition, the less reactance to recommendations the consumer 
would exhibit. Alternatively, neither information load nor its 
interaction with need for cognition were significant in predicting 
reactance (all p’s>.34 NS). We further tested the direct impact of 
the levels of alternatives, attributes, and attribute distribution on 
reactance and found no significant effects (all p’s>.31). These 
results collectively show that perceived overload, rather than 
information loads, was the determinant factor in predicting 
reactance to recommendations.   
Choice quality was measured by the distance between the 
participant actual and optimal choice (Weighted Additive Rule 
WADD; [23]). This is akin to past work [13, 16, 19]. The 
expected interaction between information load and 
recommendations consultation was significant (F=1.68, p=0.012; 
Figure 3 Up). Similarly, we found support to the proposition that 
recommendations consultation upholds choice quality as 
perceived overload increases because the interaction between 
perceived overload and recommendations consultation was 
significant (F=1.61, p=0.036; Figure 3 down).  
 

 

Figure 2. Information load effect on perceived overload. 
 

Figure 3a. Recommendations effect on choice quality 
(upper line: RA consulted). 
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We then tested the proposition that product recommendations 
effect on choice quality is salient for choice sets with proportional 
attribute distribution (P7). We found support to this proposition by 
means of a three way interaction (Number of Attributes x attribute 
distribution x recommendations consultation; F=2.47, p<0.05; 
Figure 4). This interaction shows the recommendations to enhance 
choice quality for choice sets with proportional distribution of 
attribute levels across the alternatives at all attribute levels 
(Appendix for means). The interaction also highlights that 
recommendations consultation improved choice for all choice sets 
only when the number of attributes became high. We finally 
tested and found support to the proposition that consumers 
consulting and conforming to recommendations will have higher 
choice confidence than consumers consulting and reacting to 
recommendations (5.13 vs. 4.41, F=8.55, p=.004). 
 

5. DISCUSSION 
The experimental results lend support to research propositions. 
Results suggest a curvilinear relation between information load 
and perceived overload, which indicates that the impact of 
additional increments in product information after some levels 
(condition 7 shown in the Appendix) are not as influential in 
driving overload perceptions. The consumer use of decision 
heuristics at high levels of information overload helps explaining 
this finding. Findings lend support to the notion that the utility of 
consulting product recommendations increases as the information 
load and as perceived overload increases. Consumers did use an 
information-processing heuristic by consulting product 
recommendations more as information overload increases. 
Moreover, this tendency was higher for consumers low on the 
need for cognition. Importantly, consumers appear to conform (vs. 
react) to recommendations more at high levels of perceived 
overload. Further, the lower the need for cognition was, the less 
the consumer reacted to recommendations at higher levels of 
information overload. 

 

 
 
 
  

The findings show the positive effects of product 
recommendations on choice quality at high levels of information 
loads and overload perceptions. The positive impact of 
recommendations on choice quality was particularly salient for 
choice sets with proportional distribution of attribute levels across 
the alternatives. Finally, choice confidence improved for 
consumers who consulted and conformed (vs. reacted) to 
recommendations. In effect, the recommendations might have 
made the accuracy feedback as immediate and tangible as the 
effort feedback by signaling to consumers that a product in the 
choice set is more optimal than the initially considered one [5], 
which might have triggered consumers to have lower levels of 
confidence in their choice if they reacted to the recommendations.  

This research contributes to theory by studying the relation 
between information loads and overload perceptions over a wide 
range for three factors deemed to determine the information load 

Figure 3b. Recommendations effect on choice quality 
(upper line: RA consulted). 

 
 

Figure 4. Recommendations effect on choice quality for 
choice sets with proportional versus disproportional 

distribution of attribute levels across the alternatives. 
— =   Proportional attribute distribution. 

- - - = Disproportional attribute distribution. 
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and by showing that consumers indeed do employ decision 
heuristics in response to information overload. People appear to 
regard the use of product recommendation agent as information-
processing reduction heuristic. This research further established a 
link between information overload and reactance to 
recommendations and underlined the role of need for cognition. It 
contributes to the recommendation agents’ literature by showing 
the impact of recommendations on choice at different information 
overload levels and by showing the salient effect of 
recommendations on choice quality for sets with proportional 
distribution of attribute levels across the alternatives.   

Several practical implications emerge. Integrating a 
recommendation agent based on consumer preferences appears to 
be beneficial for consumers and retailers (by helping consumers 
make quality choices at high levels of information overload). 
Recommendations enhance choice, particularly as information 
load and perceived overload increases. In addition, 
recommendation agents appear to have particular influence on 
choice when product information is less diagnostic (attribute 
levels are proportionally distributed across the alternatives in the 
choice set). Finally, the outcome of recommendation agents can 
be optimized as consumers in general show less reactance to 
recommendations at higher levels of information overload.  

This work has limitations. Although the study sample comprised 
actual consumers randomly selected from large consumer panel, 
the sample was self-selected. Nonetheless, the sample distribution 
across the consumer population was satisfactory. The research 
considered only one product category and did not examine 
whether similar effects are obtainable for less complex and for 
experience products. Further, this research did not investigate the 
effects of information overload and product recommendations on 
shopping enjoyment and long term performance measures such as 
consumer loyalty and retention. These topics are potential 
extensions to this line of research. 

6. APPENDIX 
6.1 Experimental conditions (Information 
Load*) 
 

 

6.2 Pretest and Manipulation Checks 
A pretest was performed to ensure task and measure 
comprehensibility [8], to check the manipulation of independent 
variables and to inspect the distribution of control variables. The 
pretest ensured that an increment from six (and eighteen) to thirty 
alternatives resulted in a noticeable change in information load. 
The pretest included three sections: The first contained the 
manipulation checks, the second examined product experience 
level and where the product category was relevant for the 
participant pool (e.g., manipulating the attributes level would be 
realistic and meaningful). The third section helped determining 
the 35 most important attributes (of 45 attributes identified using 
two retailing websites) to be included in experiment (each 
attribute was evaluated using a Very Important/Not Important at 
All seven-point item).  
 Six questionnaire versions were created for the pretest, all sharing 
the items of product experience and involvement, as well as 
attribute importance evaluation (the versions differed only in the 
first section). The first two versions were developed to check the 
manipulation of number of alternatives (6, 18, and 30). The two 
versions differed in the order the three levels were presented to 
each participant (i.e., while the order was 6-18-30 in the first 
version, the order was reversed in second version). This 
eliminated the possibility that a respondent rated level one as 
having fewer alternatives than levels two and three because it was 
displayed first. Similar steps were taken in versions three and 
four, which checked the manipulation for number of attributes. 
Versions five and six examined the manipulation for attribute 
distribution (proportional vs. disproportional). Version five (six) 
assessed the manipulation for a proportional (disproportional) 
distribution of attribute levels across the alternatives (both for the 
price attribute).   
An invitation to participate in the pretest was emailed to 116 
consumers (convenience sample). 77 useable responses were 
received. Because the measure (for both the alternatives level and 
attributes level) was within-subjects, ANOVA with repeated 
measures was used to analyze the input. For attribute distribution, 
a chi-square test was used. The 32 participants that evaluated 
alternatives level had to respond to a seven-point bipolar item 
(What do you think of the quantity of laptops offered: Not enough 
to make a choice/too much to make a choice) (item repeated for 
each of the three levels presented to the respondent).  
The analysis showed that participants perceived significantly 
different information loads between each of the three levels 
(M6=2.66, M18=4.81, M30=4.94; F6-18 (1, 31)=69.65, F6-30(1, 
31)=139.7, F18-30(1, 31) =27.59, all p-values<0.001). Similarly, 
the 23 participants evaluating the attributes level had to respond to 
the seven-point bipolar item (What do you think of the quantity of 
attributes offered: Not enough to make a choice/too much to make 
a choice; item was repeated for each of the three levels presented 
to the participant). The analysis showed that participants reported 
significantly different information loads between each of the three 
levels (M15=2.87, M25=4.30, M35=4.87; F15-25(1, 22)=77.85, 
F25-35(1, 22)=10.33, F15-35(1, 22)= 97.32, all p-values<0.01). 
The 22 participants evaluating the success of attribute distribution 
manipulation responded to a binary item (Was the number of 
laptops priced at $600 different or similar to the number of 
laptops priced at $750 and $900?). For (dis)proportional structure, 
the number was (not) equal. Participants in the (dis)proportional 
structure condition reported (un)equal distribution of the price 
attribute across alternatives ( (1, 22) = 12.32, p < 0.01).  
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The second section (shared for all participants) showed that the 
laptop computer is a product bought and used frequently by 
participants (87 percent of participants indicated using or to have 
used a laptop regularly; 75 percent of participants have already 
bought a laptop). This section also showed the internal 
consistency for product experience items (α=0.96) and product 
involvement items (α=0.87) and clarified the sample distribution 
according to these variables.  
Attributes were assigned to experimental conditions using the 
pretest input. Attributes that have higher weights appeared more 
often in conditions with fewer attributes. This was done because 
the inclusion of an attribute in a choice set renders the attribute 
more important for the decision maker [9]. Consequently, 
including less important attributes in a choice set made up of few 
attributes would inflate the attribute’s importance. In effect, 
choice sets containing only less relevant attributes for the 
alternative (choice sets that do not provide basic and important 
attributes such as price, processing speed, or memory size) are 
unrealistic and would reduce ecological validity. 

6.3 Sample Demographics (n=466; 56.9% 
females)  
Age: 11.6% ages 18-24, 26.4% 25-34, 20.0% 35-44, 19.7% 45-54, 
9.9% 55-64, 12.4% 65+. Education level: 19.6% 
Primary/secondary education level, 70.8% Undergraduate degree, 
9.7% Graduate degree. Income: 14.2% less than $15K, 18.9% 15-
29K, 29.0% 30-44K, 19.7% 45-59K, 9.7% 60-74K, 7.5% 75K or 
higher. Marital status: 28.8% single, 57.9% married/common law 
partner, 13.3 other status. Employment: 9.5% students, 78.6% 
working full-time, 7.1% working part-time, 4% searching. 

6.4 Choice Quality Means  
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ABSTRACT
The popularity of recommender systems has led to a large
variety of their application. This, however, makes their eval-
uation a challenging problem, because different and often
contrasting criteria are established, such as accuracy, robust-
ness, and scalability. In related research, usually only con-
densed numeric scores such as RMSE or AUC or F-measure
are used for evaluation of an algorithm on a given data set.
It is obvious that these scores are insufficient to measure
user satisfaction.

Focussing on the requirements of business and research
users, this work proposes a novel, extensible framework for
the evaluation of recommender systems. In order to ease
user-driven analysis we have chosen a multidimensional ap-
proach. The research framework advocates interactive vi-
sual analysis, which allows easy refining and reshaping of
queries. Integrated actions such as drill-down or slice/dice,
enable the user to assess the performance of recommenda-
tions in terms of business criteria such as increase in revenue,
accuracy, prediction error, coverage and more.

The ability of the proposed framework to comprise an ef-
fective way for evaluating recommender systems in a business-
user-centric way is shown by experimental results using a
research prototype.

Keywords
Recommender Systems, Recommendation, Multidimensional
Analysis, OLAP, Exploratory Data Analysis, Performance
Analysis, Data Warehouse

1. INTRODUCTION
The popularity of recommender systems has resulted in a

large variety of their applications, ranging from presenting
personalized web-search results over identifying preferred
multimedia content (movies, songs) to discovering friends
in social networking sites. This broad range of applications,
however, makes the evaluation of recommender systems a
challenging problem. The reason is the different and often
contrasting criteria that are being involved in real-world ap-
plications of recommender systems, such as their accuracy,
robustness, and scalability.

The vast majority of related research usually evaluates
recommender system algorithms with condensed numeric
scores: root mean square error (RMSE) or mean absolute
error (MAE) for rating prediction, or measures usually stem-
ming from information retrieval such as precision/recall or

F-measure for item prediction. Evidently, although such
measures can indicate the performance of algorithms regard-
ing some perspectives of recommender systems’ applications,
they are insufficient to cover the whole spectrum of aspects
involved in most real-world applications. As an alternative
approach towards characterizing user experience as a whole,
several studies employ user-based evaluations. These stud-
ies, though, are usually rather costly, difficult in design and
implementation.

More importantly, when recommender systems are de-
ployed in real-world applications, notably e-commerce, their
evaluation should be done by business analysts and not nec-
essarily by recommender-system researchers. Thus, the eval-
uation should be flexible on testing recommender algorithms
according to business analysts’ needs using interactive queries
and parameters. What is, therefore, required is to pro-
vide support for evaluation of recommender systems’ perfor-
mance based on popular online analytical processing (OLAP)
operations. Combined with support for visual analysis, ac-
tions such as drill-down or slice/dice, allow assessment of the
performance of recommendations in terms of business objec-
tives. For instance, business analysts may want to examine
various performance measures at different levels (e.g., hierar-
chies in categories of recommended products), detect trends
in time (e.g., elevation of average product rating following a
change in the user interface), or segment the customers and
identify the recommendation quality with respect to each
customer group. Furthermore, the interactive and visual
nature of this process allows easy adaptation of the queries
according to insights already gained.

In this paper, we propose a novel approach to the eval-
uation of recommender systems. Based on the aforemen-
tioned motivation factors, the proposed methodology builds
on multidimensional analysis, allowing the consideration of
various aspects important for judging the quality of a rec-
ommender system in terms of real-world applications. We
describe a way for designing and developing the proposed ex-
tensible multidimensional framework, and provide insights
into its applications. This enables integration, combination
and comparison of both, the presented and additional, mea-
sures (metrics).

To assess the benefits of the proposed framework, we have
implemented a research prototype and now present experi-
mental results that demonstrate its effectiveness.

Our main contributions are summarized as follows:

• A flexible multidimensional framework for evaluating
recommender systems.
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• A comprehensive procedure for efficient development
of the framework in order to support analysis of both,
dataset facets and algorithms’ performance using in-
teractive OLAP queries (e.g., drill-down, slice, dice).

• The consideration of an extended set of evaluation
measures, compared to standards such as the RMSE.

• Experimental results with intuitive outcomes based on
swift visual analysis.

2. RELATED WORK
For general analysis of recommender systems, Breese [5]

and Herlocker et al. [11] provide a comprehensive overview
of evaluation measures with the aim of establishing compa-
rability between recommender algorithms. Nowadays, the
generally employed measures within the prevailing recom-
mender tasks are MAE, (R)MSE, precision, recall, and F-
measure. In addition further measures including confidence,
coverage and diversity related measures are discussed but
not yet broadly used. Especially the latter two have at-
tracted attention over the last years as it is still not certain
whether today’s predictive accuracy or precision and recall
related measures correlate directly with interestingness for
a system’s end users. As such various authors proposed and
argued for new evaluation measures [22, 21, 6]. Ziegler [22]
has analyzed the effect of diversity with respect to user sat-
isfaction and introduced topic diversification and intra-list
similarity as concepts for the recommender system commu-
nity. Zhang and Hurley [21] have improved the intra-list
similarity and suggested several solution strategies to the di-
versity problem. Celma and Herrera [6] have addressed the
closely related novelty problem and propose several techni-
cal measures for coverage and similarity of item recommen-
dation lists. All these important contributions focus on re-
porting single aggregate numbers per dataset and algorithm.
While our framework can deliver those, too, it goes beyond
that by its capability of combining the available measures
and, most importantly, dissecting them among one or more
dimensions.

Analysis of the end users’ response to recommendations
and their responses’ correlation with the error measures used
in research belongs to the field of Human-Recommender In-
teraction. It is best explored by user studies and large scale
experiments, but both are very expensive to obtain and thus
rarely conducted and rather small in scale. Select studies are
[13, 14, 4]. Though in the context of classical information
retrieval, Joachims et al [13] have conducted a highly rele-
vant study on the biasing effect of the position an item has
within a ranked list. In the context of implicit feedback vs.
explicit feedback Jones et al [14] have conducted an impor-
tant experiment on the preferences of users concerning rec-
ommendations generated by unobtrusively collected implicit
feedback compared to recommendations based on explicitly
stated preferences. Bollen et al. [4] have researched the ef-
fect of recommendation list length in combination with rec-
ommendation quality on perceived choice satisfaction. They
found that for high quality recommendations, longer lists
tend to overburden the user with difficult choice decisions.
Against the background of those results we believe that for
initial research on a dataset, forming an idea, checking if
certain effects are present, working on collected data with
a framework like the one presented is an acceptable proxy.

With findings gained in this process, conducting meaningful
user studies is an obvious next step.

Recent interesting findings with respect to dataset charac-
teristics are e.g. the results obtained during the Netflix chal-
lenge [3, 17] on user and item base- effects and time-effects in
data. When modeled appropriately, they have a noteworthy
effect on recommender performance. The long time it took
to observe these properties of the dataset might be an indi-
cator for the fact that with currently available tools proper
analysis of the data at hand is more difficult and tedious
than it should be. This motivates the creation of easy-to-
use tools enabling thorough analysis of the datasets and the
recommender algorithm’s results and presenting results in
an easy to consume way for the respective analysts.

Notable work regarding the integration of OLAP and rec-
ommender systems stems from the research of Adomavicius
et al. [2, 1]. They treat the recommender problem setting
with its common dimensions of users, items, and rating as in-
herently multidimensional. But unlike this work, they focus
on the multidimensionality of the generation of recommen-
dations and on the recommenders themselves being multi-
dimensional entities that can be queried like OLAP cubes
(with a specifically derived query language, RQL). In con-
trast, our work acknowledges the multidimensional nature
of recommender systems, but focusses on their multidimen-
sional evaluation.

Existing frameworks for recommender systems analysis
usually focus on the automatic selection of one recommenda-
tion technique over another. E.g., [10] is focussed on an API
that allows retrieval and derivation of user satisfaction with
respect to the recommenders employed. The AWESOME
system by Thor and Rahm [20], the closest approach to that
presented here, shares the data warehousing approach, the
description of the necessary data preparation (ETL), and
the insight of breaking down the measures used for recom-
mender performance analysis by appropriate categories. But
contrary to the approach presented here, the AWESOME
framework is solely focussed on website performance and re-
lies on static SQL-generated reports and decision criteria.
Furthermore, it incorporates no multidimensional approach
and does not aim at simplifying end-user-centric analysis or
interactive analysis at all.

3. FRAMEWORK REQUIREMENTS

3.1 The Role of a Multidimensional Model
Business analysts expect all data of a recommender sys-

tems (information about items, generated recommendations,
user preferences, etc.) to be organized around business enti-
ties in form of dimensions and measures based on a multidi-
mensional model. A multidimensional model enforces struc-
ture upon data and expresses relationships between data
elements [19]. Such a model, thus, allows business analysts
to investigate all aspects of their recommender system by
using the popular OLAP technology [7]. This technology
provides powerful analytical capabilities that business an-
alysts can query to detect trends, patterns and anomalies
within the modeled measures of recommender systems’ per-
formance across all involved dimensions.

Multidimensional modeling provides comprehensibility for
the business analysts by organizing entities and attributes
of their recommender systems in a parent-child relationship
(1:N in databases terminology), into dimensions that are
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Figure 1: The recommender evaluation framework.
The dimensions specified are connected with both
fact table groups (dashed boxes in the center) and
are thus available in both resulting cubes. End users
can connect to the Rating Prediction and Item Rec-
ommendation cubes.

identified by a set of attributes. For instance, the dimension
of recommended items may have as attributes the name of
the product, its type, its brand and category, etc. For the
business analyst, the attributes of a dimension represent a
specific business view on the facts (or key performance indi-
cators), which are derived from the intersection entities. The
attributes of a dimension can be organized in a hierarchical
way. For the example of a dimension about the user of the
recommender systems, such a hierarchy can result from the
geographic location of the user (e.g., address, city, or coun-
try). In a multidimensional model, the measures (sometimes
called facts) are based in the center with the dimensions sur-
rounding them, which forms the so called star schema that
can be easily recognized by the business analysts. The star
schema of the proposed framework will be analyzed in the
following section.

It is important to notice that aggregated scores, such as
the RMSE, are naturally supported. Nevertheless, the power
of a multidimensional model resides in adding further de-
rived measures and the capability of breaking all measures
down along the dimensions defined in a very intuitive and
highly automated way.

3.2 Core Features
Organizing recommender data in a principled way pro-

vides automation and tool support. The presented frame-
work enables analysis of all common recommender datasets.
It supports both rating prediction and item recommenda-
tion scenarios. Besides that, data from other application
sources can and should be integrated for enriched analysis
capabilities. Notable sources are ERP systems, eCommerce
systems and experimentation platform systems employing
recommender systems. Their integration leverages analysis
of the recommender data by the information available within
the application (e.g., recommender performance given the
respective website layouts) and also analysis of the appli-
cation data by recommender information (e.g., revenue by
recommender algorithm).

Compared to RMSE, MAE, precision, recall, and F-measure,
more information can be obtained with this framework as,
first, additional measures e.g. for coverage, novelty, diver-

sity analysis are easily integrated and thus available for all
datasets. Second, all measures are enhanced by the respec-
tive ranks, (running) differences, (running) percentages, to-
tals, standard deviations and more.

While a single numerical score assigned to each recom-
mender algorithm’s predictions is crucial for determining
winners in challenges or when choosing which algorithm to
deploy [8], from an business insight point of view a lot of in-
teresting information is forgone this way. Relationships be-
tween aspects of the data and their influence on the measure
may be hidden. One such may be deteriorating increase in
algorithmic performance with respect to an increasing num-
ber of rating available per item, another the development of
the average rating over the lifetime of an item in the prod-
uct catalog. A key capability of this framework is exposing
intuitive ways for analyzing the above measures by other
measures or related dimensions.

From a usability point of view, this framework contributes
convenient visual analysis empowering drag-drop analysis
and interactive behavior. Furthermore, convenient visual
presentation of the obtained results is integrated from the
start as any standard conforming client can handle it. Man-
ual querying is still possible as is extending the capabilities of
the framework with custom measures, dimensions, or func-
tions and post-processing of received results in other appli-
cations. Inspection of the original source data is possible via
custom actions which allow the retrieval of the source rows
that produced the respective result. Last but not least, ag-
gregations allow for very fast analysis of very large datasets,
compared to other tools.

The following section elaborates on the architecture of the
multidimensional model that is used by the proposed frame-
work, by providing its dimensions and measures.

4. THE ARCHITECTURE OF THE MULTI-
DIMENSIONAL FRAMEWORK

Figure 1 gives an overview of the architecture of the frame-
work. The source data and the extract-transform-load (ETL)
process cleaning it and moving it into the data store are lo-
cated at the bottom of the framework. The middle tier
stores the collected information in a data warehouse manner
regarding facts (dashed boxes in the center) and dimensions
(surrounding the facts). The multidimensional cubes (for
rating recommendation and item prediction) sitting on top
of the data store provide access to an extended set of mea-
sures (derived from the facts in the warehouse) that allow
automatic navigation along their dimensions and interaction
with other measures.

4.1 The Data Flow
The data gathered for analysis can be roughly divided into

two categories:

Core data: consisting of the algorithms’ training data, such
as past ratings, purchase transaction information, on-
line click streams, audio listening data, ... and the
persisted algorithms’ predictions.

Increase-insight data: can be used as a means to lever-
age the analytic power of the framework. It consists
roughly of user master data, item master data, user
transactional statistics, and item transactional statis-
tics. This data basically captures the metadata and
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usage statistics data not directly employed by current
recommender algorithms (such as demographic data,
geographic data, customer performance data. . . ).

In case of recommender algorithms employed in produc-
tion environments, relational databases housing the trans-
actional system (maybe driving an e-commerce system like
an ERP system or an online shop) will store rich business
master data such as item and user demographic information,
lifetime information and more, next to rating information,
purchase information, and algorithm predictions. In case of
scientific applications, different text files containing e.g. rat-
ing information, implicit feedback, and the respective user
and item attributes for training and the algorithms’ predic-
tions are the traditional source of the data.

From the respective source, the master data, the transac-
tional data, and the algorithm predictions are cleaned, trans-
formed, and subsequently imported into a data warehouse.
Referential integrity between the elements is maintained, so
that e.g. ratings to items not existing in the system are im-
possible. Incongruent data is spotted during insert into the
recommender warehouse and presented to the data expert.

Inside the framework, the data is logically split into two
categories: measures (facts) that form the numeric infor-
mation for analysis, and dimensions that form the axes of
analysis for the related measures. In the framework schema
(figure 1), the measures are stylized within the dashed boxes.
The dimensions surrounding them and are connected to both,
the rating prediction and the item recommendation mea-
sures.

4.2 The Measures
Both groups of measures analyzed by the framework—

the measures for item recommendation algorithms and the
measures for rating prediction algorithms—can be divided
into basic statistical and information retrieval measures.

Statistical measures: Among the basic statistical measures
are counts and distinct counts, ranks, (running) dif-
ferences and (running) percentages of various totals
for each dimension table, train ratings, test ratings
and predicted ratings; furthermore, averages and their
standard deviations for the lifetime analysis, train rat-
ings, test ratings, and predicted ratings.

Information retrieval measures: Among the information
retrieval measures are the popular MAE and (R)MSE
for rating prediction, plus user-wise and item-wise ag-
gregated precision, recall and F-measure for item pre-
diction. Novelty, diversity, and coverage measures are
also included as they provide additional insight. Fur-
thermore, for comparative analysis, the differences in
the measures between any two chosen (groups of) pre-
diction methods are supported as additional measures.

In case a recommender system and thus this framework is
accompanied by a commercial or scientific application, this
application usually will have measures of its own. These
measures can easily be integrated into the analysis. An ex-
ample may be an eCommerce application adding sales mea-
sures such as gross revenue to the framework. These external
measures can interact with the measures and the dimension
of the framework.1

1E.g., the revenue could be split up by year and recommen-

4.3 The Dimensions
The dimensions are used for slicing and dicing the selected

measures and for drilling down from global aggregates to fine
granular values. For our framework, the dimensions depicted
in figure 1 are:

Date: The Date dimension is one of the core dimensions
for temporal analysis. It consists of standard mem-
bers such as Year, Quarter, Month, Week, Day and
the respective hierarchies made up from those mem-
bers. Furthermore, Year-to-date (YTD) and Quar-
ter/Month/Week/Day of Year logic provides options
such as searching for a Christmas or Academy Awards
related effect.

Time: The Time dimension offers Hour of Day and Minute
of Day/Hour analysis. For international datasets this
dimension profits from data being normalized to the
time zone of the creator (meaning the user giving the
rating).

Age: The Age dimension is used for item and user lifetime
analysis. Age refers to the relative age of the user
or item at the time the rating is given/received or an
item from a recommendation list is put into a shopping
basket and allows for analysis of trends in relative time
(c.f. section 6).

User : User and the related dimensions such as UserProfile
and UserDemographics allow for analysis by user mas-
ter data and by using dynamically derived informa-
tion such as activity related attributes. This enables
grouping of the users and content generated by them
(purchase histories, ratings) by information such as #
of ratings or purchases, # of days of activity, gender,
geography...

Item: Item and the related dimensions such as ItemCate-
gory and ItemComponent parallel the user-dimensions.
In a movie dataset, the item components could be, e.g.,
actors, directors, and other credits.

Prediction Method : The Prediction Method dimension al-
lows the OLAP user to investigate the effects of the
various classes and types or recommender systems and
their respective parameters. Hierarchies, such as Rec-
ommender Class, Recommender Type, Recommender
Parameters, simplify the navigation of the data.

eCommerce: As recommender algorithms usually accom-
pany a commercial or scientific application (e.g., eCom-
merce) having dimensions of its own, these dimensions
can easily be integrated into and be used by our frame-
work.

Experimentation: In case this framework is used in an
experiment-driven scenario [8], such as an online or
marketing setting, Experimentation related dimensions
should be used. They parallel the PredictionMethod
dimension, but are more specific to their usage sce-
nario.

dation method, showing the business impact of a recom-
mender.
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5. PROTOTYPE DESCRIPTION
This section describes the implementation of a research

prototype for the proposed framework. The prototype was
implemented using Microsoft SQL Server 2008 [18] and was
used later for our performance evaluation.

In our evaluation, the prototype considers the Movielens
1m dataset [9], which is a common benchmark for recom-
mender systems. It consists of 6.040 users, 3.883 items, and
1.000.209 ratings received over roughly three years. Each
user has at least 20 ratings and the metadata supplied for
the users is userId, gender, age bucket, occupation, and zip-
code. Metadata for the item is movieId, title and genre
information.

Following a classical data warehouse approach [15, 12], the
database tables are divided into dimension and fact tables.
The dimension tables generally consist of two kinds of in-
formation: static master data and dynamic metadata. The
static master data usually originates from an ERP system or
another authoritative source and contains e.g. naming infor-
mation. The dynamic metadata is derived information in-
teresting for evaluation purposes, such as numbers of ratings
given or time spent on the system. To allow for an always
up to date and rich information at the same time, we fol-
low the approach of using base tables for dimension master
data and views for dynamic metadata derived through var-
ious calculations. Further views then expose the combined
information as pseudo table. The tables used in the ware-
house of the prototype are Date, Time, Genre (instantiation
of Category), Item, ItemGenre (table needed for mapping
items and genres), Numbers (a helper table), Occupation,
PredictedRatings, PredictedItems, PredictionMethod, Tes-
tRatings, TestItems, TrainRatings, TrainItems, and User.
The Item and User table are in fact views over the mas-
ter data provided with the Movielens dataset and dynamic
information gathered from usage data. Further views are
SquareError, UserwiseFMeasure, AllRatings, and AgeAnal-
ysis.

On top of the warehouse prototype, an OLAP cube for
rating prediction was created using Microsoft SQL Server
Analysis Services. Within this cube, the respective mea-
sures were created: counts and sums, and further derived
measures such as distinct counts, averages, standard devi-
ations, ranks, (running) differences and (running) percent-
age. The core measures RMSE and MAE are derived from
the error between predicted and actual ratings. The most
important OLAP task with respect to framework develop-
ment is to define the relationships between the measures and
dimensions, as several dimensions are linked multiple times
(e.g. the Age dimension is role-playing as it is linked against
both item age and user age) or only indirect relationships
exist (such as between category and rating the relationship
is only established via item). Designing the relationships
has to be exercised very carefully, as both correctness of the
model and the ability to programmatically navigate dimen-
sions and measures (adding them on the report axes, mea-
sure field or as filters) depend on this step. Linking mem-
bers enables generic dimensions such as Prediction Method
A, and Prediction Method B, that can be linked to chosen
dimension members. This renders unnecessary the creation
of the n(n− 1)/2 possible measures yielding differences be-
tween any two prediction methods A and B (for, say, RMSE
or F-measure). Furthermore, this approach allows choosing
more than one dimension member, e.g. several runs of one

algorithm with different parameters, as one linked member
for aggregate analysis.

Before we go on to the evaluation of our prototype, let
us state that our framework describes more than simply a
model for designing evaluation frameworks. The prototype
serves well as a template for other recommender datasets,
too. With nothing changed besides the data load procedure,
it can be used directly for, e.g., the other Movielens datasets,
the Netflix challenge dataset or the Eachmovie dataset. Ad-
ditional data available in those datasets (e.g. the tagging
information from the Movielens 10m dataset) are either ig-
nored or require an extension of the data warehouse and the
multidimensional model (resulting in new analysis possibil-
ities).

6. PERFORMANCE EVALUATION
In the previous section we have described the implementa-

tion of a research prototype of the proposed framework using
the Movielens 1m dataset. Building on this prototype, we
proceed with presenting a set of results that are obtained by
applying it.

We have to clarify that the objective of our experimental
evaluation is not limited to the comparison of specific rec-
ommender algorithms, as it is mostly performed in works
that propose such algorithms. Our focus is, instead, on
demonstrating the flexibility and easiness with which we can
answer important questions for the performance of recom-
mendations. It is generally agreed that explicitly modelling
the effects describing changes in the rating behavior over
the various users (user base-effect), items (item base-effect),
and age of the respective item or user (time effects) [3, 16,
17]. For this reason, we choose to demonstrate the ben-
efits of the proposed framework by setting our scope on
those effects followed by exemplary dissecting the perfor-
mance of two widely examined classes of recommender algo-
rithms, i.e., collaborative filtering and matrix factorization.
We also consider important the exploratory analysis of items
and users, which can provide valuable insights for business
analysts about factors determining the performance of their
recommender systems. We believe that the results presented
in the following demonstrate how easy it is to obtain them
by using the proposed framework, which favors its usage in
real-world applications, but also can provide valuable con-
clusions to motivate the usage of the framework for pure re-
search purpose, since it allows for observing and analyzing
the performance by combining all related dimensions that
are being modeled.

All results presented in the remainder of this section could
easily be obtained graphically by navigating the presented
measures and dimensions using Excel 2007 as multidimen-
sional client.

6.1 Exploratory Data Analysis
Using the framework, the first step for a research and a

business analytics approach is exploring the data. As an
example, the Calendar dimension (Date) is used to slice
the average rating measure. Figure 2 presents this as pivot
chart. The sharp slumps noticeable in March and August
2002 together with a general lack of smoothness beyond mid
2001 arouse curiosity and suggest replacing average rating
by rating count (figure not shown). Changing from counts
to running percentages proves that about 50 percent of the
ratings in this dataset are spent within the first six months
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Figure 2: Average rating by date
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Figure 3: Rating count by date (running percent-
ages)

out of nearly three years. Within two more months 90 per-
cent of the ratings are assigned, roughly seven percent of the
data for 50 percent of the time (figure 3).

6.1.1 Item Analysis
The framework allows an easy visualization of the item

effect described e.g. in [16], namely that there usually is a
systematic variation of the average rating per item. Adi-
tionally, other factors can easily be integrated in such an
analysis. Figure 4 shows the number of ratings received
per item sorted by decreasing average rating. This under-
lines the need for regularization when using averages, as the
movies rated highest only received a vanishing number of
ratings.

Moving on the x-axis from single items to rating count
buckets containing a roughly equal number of items, a trend
of heavier rated items being rated higher can be observed
(figure omitted for space reasons). A possible explanation

Figure 4: Item rating count sorted by decreasing
average rating
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Figure 5: The all-time classics effect. Ratings tend
to increase with the age of the movie at the time the
rating is received. Age is measured in time since the
first rating recorded.

might be that blockbuster movies accumulate a huge num-
ber of generally positive ratings during a short time and the
all-time classics earn a slow but steady share of additional
coverage. That all-time classics receive higher ratings can
nicely be proved with the framework, too. Consistent with
findings during the final phase of the Netflix competition by
Koren [17], figure 5 shows a justification for the good re-
sults obtained by adding time-variant base effects to recom-
mender algorithms. Besides the all-time classics effect, the
blockbuster effect can also be observed (figure 6), showing
that items who receive numerous ratings per day on average
also have a higher rating.
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Figure 6: The blockbuster effect. Increasing aver-
age item rating with increasing number of ratings
received per day.

Slicing the average rating by Genre shows a variation
among the different genre with Film-Noir being rated best
(average rating 4.07, 1.83% of ratings received), and Hor-
ror being rated worst (3.21, 7,64%). Of the Genres with at
least ten percent of the ratings received Drama scores high-
est (3.76, 34.45%) and Sci-Fi lowest (3.46, 15.73%). Figure
not shown.

6.1.2 User Analysis
The user effect can be analyzed just as easy as the item ef-

fect. Reproducing the analysis explained above on the users,
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Figure 7: The effect of the number of ratings per
user on the average rating

it is interesting to notice that for heavy raters the user rat-
ing count effect is inverse to the item rating count effect
described above (figure 7): the higher the amount of ratings
spent by a given user, the lower his or her average rating.
One explanation to this behavior might be that real heavy
raters encounter a lot of rather trashy or at least low quality
movies.

6.2 Recommender Model Diagnostics
For algorithm performance comparison, the Movielens 1m

ratings were randomly split into two nearly equal size parti-
tions, one for training (500103), and one for testing (500104
ratings). Algorithm parameter estimation was conducted on
the training samples only, predictions were conducted solely
on the test partition. Exemplarily, a vanilla matrix fac-
torization (20 features, regularization 0.09, learn rate 0.01,
56 iterations, hyperparameters optimized by 5-fold cross-
validation) is analyzed.2

For a researcher the general aim will be to improve the
overall RMSE or F-Measure, depending on the task, as this
is usually what wins a challenge or raises the bar on a given
dataset. For a business analyst this is not necessarily the
case. A business user might be interested in breaking down
the algorithm’s RMSE over categories or top items or top
users as this may be relevant information from a monetary
aspect. The results of the respective queries may well lead
to one algorithm being replaced by another on a certain part
of the dataset (e.g. subset of the product hierarchy).

In figure 8, RMSE is plotted vs. item rating count in
train.This indicates that more ratings on an item do help
factor models. Interpreted the other way around, for a busi-
ness user, this implies that this matrix factorization yields
best performance on the items most crucial to him from a
top sales point of view (though for slow seller other algo-
rithms might be more helpful).

The same trend can be spotted when RMSE is analyzed by
user rating count on the training set (figure omitted for space
reasons), though the shape of the curve follows a straighter
line than for the item train rating count (where it follows
more an exponential decay).

Due to the approach taken in the design of the OLAP
cube the number of recommender algorithms comparable as
A and B is not limited; neither does it have to be exactly
one algorithm being compared with exactly one other, as

2The matrix factorization yielded an RMSE of 0.8831 given
the presented train-test split.
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Figure 8: Item rating count effect on a factor model.
Buckets created on roughly equal item count.
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Figure 9: Difference in RMSE between Matrix Fac-
torization (MF) and Global Average (GA) vs. rat-
ings available per item on the train dataset.

multiple selection is possible. Furthermore—given the pre-
dictions are already in the warehouse—replacing one method
by another or grouping several methods as A or B can nicely
be achieved by selecting them in the appropriate drop-down
list. Exemplarily, the matrix factorization analyzed above
is compared to the global average of ratings as baseline rec-
ommendation method. Figure 9 reveals that for this factor
model more ratings on train do increase the relative per-
formance, as expected, up to a point from which the static
baseline method will gain back roughly half the lost ground.
Investigation of this issue might be interesting for future
recommender models.

All results presented could be obtained very fast: when
judging the time needed to design query and report (chart)—
which was on average seconds for construction of the query
and making the chart look nice—, and when judging execu-
tion time—which was in the sub-second timeframe.

7. CONCLUSIONS
We have proposed a novel multidimensional framework

for integrating OLAP with the challenging task of evalu-
ating recommender systems. We have presented the archi-
tecture of the framework as a template and described the
implementation of a research prototype. Consistent with
the other papers at this workshop, the authors of this work
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believe that the perceived value of a system largely depends
on its user interface. Thus, this work provides an easy to
use framework supporting visual analysis. Our evaluation
demonstrates, too, some of the elegance of obtaining ob-
servations with the proposed framework. Besides showing
the validity of findings during the recent Netflix prize on
another dataset, we could provide new insights, too. With
respect to the recommender performance evaluation and the
validity of RMSE as an evaluation metric, it would be inter-
esting to see if a significant difference in RMSE concerning
the amount of ratings present in the training set would also
lead to significant effects in a related user study.

In our future work, we will consider the extension of our
research prototype and develop a web-based implementation
that will promote its usage.

8. ACKNOWLEDGMENTS
The authors gratefully acknowledge the co-funding of their

work through the European Commission FP7 project My-
Media (grant agreement no. 215006) and through the Eu-
ropean Regional Development Fund project LEFOS (grant
agreement no. 80028934).

9. REFERENCES
[1] G. Adomavicius, R. Sankaranarayanan, S. Sen, and

A. Tuzhilin. Incorporating contextual information in
recommender systems using a multidimensional
approach. ACM Trans. Inf. Syst., 23(1):103–145, 2005.

[2] G. Adomavicius and A. Tuzhilin. Multidimensional
recommender systems: A data warehousing approach.
In WELCOM ’01: Proceedings of the Second
International Workshop on Electronic Commerce,
pages 180–192, London, UK, 2001. Springer-Verlag.

[3] R. Bell, Y. Koren, and C. Volinsky. Modeling
relationships at multiple scales to improve accuracy of
large recommender systems. In KDD ’07: Proceedings
of the 13th ACM SIGKDD international conference on
Knowledge discovery and data mining, pages 95–104,
New York, NY, USA, 2007. ACM.

[4] D. Bollen, B. P. Knijnenburg, M. C. Willemsen, and
M. Graus. Understanding choice overload in
recommender systems. In RecSys ’10: Proceedings of
the 2010 ACM conference on Recommender systems,
New York, NY, USA, 2010. ACM.

[5] J. S. Breese, D. Heckerman, and C. Kadie. Empirical
analysis of predictive algorithms for collaborative
filtering. In MSR-TR-98-12, pages 43–52. Morgan
Kaufmann, 1998.

[6] O. Celma and P. Herrera. A new approach to
evaluating novel recommendations. In RecSys ’08:
Proceedings of the 2008 ACM conference on
Recommender systems, pages 179–186, New York, NY,
USA, 2008. ACM.

[7] E. Codd, S. Codd, and C. Salley. Providing OLAP to
user-analysts: An it mandate. Ann Arbor,MI, 1993.

[8] T. Crook, B. Frasca, R. Kohavi, and R. Longbotham.
Seven pitfalls to avoid when running controlled
experiments on the web. In KDD ’09: Proceedings of
the 15th ACM SIGKDD international conference on
Knowledge discovery and data mining, pages
1105–1114, New York, NY, USA, 2009. ACM.

[9] GroupLens. Movielens data sets.
http://www.grouplens.org/node/73.

[10] C. Hayes, P. Massa, P. Avesani, and P. Cunningham.
An on-line evaluation framework for recommender
systems. In In Workshop on Personalization and
Recommendation in E-Commerce (Malaga. Springer
Verlag, 2002.

[11] J. L. Herlocker, J. A. Konstan, L. G. Terveen, and
J. T. Riedl. Evaluating collaborative filtering
recommender systems. ACM Trans. Inf. Syst.,
22(1):5–53, 2004.

[12] W. H. Inmon. Building the Data Warehouse. Wiley,
4th ed., 2005.

[13] T. Joachims, L. Granka, B. Pan, H. Hembrooke, and
G. Gay. Accurately interpreting clickthrough data as
implicit feedback. In SIGIR ’05: Proceedings of the
28th annual international ACM SIGIR conference on
Research and development in information retrieval,
pages 154–161, New York, NY, USA, 2005. ACM.

[14] N. Jones, P. Pu, and L. Chen. How users perceive and
appraise personalized recommendations. In UMAP
’09: Proceedings of the 17th International Conference
on User Modeling, Adaptation, and Personalization,
pages 461–466, Berlin, Heidelberg, 2009.
Springer-Verlag.

[15] R. Kimball and M. Ross. The Data Warehouse
Toolkit: The Complete Guide to Dimensional
Modeling. Wiley, 2nd ed., 2002.

[16] Y. Koren. Factorization meets the neighborhood: a
multifaceted collaborative filtering model. In KDD ’08:
Proceeding of the 14th ACM SIGKDD international
conference on Knowledge discovery and data mining,
pages 426–434, New York, NY, USA, 2008. ACM.

[17] Y. Koren. Collaborative filtering with temporal
dynamics. In KDD ’09: Proceedings of the 15th ACM
SIGKDD international conference on Knowledge
discovery and data mining, pages 447–456, New York,
NY, USA, 2009. ACM.

[18] Microsoft. Microsoft SQL Server 2008 homepage.
http://www.microsoft.com/sqlserver/2008/.

[19] J. O’Brien and G. Marakas. Management Information
Systems. McGraw-Hill/Irwin, 9th ed., 2009.

[20] A. Thor and E. Rahm. Awesome: a data
warehouse-based system for adaptive website
recommendations. In VLDB ’04: Proceedings of the
Thirtieth international conference on Very large data
bases, pages 384–395. VLDB Endowment, 2004.

[21] M. Zhang and N. Hurley. Avoiding monotony:
improving the diversity of recommendation lists. In
RecSys ’08: Proceedings of the 2008 ACM conference
on Recommender systems, pages 123–130, New York,
NY, USA, 2008. ACM Press.

[22] C.-N. Ziegler, S. M. McNee, J. A. Konstan, and
G. Lausen. Improving recommendation lists through
topic diversification. In WWW ’05: Proceedings of the
14th international conference on World Wide Web,
pages 22–32, New York, NY, USA, 2005. ACM.

41

FULL PAPER 
 

Proceedings of the ACM RecSys 2010 Workshop on User-Centric Evaluation of Recommender Systems and Their Interfaces (UCERSTI), 
Barcelona, Spain, Sep 30, 2010 

Published by CEUR-WS.org, ISSN 1613-0073, online ceur-ws.org/Vol-612/paper6.pdf

Copyright © 2010 for the individual papers by the papers' authors. Copying permitted only for private and academic purposes. 
This volume is published and copyrighted by its editors: Knijnenburg, B.P., Schmidt-Thieme, L., Bollen, D.



Recommendations for End-User Development 
Will Haines 

SRI International 
333 Ravenswood Ave. 
Menlo Park, CA 94025 

1 650-859-6153 

haines@ai.sri.com 

Melinda Gervasio 
SRI International 

333 Ravenswood Ave. 
Menlo Park, CA 94025 

1 650-859-4411 

gervasio@ai.sri.com 

 Aaron Spaulding 
SRI International 

333 Ravenswood Ave. 
Menlo Park, CA 94025 

1 650-859-3911 

spaulding@ai.sri.com 

 Bart Peintner 
SRI International 

333 Ravenswood Ave. 
Menlo Park, CA 94025 

1 650-859-3209 

peintner@ai.sri.com 

ABSTRACT 
End-user development (EUD), the practice of users creating, 
modifying, or extending programs for personal use, is a valuable 
but often challenging task for nonprogrammers. From the 
beginning, EUD systems have shown that recommendations can 
improve the user experience. However, these usability 
improvements are limited by a reliance on handcrafted rules and 
heuristics to generate reasonable and useful suggestions. When 
the number of possible recommendations is large or the available 
context is too limited for traditional reasoning techniques, 
recommender technologies present a promising solution. In this 
paper, we provide an overview of the state of the art in end-user 
development, focusing on the different kinds of recommendations 
made to users. We identify four classes of suggestion that could 
most directly benefit from existing recommendation techniques. 
Along the way we explore straightforward applications of 
recommender algorithms as well as a few difficult but high-value 
recommendation problems in EUD. We discuss the ways that 
EUD systems have been evaluated in the past and suggest the 
modifications necessary to evaluate recommenders within the 
EUD context. We highlight EUD research as one area that can 
facilitate the transition of recommender system evaluation from 
algorithmic performance evaluation to a more user-centered 
approach. We conclude by restating our findings as a new set of 
research challenges for the recommender systems community. 

Categories and Subject Descriptors 
H.1.2 [Models and Principles]: User/Machine Systems – end-
user development, recommender systems. 

General Terms 
Algorithms, Design, Experimentation, Human Factors. 

Keywords 
end-user development, recommender systems. 

1. INTRODUCTION: THE CASE FOR 
END-USER DEVELOPMENT 
Computing devices are ubiquitous in today’s professional 
environments and are increasingly invading our homes and mobile 
lives. Unfortunately, a deep understanding of these systems, and 
the ability to modify them, remains confined to the realm of the 
specialist. While the human-computer interaction community has 
made great strides in improving software usability, it has devoted 
far less attention to making systems customizable by end-users 
[22]. We argue here that existing recommender techniques can 
make a meaningful contribution toward increasing the usability, 
and therefore the acceptance and proliferation, of customizable 
software. 

The current state of the art in user-centered software design is to 
engage users in an iterative design process and to test systems 
with users to refine the interaction design. Customization, if 
available, is built into the system at design time as a bounded 
number of user-selectable options. However, as workflows and 
processes change over time, even customized software 
applications need updates. Currently, the burden of these updates 
falls on the shoulders of professional developers, but the pool of 
users needing customizations is expected to grow much faster 
than the supply of professional software engineers [3].  

One promising approach is end-user development (EUD), the 
practice of users creating, modifying, or extending programs for 
personal use [22,18]. This approach has two main benefits. One, it 
puts systems design in the hands of the domain experts who are 
most familiar with what needs should be met. Two, it scales with 
both a rapid increase in users and the increasing rate of change of 
many business processes. Unfortunately, EUD faces one major 
challenge—most end users do not have the specialized knowledge 
currently required to perform even basic development tasks [25].  

As such, EUD research mainly focuses on approaches for 
lowering the barrier of entry to software development. Such 
approaches cover a wide spectrum, from enhancing the macros 
and spreadsheets that millions use every day to sophisticated 
algorithms that create programs by example without ever 
exposing the user to textual code [22]. While the technology 
behind these approaches may vary a great deal, there are some 
crosscutting techniques that seem to improve usability across the 
spectrum of EUD systems. In this paper, we will discuss one 
particular mechanism for improving user performance—system-
generated recommendations.  

As early as 1991, EUD systems like EAGER were using simple 
proactive suggestions as a component of their user interaction [6]. 
When the system detects that the user is performing an iterative 
task, it suggests a sequence of actions for completing the iteration 
automatically. In this case, the recommendation algorithm is 
straightforward, owing to the fact that there is only one 
recommendation type. If the system can complete the iteration it 
makes the recommendation, otherwise it does not.  

Nearly twenty years later, advances in EUD systems have greatly 
expanded the opportunities for offering recommendations; 
however, most approaches continue to rely on constrained forms 
of recommendation that use handcrafted rules to make limited 
types of suggestions. In this paper, we explore the different 
classes of recommendations made in EUD systems, highlighting 
the areas where current approaches fall short and how 
recommender technologies can help fill the gap. Concurrently, we 
emphasize the ways in which these systems have been evaluated 
to date and discuss the ways in which such approaches will need 
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Figure 1. WARP identifies that the user is delayed in creating a document and offers to help [33]. 

modification to successfully evaluate integrated recommenders. 
We believe that by evaluating recommender systems in a user-
focused context like EUD, researchers can facilitate the 
transition of recommender system evaluation from a focus on 
algorithm performance evaluation to a more user-centered 
approach. 

2. INTEGRATING AUTOMATION INTO 
THE USER'S WORKFLOW 
A core tenet of user-centered design is to create systems that 
mesh with users’ existing workflows and environments [3]. 
EAGER is an early example of a tool that incorporates system 
suggestions to help “fit [end-user development] into the user's 
existing workflows” [18]. The focus on workflow integration is 
very important; it is likely that users will ignore an EUD system 
whose barrier to entry is too high. One approach to workflow 
integration, suggested by Lieberman, is to make “the cognitive 
load of switching from using to adapting … as low as possible” 
[22]. One way EUD systems have achieved this low barrier is by 
offering to automate portions of the user’s workflow, essentially 
bypassing an explicit programming process and attempting to 
directly accomplish the user’s task instead.  

2.1 Current Approaches 
One of the earliest approaches to EUD was programming by 
demonstration (PBD), also known as programming by example 
[5,21]. Many PBD systems rely on users explicitly 
demonstrating the process to be automated. However, some 
systems instead rely on implicit examples, continuously 
observing the user’s actions to find repetitions over which they 
can learn a looping program to complete the user’s task. 
Examples include EAGER, Dynamic Macro, and APE [6,24,28]. 
By recommending automation directly within the user’s 
workflow, these systems achieve EUD transparently, without the 
user’s awareness of having programmed the system. However, 
they are limited to automating repetitive tasks within the space 
of the looping programs they can generate.  

A more general approach to automation within the user’s 
workflow relies on activity recognition to observe what the user 
is doing and infer what that user is trying to accomplish. In 
combination with some mechanism for determining appropriate 
assistance, the system can use activity recognition to assist with 
the completion of a task. For example, Lumière uses Bayesian 
user models to offer context-dependent assistance [13]. While 

Lumière can offer assistance on a wider variety of tasks than the 
PBD systems focused on repetitive tasks, it is limited to 
assisting the tasks encoded by the developers, unlike PBD 
systems, which acquire looping programs on the fly. 
Some systems combine aspects of both approaches. WARP  
(Figure 1), like Lumière, utilizes probabilistic models for 
activity recognition on a wide variety of tasks [33]. However, its 
meta-level assistance patterns are designed to work over a 
knowledge base of procedures rather than a developer-defined 
set of tasks. Because of this, the system not only can offer to 
automate more complex tasks but, through EUD, can continue to 
extend its knowledge base to handle a wider variety of tasks. 

Task Assistant is another system that makes recommendations 
over an extensible knowledge base [27]. It allows users to 
explicitly define a workflow that groups of users collaboratively 
execute. It promotes automation by allowing the user to 
manually attach automated procedures, often produced by EUD, 
that support individual tasks in the workflow. Task Assistant 
uses these manual attachments to inform its suggestions for 
attaching other automated procedures to future tasks.  

2.2 Recommender Systems Opportunities 
EUD systems that make automation recommendations within a 
user’s workflow provide a gentle transition from the user’s core 
workflow into the world of programming, as users are generally 
not even aware that programs are being created or selected for 
execution. While current systems already provide useful EUD 
assistance, the use of recommender technology raises the 
possibility of further improvement. 

2.2.1 Recommending shared procedures 
EUD systems such as WARP and Task Assistant, which utilize a 
potentially unbounded set of automated procedures, offer the 
greatest opportunity for the application of recommender 
technology. Consider a shared procedure repository for the 
members of an organization. As the library of assistive 
procedures grows, handcrafting the rules or patterns for 
recommendation becomes more difficult. The problem is 
exacerbated when there are multiple criteria for evaluating 
procedure quality or applicability within a given context. As 
new procedure sources (e.g., web services, new EUD systems) 
continue to proliferate, the problem of finding and automating 
procedures and associating them to user tasks and workflows 
will only increase in frequency and importance. 
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For example, suppose the system determines that a user wants to 
schedule a meeting with some coworkers. The procedure 
repository may contain dozens of meeting scheduling 
procedures—some idiosyncratic to a given organization, some 
specific to certain types of meetings, and some buggy or 
outdated. Even if the procedure repository was constrained only 
to meeting scheduling, it would be difficult to craft a set of rules 
that covered all situations. Using recommender technology, one 
could imagine leveraging information about what other users 
have found useful (or not) to make better decisions about what 
procedures to recommend. The challenge is in incorporating 
sufficient context from the user’s current activity into the 
recommendation algorithms.  

2.2.2 Improving activity recognition 
Instead of applying recommender technology only after 
determining what the user is doing, one could also imagine a 
system like WARP applying a recommender within the activity 
recognition algorithm itself. In this case, the algorithm might be 
able to narrow its search space to the activities that similar 
people have automated or been assisted with in the past. Such an 
enhancement would be particularly valuable in the case where 
the number of identifiable activities is very high. 

2.3 Evaluation 
To evaluate a recommender’s ability to improve an EUD 
system’s level of integration into a user’s workflow, system 
designers must take a more user-centered approach than is 
traditional in recommender system evaluation. Instead of 
focusing on algorithmic performance of independent predictions 
involving a single, primitive task, EUD evaluation must situate 
itself in the context of a user performing a task, often comprising 
multiple subtasks. For Dynamic Macro and APE, this meant 
considering task performance time and user acceptance as part 
of the success criteria for the application [24,28]. Other systems 
may be able perform post-hoc analysis on user logs and avoid 
addressing the user’s workflow directly, but regardless of 
methodology, the type and complexity of the user’s task to 
automate will have some effect on the evaluation results [9]. 

The tasks supported by EUD systems are generally more 
complex than the simple viewing or purchasing decisions 
assisted by a traditional recommender system, so task-oriented 
evaluation can become particularly tricky. When testing even a 
simple task, it is can be difficult to tease apart user interface and 
algorithmic concerns. When the task becomes more complex, a 
simple design mistake can limit the user’s ability to complete a 
task, rendering analysis of a recommender’s efficacy difficult.  

In such cases, it is desirable to control for user interface 
variation using a two-step process. First, a series of short 
qualitative studies can quickly identify high-priority user 
interface problems that can confound later study results. We find 
that think-aloud and heuristic evaluation protocols are well 
suited for this purpose [31,26]. After resolving the issues 
identified qualitatively, one can perform a controlled experiment 
that compares the user interface with a naïve recommendation 
implementation against the same user interface backed by more 
sophisticated algorithms.  

A final consideration for evaluating increased automation and 
activity recognition is that recommendations may occur 
infrequently in comparison to the entire duration of the user’s 
workflow. In this situation, longitudinal study protocols are 

appropriate. In the PBD space, Dynamic Macros and LAPDOG 
both worked with logs collected over an extended period of time 
[24,8]. For activity recognition, such evaluations do not yet exist 
in the literature, but one possible approach is a hybrid diary/log 
study that captures both logging information about when a task 
is recognized appropriately and diary entries capturing instances 
where the user expected a recommendation and received none. 

3. HELPING THE USER MAKE THE 
RIGHT DECISIONS 
The cognitive burden on end-user developers can be further 
reduced, and their task performance improved, by providing 
recommendations that help them make better programming 
decisions. This approach can be of particularly high impact in 
EUD systems that require a mixed-initiative interaction with the 
user—with appropriate recommendations, the user and system 
can move through their dialog more quickly and with fewer 
errors. By using the recommendations to sort lists of 
programming decisions by likelihood of correctness, EUD 
systems can help users make the right decisions in an 
unobtrusive, easy-to-override fashion. 

3.1 Current Approaches 
The Integrated Task Learning (ITL) system provides a 
procedure editor that takes advantage of recommendations to 
produce sensible defaults [11]. For example, to edit the data 
flow in a procedure, a user clicks on the argument to edit, and 
the procedure editor provides a list of suggested changes (Figure 
2). The suggestions in this case are based on reasoning about the 
procedure using scope and type information. This bounds the 
recommendation space to suggestions that would not result in an 
invalid procedure; however, the system currently makes no 
attempt to rank the suggestions in any other way. 

Another task in EUD where sensible default behavior is 
important is the generalization performed by PBD systems 
[5,21]. Because users need to provide the demonstrations from 
which PBD systems learn, a primary challenge is to find the 
correct generalization with as few examples as possible. One 
way to do this is to involve the user in the generalization process 
by presenting candidate generalizations and letting the user pick 
the correct one. Past systems have explored several different 
methods for selecting the candidates to present to the user. For 
example, SMARTedit performs conservative generalization 
within a well-defined version space and then uses a probabilistic 
weighting scheme to rank alternative generalizations [38].  

 
Figure 2. Clicking on ‘resized image 1’ in ITL provides 
suggestions under the heading ‘Use an existing value:’. 
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CHINLE uses a similar scheme not just to rank the candidates 
but also to color-code its interface [9]. LAPDOG uses heuristics 
to guide the inferencing it performs to explain connections 
between parameters and filter out unlikely generalizations [15].  

3.2 Recommender Systems Opportunities 
For this class of problem, recommender systems would likely sit 
behind the scenes, transparently organizing the plethora of 
options that systems currently present to the user. Potentially, 
this input could even cause systems to suppress options that are 
highly unlikely to be to be useful. 

3.2.1 Suggesting preferred defaults 
For a system like ITL, the primary limitation for reasoning is 
that for large procedures, the number of valid suggestions can be 
large, and if the user’s desired edit does not appear high in the 
list of alternatives, that user’s task performance can suffer. As 
with procedure recommendation, in large repositories, 
collaborative or social recommender techniques could also be 
used to improve recommended edits. However, a key difference 
is that the possible edits are information sparse compared to 
procedures. Algorithms would need to utilize the 
recommendation context even more to make appropriate 
suggestions, i.e. “other users in this situation tended to make 
change A” rather than “other users generally like you tended to 
make change A.” Leveraging this context presents a challenge 
that recommender systems are only beginning to explore [1]. 

3.2.2 Suggesting more likely generalizations 
The approach of presenting users with candidate generalizations 
and letting them choose the correct generalization is appealing 
because it transforms the difficult problem (for the system) of 
divining user intent into the relatively easier problem (for the 
user) of recognizing the correct generalization. However, with 
very few demonstrations, the number of alternative 
generalizations can become prohibitively large and determining 
the best ones may be difficult. PBD systems can thus benefit 
from mechanisms to organize the space of options and provide 
guidance toward reasonable generalizations. 

Collaborative or social recommendations may help determine 
what and how to generalize. For example, in SMARTedit, a 
recommender system could speed up learning by suggesting a 
higher level of generalization based on how other similar actions 
were generalized in past procedures. And in LAPDOG, the 
preferences over different explanations could be derived from 
the explanations selected to explain similar actions in procedures 
developed by colleagues within an organization. 

3.3 Evaluation 
When determining the extent to which recommendations help 
users to make appropriate decisions, there are two phases in 
which a rigorous evaluation can be helpful: design time and 
implementation time. Post-implementation evaluations are 
common in the EUD literature but often fail to provide insight 
into the utility of the system in the field. Design evaluations are 
less common, although they are discussed for some systems, 
including ITL and CoScripter [11,20]. Such evaluations can 
define the types of recommendations that are beneficial to the 
user and to establish a set of ideal recommendations against 
which to evaluate actual algorithm performance in context. 

For ITL, early application of think-aloud design evaluation 
methods proved useful to determine that recommended defaults 

would make a big difference in user performance [11]. 
Interestingly, it was possible to discover this insight using a 
wizard-of-oz protocol and thus the study required no actual 
recommender implementation. The lesson here is that it is 
possible to evaluate important EUD user interactions without 
having to settle on a recommender algorithm upfront. 
In the space of recommending likely generalizations, evaluations 
have focused primarily on measuring whether the selected PBD 
algorithm can find the correct generalization—for example, in 
terms of whether it includes the correct generalization or if 
makes a correct predication using the generalization and ranks it 
highly [9,30,5]. In LAPDOG, there is an assumption that users 
will be able to recognize the correct generalization reasonably 
easily. However, many programming constructs, particularly 
when they include variables, are not easy for end users to 
comprehend. SMARTedit and CHINLE circumvent the 
generalization issue by presenting concrete predictions about the 
next step to execute in the context of a specific task. In this 
approach, users never have the sense of creating an actual 
program. Another interesting approach is sloppy programming, 
which represents programs in a pseudo-natural language that is 
interpretable by both humans and computers [22]. In general, 
PBD approaches that require the presentation of learned 
programs to users, whether for verification or for selection, need 
to identify the barriers to understanding such programs. For such 
cases, design-time survey methods may help to determine how 
users conceptualize the space of generalizations, leading system 
designers to more insight about how to create UI affordances to 
help users navigate the space of recommended generalizations. 

4. HANDLING ERRORS 
Much as is the case with professional programmers, end-user 
programmers spend a large proportion of their time debugging 
[29,14]. Consequently, many EUD systems provide mechanisms 
to help users identify and correct errors within their programs. 
Traditional debugging environments provide tools that allow 
developers to explore their code and track down errors; 
however, this exploration is left largely up to the user. A 
growing body of research suggests that for many users, this 
exploration process is hypothesis driven [10]. Unfortunately, 
when users do not have adequate knowledge of exactly how 
their programs execute, they can have difficultly formulating 
correct debugging hypotheses. 

4.1 Current Approaches 
Ko’s Whyline provides a novel approach to supporting 
hypothesis-driven debugging by suggesting “Why?” questions 
for the user to explore when debugging (Figure 3) [17,15]. Its 
current implementation is more focused on professional 
developers than “end-user” developers, but it has been 
successfully implemented in novice programming environments 
and could be extended to pure-EUD systems [15]. 

 
Figure 3. Whyline generates a set of possible questions about 

the black rectangle [17]. 
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By recording and analyzing program execution and relating it 
back to the source code, Whyline is able to generate questions 
that focus on why a particular code segment behaved in a certain 
way rather than simply on why the program produced certain 
output [17]. By automatically identifying code related to 
failures, Whyline bounds the space of appropriate debugging 
hypotheses and helps programmers avoid guesses about 
irrelevant code segments.  

Whyline generates its questions and answers automatically using 
heuristics and program slicing [16]. Questions are limited by 
two heuristics. The first heuristic relates to how users debug: 
hypotheses must reference observable failures. The second 
heuristic limits the number of possible entities to questions 
about code that the user wrote or directly referenced, with the 
expectation that the user will not ask questions about totally 
unfamiliar code. Once Whyline generates a set of questions, it 
extracts answers using program slicing to generate a “causal 
chain” of the code executed [16]. It then presents the questions 
to the user, fetching answers on demand. 

Another approach to error handling is to take the act of 
debugging out of the user’s hands entirely by automatically 
verifying the program for correctness before something goes 
wrong. For some classes of programming problems, EUD 
systems can detect errors and provide suggested fixes without 
forcing the user to search for problems. The ITL procedure 
editor takes this approach when possible (Figure 4) [11]. 

When the user performs an edit that causes an error, such as 
unbinding a variable, the editor detects the error via static 
analysis, marking the offending action. When the user clicks on 
the error icon, the system suggests solutions for that error. The 
solutions are parameterized to fit the given situation, but there 
are only a limited number of solutions at the present time [11].  

4.2 Recommender Systems Opportunities 
Whyline uses highly dynamic techniques to generate its 
hypothesis recommendations; however, it is still limited by its 
output and familiarity heuristics. Both exist to limit the number 
of questions and reduce time necessary to perform program 
slicing; however, as with all heuristics, they may not be correct 
all the time. By reducing the question space using 
recommendations rather than static heuristics, Whyline could 
find more bugs without sacrificing the processing time required 
to slice the program for every possible output primitive. 

4.2.1 Suggesting potential problems based on 
similar programs 
Users do not always test their programs on every possible 
execution path, so the observed output heuristic captures only a 
subset of the bugs that actually exist. A recommender that works 
over a community pool of debugged programs could suggest 
potential problem areas outside of the observed output based on 
problem areas in similar programs. This approach requires 
algorithms to be able to determine what features indicate 
programmatic similarity, a more difficult task than many 
traditional recommender applications. Nevertheless, programs 
are information-rich—the core problem is identifying what 
information is most relevant to determining similarity. 

4.2.2 Suggesting examples 
It is likely that users will be less successful debugging code with 
which they are unfamiliar. The familiarity heuristic weeds out  

 
Figure 4. ITL alerts the user that ‘saved attachments 1’ is 

unbound and suggests two ways to fix the problem. 
libraries that the user cannot modify without source code access, 
but it does not actually address the root cause of the 
unfamiliarity that leads to coding problems. A recommender of 
relevant code examples for problem application programming 
interfaces (APIs) could go a long way toward helping users 
debug calls into unfamiliar source. In fact, Brandt suggests that 
“opportunistic programming,” based on web searches of code 
examples and tutorials, constitutes a primary programming 
approach for novice programmers [4]. His work on supporting 
this sort of programming focuses on how to improve user code 
browsing experiences, but recommendations do not make up the 
core of the approach. It may well be fruitful to see how system-
driven recommendations interact with user-driven browsing to 
support opportunistic programmers. 

4.2.3 Suggesting solutions to programming 
problems 
Once errors are identified, recommending a subsequent fix is 
likely to be a highly relevant challenge for the recommender 
community. Here, current systems tend to pre-engineer 
relatively simple solutions to straightforward errors. If one could 
instead capture the ingenuity of an entire EUD system user 
community, it may be possible to propose solutions for more 
complex classes of problems. By creating a data set out of the 
problems and solutions faced by previous end-user developers, 
recommenders could suggest, and with some extension possibly 
apply, novel solutions to programming problems initially 
unanticipated by the creators of EUD systems. Such an advance 
would make EUD systems much more robust to unexpected 
programming challenges. 

4.3 Evaluation 
Whyline’s evaluation consisted of a task-focused controlled 
experiment of debugging approaches [17]. Such a protocol also 
lends itself to the evaluation of error-handling recommenders 
because it provides a solid task context while still allowing the 
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experimenter to isolate algorithmic performance from user-
interface design choices. For Whyline, a traditional breakpoint 
debugging system served as the control condition, and user task 
completion defined the success criteria. Thus, the experiment 
tested hypotheses about how the interaction design paradigm 
would affect user task performance 
To test the recommender opportunities above, one would instead 
control for user interface deviation and vary the 
recommendations while still measuring task completion to 
evaluate the success of each condition. To manage user interface 
variation, we again suggest following the two-step approach 
advocated in section 2.3, first isolating and solving confounding 
user interface problems qualitatively, and then comparing task 
performance on interface without recommendations against an 
interface with recommendations. 

Other possible conditions to test include recommendation 
domains of varying size or composition. Likewise, testing 
tunable parameters like recommendation confidence or 
recommendation diversity could yield insights into exactly what 
sorts of error-handling recommendations provide the most value 
to end user developers. 

5. SUPPORTING UNPLANNED SHARING 
End-user programmers, by definition, do not set out to create 
programs for others; however, unplanned sharing is a frequent 
side effect of EUD [23]. Even if end users do not plan on 
sharing their programs, they can often benefit from using 
someone else’s code. While many early EUD systems lacked a 
community and, by extension, lacked sharing, several systems 
now leverage this powerful capability. 

5.1 Current Approaches 
Two systems that benefit from sharing are ITL, which provides 
a demonstration-based EUD environment for collaborative 
military command and control, and Task Assistant, which allows 
users to explicitly encode best-practice workflows in a sharable 
way [7,27]. An even more widely used application is the 
CoScripter web automation system. Its relatively wide adoption 
provides a case study in how sharing can affect a community of 
end-user programmers [20]. While both ITL and CoScripter 
provide end users with a rich repository of programs to share, 
neither currently provides sharing support past simple browsing 
and search.  

 
Figure 5. CodeBroker suggests that the user use the 

predefined getInt() method rather than the user’s newly 
created getRandomNumber() method [32]. 

This sort of aid does not go far enough because users generally 
do not have sufficient familiarity with large codebases to know 
when code that solves their problems already exists [32]. Ye et 
al. suggest that “information push” (proactive recommendation) 
is one mechanism to assist users in such situations.  

The CodeBroker system is one example of proactive 
development support. It recommends API calls to the user based 
on programming context (Figure 5) [32]. While it is not focused 
on “end-user” developers, it is straightforward to imagine using 
similar mechanisms for a code repository like the one used by 
CoScripter. CodeBroker generates its recommendations by 
gathering context from code comments. Then it applies Latent 
Semantic Analysis (LSA) to determine what components in the 
code base are conceptually similar to the concepts described by 
comments [19]. It further reduces the suggestion space by 
applying signature matching to only suggest API calls that are 
close type matches to the current calling context. 
In the case that the above technique does not produce 
satisfactory results, the programmer can create a “discourse 
model” to manually identify suggestions that were not relevant 
[32]. Such irrelevant suggestions are not displayed in future 
queries. The system expands this concept to also include “user 
models” that manually identify code with which the user is 
already very familiar. Following the intuition that users do not 
want to get suggestions for familiar code, user models also serve 
to reduce the suggestion space for a given user. It is important to 
note, however, that in CodeBroker users manually create both 
the discourse and user models and must know a specific syntax 
for doing so. 

5.2 Recommender Systems Opportunities 
Community has not always been a central focus in EUD, but as 
recent systems push the boundaries toward more and more 
collaboration, community-based recommender systems seem to 
be a good fit. More users typically means more possible 
recommendations, and recommender algorithms can help EUD 
systems to cope with this increased scale. 

5.2.1 Suggesting reusable code elements 
LSA has been integrated previously into a collaborative filtering 
algorithm, so one could imagine implementing similar 
recommendation techniques within CodeBroker [12]. The 
system’s major usability problem for end-user developers is 
likely to be its manually specified user and discourse models. 
Users are not apt to learn a brand-new programming syntax just 
to remove non-salient recommendations. If users can instead 
provide positive/negative feedback regarding the system 
recommendations, recommender technology could be used to 
acquire user profiles for making desirable recommendations 
based on individual user feedback as well as collective group 
feedback. In the latter case, by driving such a system with 
simple ratings rather than a complex programming syntax, users 
become more likely to actually provide the feedback necessary 
for the system to tailor its behavior to meet their preferences. 

5.2.2 Assisting novices 
Higher hurdles remain for EUD systems that are actually 
focused on novice programmers. Not only do these 
programmers not know what API calls exist, but they are also 
likely to misuse such calls. As discussed in Section 4.2.2, 
recommendations that also include code examples can be useful 
to teach novice opportunistic programmers how to reuse code.  
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5.2.3 Suggesting best practices 
Suggesting code reuse is only half of the battle. End-user 
developers are unlikely to aim to create reusable code when their 
core goal is to program for personal use [18]. This is 
unfortunate, because by creating more reusable code, users can 
not only facilitate reuse by others but also make more robust, 
flexible programs for themselves [2]. It is difficult to get users to 
code to appropriate levels of abstraction, and current EUD 
systems have to attempt to build such abstractions into the 
development environment [18]. One possibility is to recommend 
code structures that reflect the code abstractions created by the 
most experienced programmers in an EUD community. 
Recommender technology could facilitate suggesting 
appropriate code abstractions to novice programmers working 
on programs similar to those already solved by experts. 

The workflows in Task Assistant explicitly encode best 
practices, and therefore are ripe for sharing. The difficulty for 
recommender systems in this case is the possibly endless copies 
of very similar workflows. For example, in a large company or 
community, subgroups may have many similar, but distinct, 
workflows for hiring a new employee. The best workflow for a 
given user depends on factors such as the user’s usage history, 
which other users have used particular versions, and the 
relationship between the current user and the other users. A 
hybrid of collaborative filtering and more personalized 
recommendation techniques promises to improve such 
recommendations. 

5.3 Evaluation 
Sharing is a particularly difficult user need to evaluate because a 
realistic evaluation must be situated within a community of 
users. CoScripter was able to overcome this difficultly by 
selecting users to interview based on indicators gathered from 
broad-based logging of user activities [20]. Unfortunately, this 
approach is difficult to replicate without a critical mass of users 
such as the one CoScripter enjoys. Without such a user pool, the 
CodeBroker evaluation protocol falls back on extrapolating code 
sharing efficacy from precision and recall of the method calls 
suggested [32]. While these measures are valuable, they cannot 
tell the whole story of how a community-based sharing system 
will operate in practice.  

In a situation where a large user pool is not available, we 
suggest an approach that combines a longitudinal protocol with 
user satisfaction surveys at regular intervals. In this case, users 
have a longer time in which to benefit from sharing, and the 
evaluation design explicitly addresses the user’s perceived 
benefit from this sharing. 

6. SUMMARY AND CONCLUSIONS 
As a mechanism to improve usability, system-created 
recommendations have been a part of end-user development 
systems for a very long time. Unfortunately, few systems today 
take advantage of recommender technologies to cope with the 
increased scope of recommendation within EUD. Instead, 
handcrafted rules limit the types of suggestions that today’s 
systems can make. As such, usability and adoption suffer. 

We identify four main classes of recommendation that could be 
improved by using recommender technology:  
• Inserting automation into the user’s workflow 
• Helping the user make the right decisions 

• Handling errors 
• Supporting unplanned sharing 

Each of these classes of recommendation could make 
appearances in a variety of EUD systems, and as a whole they 
address user needs across the entirety of an end-user 
development workflow, from conceiving of a needed 
customization, to programming it, to sharing it with others. 

In the space of inserting automation, recommenders could 
improve suggestions over shared repositories and perhaps 
directly improve activity recognition algorithms. Here, the major 
research challenges involve incorporating the user’s operating 
environment into the recommendation algorithm to make the 
recommendations appropriately context-aware. 

For improving user decision making, recommenders can help to 
organize the decision space, providing sensible defaults for a 
number of programming decisions, such as performing dataflow 
changes in an editor or choosing a best generalization in a PBD 
system. Challenges here include making recommendations about 
information-sparse decisions like simple edits. Again, context 
awareness could help to solve this problem. 

When handling errors, opportunities for recommender systems 
are numerous, including suggesting potential problems, code 
examples, and possible fixes. While suggesting code examples is 
a fairly straightforward recommendation application, identifying 
potential problems and fixes exposes recommender algorithms 
to a nontraditional set of features to reason over. Learning 
exactly what features allow recommenders to identify similar 
programs is an interesting challenge we pose to the community. 
Finally, supporting unplanned sharing allows recommender 
systems to apply their ability to leverage communities to the 
world of end-user development. Systems could help users to 
identify reusable components, especially aiding novices. 
Further, automatic identification of best practices could improve 
performance even for advanced end-user developers. 

In all of these cases, end-user development provides a natural 
environment in which to evaluate recommendations in the 
context of real user workflows. Many evaluations in the end-
user development space already combine user-centered 
evaluation methods with algorithm performance evaluation; 
user-centric evaluation of recommenders in this space simply 
requires evaluators to extend existing protocol designs to isolate 
the features unique to recommenders. 
In conclusion, EUD systems have just begun to scratch the 
surface of how recommendations can improve user experience. 
By increasing communication between the EUD and 
recommender communities and creating recommendations that 
meet real user needs, we can move development out of the realm 
of the specialist and into the real world. 
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