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ABSTRACT 
User interfaces are visually rich and complex. 
Consequently, it is difficult for designers to predict which 
locations will be attended to first within a display. 
Designers currently depend on eye tracking data to 
determine fixated locations, which are naturally associated 
with the allocation of attention. A computational saliency 
model can make predictions about where individuals are 
likely to fixate. Thus, we propose that the saliency model 
may facilitate successful interface development during the 
iterative design process by providing information about an 
interface’s stimulus-driven properties. To test its predictive 
power, the saliency model was used to render 50 web page 
screenshots; eye tracking data were gathered from 
participants on the same images. We found that the saliency 
model predicted fixated locations within web page 
interfaces. Thus, using computational models to determine 
regions high in visual saliency during web page 
development may be a cost effective alternative to eye 
tracking.  
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INTRODUCTION

Saliency, Search and Design 

Some visual designs guide users to the locations of 
important information, while others mislead users. Visual 
saliency, inherent in a complex interface, cues users to 
certain spatial regions over others. If employed correctly by 
designers, salient cues may reduce information search times 
and facilitate task completion [cf. 18] by implicitly 

communicating to users where they ought to start their 
visual search [16]. In order to be considered salient, a 
feature must be visually unique relative to its surroundings. 
For example, text that is underlined amongst non-
underlined text “pulls” the reader’s attention to it. However, 
many interfaces, like web pages, are rich with visual media, 
such as text, pictures, logos and bullets, making the 
determination of salient features a complicated task. Given 
this complexity, designers are often left making best 
guesses about which spatial regions are salient within an 
interface. Previous research on visual search in web pages 
defines entry points as regions within a page where users 
typically begin their visual search. In this article, we will 
argue that these entry points are heavily influenced by 
visual saliency, that is, users will often begin searching web 
pages at the location of highest saliency. In related research 
examining cognitive processing these implicit and low level 
cues that guide a viewer’s visual search are referred to as 
stimulus-driven properties – certain characteristics of the 
stimulus quickly “drive”, or direct attention to certain 
locations over others. Currently, no consensus has been 
reached as to which visual characteristics, or stimulus-
driven properties, make for effective entry points.  

Measuring Overt Attention through Eye Tracking

Given the over abundance of visual information in our 
environments and our working memory limitations, 
attention must be selective, only allowing a limited amount 
of information into consciousness, for our cognitive system 
to function properly [8]. It has been suggested that the 
programming of eye movements has a direct and natural 
relationship with visual attention in that attention is often 
directed to whichever item is fixated [10]. Only information 
that falls directly on the fovea during a fixation is encoded 
with high resolution and only a limited amount of this high 
resolution information is processed, while the rest falls into 
rapid decay [see 4]. Thus, it is critical that users fixate on 
relevant visual information or that content will not reach 
users' awareness. 

It is no surprise then, that designers often monitor eye 
movements to evaluate a web page’s saliency, or entry 
points. Eye tracking systems allow designers to test whether 
their web pages actually guide users' fixations to important 
locations. However, eye tracking has a number of 
recognized costs. Eye tracking systems are often expensive, 
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not easily accessible, time consuming to employ and they 
gradually lose calibration [1, 2, 7, 15]. 

Stimulus and Goal Driven Searches 

In this article we investigate the influence of stimulus-
driven saliency on attention within the context of a web 
page. Stimulus-driven saliency guides attention quickly and 
without explicit intention, thus some might question its role 
during a purposeful search on a web page. There is ample 
evidence to suggest that goals do influence the guidance of 
attention. For example, web page eye tracking research has 
shown that changing the task (or goal) during a search, or 
seeking navigational or informational indicators, changes 
observers’ fixation patterns [3]. Additional research has 
shown that, given enough time, expectations can cause a 
consistent pattern of fixations – F-shaped pattern or reading 
patterns (e.g., left-right/top-bottom) [14]. However, these 
goal-driven effects interact with stimulus-driven effects, 
making the stimulus-driven influences more difficult to 
examine [cf. 11]. Also, it is often the case that only a few 
seconds are spent on a web page (even with a goal in mind) 
making the understanding of stimulus-driven processing, 
which is believed to influence attention very rapidly, 
critical. For instance, when searching for information 
observers often only skim through approximately 18 words, 
and spend 4 to 9 seconds, per web page [2, 12].  One way to 
investigate the pure influence of stimulus-driven guidance 
is to use a computational saliency model designed to make 
predictions about what properties or features of a web page 
attention ought to select within complex media, or scenes.   

Predicting Fixations through a Saliency Model  

Visually salient items often draw observers' attention. To 
better understand the influences of saliency, or stimulus-
driven selection, on attention, Koch and Ullman (1985) 
developed a model to compute an image's visual saliency 
without any semantic input (i.e., meaning of objects). Their 
model is based on the assumption that eye movement 
programming is driven by local image contrast leading to 
logical serial searches through complex spatial 
environments. These serial searches are guided by low level 
primitives extracted from a scene. The saliency model was 
developed under the pretense that low level visual features 
(i.e., color, light intensity, orientation) are processed pre-
attentively in humans and, in turn, rapidly influence overt 
attention. Thus, the underlying assumption is that visual 
saliency is used to guide the fovea to unique areas within a 
scene that might provide the most efficient processing [5].  

The computational model is implemented on a computer 
using digital pictures as stimuli to produce a pre-attentional 
or “saliency” map [9]. To create a saliency map, the model 
receives input from pixels within a digital picture. Then, it 
extracts three feature channels – color, intensity, orientation 
– at eight different spatial scales. These three channels are 
normalized and differences of center-surround are 
calculated for each separate channel. The separate channels 
are additively combined to form a single saliency map. An 

image's saliency map provides predictions of where spatial 
attention should be deployed [for detailed explanations 
refer to 6, 13]. In essence, the model makes predictions 
about which regions in an image have the most and least 
likely chance to be attended based purely on stimulus-
driven properties. The saliency model is available for 
download from <SaliencyToolbox.net> as a collection of 
Matlab functions and scripts [17]. 

Testing a Saliency Model within Web Pages  

Designers recognize the need to predict and identify where 
users’ attention will be guided on a web page. For example, 
it is well known that one should avoid using poor designs 
that increase the likelihood of users missing important 
interface features such as branding, navigational or 
informational symbols. But, using an eye tracking system to 
monitor guidance of attention – as is traditional – can be 
expensive, difficult to employ and time consuming within 
the context of a practical iterative design process. Thus, we 
investigated the utility of a computational saliency model in 
predicting the guidance of attention in web page 
screenshots. This new method is benchmarked and 
compared to another set of data in which participants’ eye 
movements were tracked while they viewed the same web 
page screenshots.  

METHOD

Participants

The data from eight undergraduate participants are 
examined. All participants reported extensive web site 
experience. 

Stimuli and Equipment 

The images were 50 screenshots of various web pages. 
Each participant saw each screenshot only once. 

Participants' eye movements were recorded by an ASL eye 
tracker with a sampling rate of 120 Hz. Screenshots were 
shown on a Samsung LCD monitor, which had a viewing 
area of approximately 38.0 cm × 30.0 cm. A chin rest 
maintained a viewing distance of approximately 80 cm. 
Images subtended approximately 26.70 x 21.20 visual angle.  

Procedure

Participants first read and signed an informed consent 
document, and were then seated in front of the monitor with 
their chin in the chin rest. The experiment began and 
concluded with a 9-point calibration sequence to calibrate 
the eye tracker and estimate the amount of tracking error.  

Participants were told that they would view a series of web 
page screenshots, and that they should, "look around the 
image like you normally would if you were surfing the 
internet." A fixation cross was presented at the center of the 
screen to signal the beginning of a trial. After a delay of 
approximately 1 second, a randomly selected web page 
screenshot was presented for 5 seconds. The fixation cross 
then reappeared to signal the beginning of the next trial. 
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The experiment took approximately 15 minutes to 
complete. 

Figure 1. Two examples of web page screenshots and their 
corresponding saliency maps.  

Creation of saliency maps

Saliency maps were created using the algorithms developed 
by Itti, Koch, and Niebur (1998). The model was run on 
each image individually and the output was normalized by 
dividing all values by the maximum value for that map, and 
multiplying all values by 100. To simplify data analysis, the 
size of the saliency maps was increased to be identical to 
the size of the screenshots (1024 x 768 pixels). As 
described in the Introduction, these saliency maps are 2-D 
representations of areas in the screenshot that show the 
relative saliency of locations in the image. Figure 1 shows 
an example of two web page screenshots and their 
corresponding saliency maps. Low values (dark areas in the 
image) indicate regions of the image that are low in 
saliency, while high values (light areas in the image) 
indicate regions high in saliency.  

RESULTS 

We used a similar technique to Parkhurst, Law, and Niebur 
(2002) to determine whether salient regions in web pages 
were fixated more often than would be expected by chance. 
Specifically, the values of the saliency map at the location 
of each participant's first ten fixations were extracted. For 
example, the x, y coordinates of the first fixation for each 
participant was determined for every screenshot and the 
value at the same location in the corresponding saliency 
map was extracted. This process was repeated for fixations 
two through ten. These values formed the Observed 
Distribution of participant responses (Figure 2).  

To determine the likelihood that salient regions would be 
fixated by chance, we repeated the process used to find the 
Observed Distribution after rearranging the fixations and 
saliency maps for all screenshots. For example, the values 
from the saliency map for screenshots 2 to 50 were 

extracted at the fixated locations from screenshot 1. The 
saliency values of all other screenshots were extracted at 
the location of the first ten fixations for all subjects for each 
screenshot. These values formed the Shuffled Distribution.
The method used to create this distribution controls for 
spatial biases that may inflate correlations between 
fixations and salient regions. If the values of the Shuffled 
Distribution are larger than those of the Observed 
Distribution, it would indicate that participants fixated on 
regions that are lower in saliency than what is expected by 
chance. If, however, the values of the Observed 
Distribution are larger than those in the Shuffled 
Distribution, it would indicate that participants fixated 
regions that are higher in saliency than what is expected by 
chance. 

Figure 2 shows the means for the Observed and Shuffled 
Distributions of the first ten fixations for each screenshot. 
An analysis of variance was conducted with fixation 
number (1-10) as a within-subjects variable and distribution 
(observed, shuffled) as a between-subjects variable, to 
determine whether any differences between the 
distributions varied as a function of fixation number. The 
main effect of fixation number was reliable, F(9, 882) = 
6.39, MSE = 19.03, p < .001. Pairwise comparisons 
revealed that the values for the first fixation were higher 
than all other values, and that the values of the tenth 
fixation were lower than all other values. This indicates that 
early fixations tend to occur at regions of higher salience 
than those of later fixations. More importantly, the main 
effect of distribution was also reliable, F(1, 98) = 4.86, 
MSE = 397.95, p < .05, indicating that the values of 
Observed Distribution were larger than those of the 
Shuffled Distribution. This difference confirms that 
participants fixated regions higher in saliency than would 
be expected by chance, showing that the saliency model is 
effective at predicting fixations. Distribution x Fixation 
number was not significant, F < 1. 

Figure 2. Mean saliency values for the observed ('X') and 
shuffled ('o') distributions for the first ten fixations. 
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DISCUSSION 

Eye tracking is a commonly employed method for 
examining the guidance of overt attention within interfaces 
(e.g., web pages). However, it has several drawbacks. We 
propose that a web page’s saliency, stimulus-driven 
properties, may be revealed through the use of a 
computational saliency model. Therefore, we compared the 
performance of the model to eye tracking data collected 
from human observers. We were able to demonstrate that, 
indeed, the saliency model predicts the deployment of overt 
attention within a web page interface.   

Previous research has shown a modest correlation between 
saliency and eye fixations in natural and artificial scenes 
[13]. We have extended this research by showing that even 
in web pages, which may contain more semantic 
information (e.g., meaningful: text or images) than nature 
scenes, fixations are correlated with saliency. Specifically, 
participants were more likely to fixate on regions in the web 
pages with a higher saliency value than predicted by 
chance.  

Our data suggest that saliency maps alone can provide 
reasonable predictions of overt attention. In addition, 
saliency maps can be generated quickly, and require no 
additional equipment or participants. Even with these 
positive attributes, one may be hesitant to abandon eye 
tracking altogether. Our recommendation to designers is to 
choose the method most appropriate for your project given 
your constraints and needs. It is often the case that 
developing effective interfaces requires many levels of 
analysis. For example, during the early formative testing 
process it would be appropriate to begin by using the 
saliency model to ensure that regions identified as being 
important are also visually salient. Then, during the ‘final’ 
prototype development stage, employ the eye tracking 
method to verify that your participants are actually looking 
at the critical elements in the design.  
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