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~ Abstract—This paper presents a novel approach for resource in which a node changes its state (i.e. some resources become
finding and job allocation in a computational Grid. The proposed available or unavailable) and the instant in which the MDS
system is calledHYGRA, for HYperspace-based Grid Resource  yatapase is updated; during this time period, the MDS databa

Allocation. The basic principle involves the construction of a tains inf fi hich d t reflect th | node’sest
virtual hyperspace in which the available amount of each resource contains information which do not reflect the real node’sesta

type is used as ageometric coordinate, making each Grid node thus affecting the validity of the resource finding phase; if
representable as gpoint in this virtual hyperspace. A distributed the system size grows, in terms of number of Grid nodes,
overlay construction algorithm aims at connecting each node the probability of the occurrence of such an inconsistency
with the nearest & nodes w.r.t. the euclidean distance defined increases.

in the hyperspace. In this system, a job request, which can - . .
be also represented as a point, navigates the hyperspace, from A possible approach for solving the problem above, which

node to node, following the overlay links which minimize the has been studied in [4], [7], [2], foresees to directly quiry
euclidean distance between the current node and the target point nodes about their resource availability, instead of cdirtgc

representing the job itself. The paper describes the algorithms “someone else” which could not have fresh information. 8inc
for_o_verlay construction and resource flndlr_lg anc_i assesses their querying all nodesis not a viable solution, the cited ap-
validity and performances by means of a simulation approach. . .
proaches consider the employmenipekr-to-peetechniques,
|. INTRODUCTION which aim at organising the nodes in a proper overlay network
1 order to make the query and match process easier.
With these concepts in mind, this paper proposes a P2P

must feature very important characteristics, suchfadt- approach, calledHYGRA (for HYperspace Grid Resource

tolerance scalability and efficiency These systems are madéAIIocatlpn), strongly based on coqcepts proper of spatial
g{nputmg [8]. The proposed solution, which éempletely

of thousands CPUs, therefore the operations provided m ; L
ﬁcentrahsedno central or aggregated repositories, or super-

strongly take into account the size of the system. Such dels th tire Grid asdi ional h
aspect is particularly important for operations like jolbsu peers), Models the entire L 'mensional hyperspace

mission: this operation implies to find a Grid node featurin! W(?'Cht resour:ce éyﬂi‘c” W.'tth t”he|r avq|lablllty, “?F’Ye‘fe”
a desired amount of certain resources, such as number, gprainates each node thus virtually occuples_aspeqmlmn .
the hyperspace. Following this abstraction, nodes with

CPUs, CPU time, RAM and disk space, network bandwidtH; ability cl i h other featngints in th
software libraries, etc.; when the overall system is coreposL source avalt;t t”y close ? eac ho tir ??hpmqfs mt ef. d
of thousands of nodes, a prodast and efficienhode finding yperspace, that aré near to each other, therelore, 1o find a

algorithm is mandatory, since a brute-force approach uirg| .nOdf abtle ro o{fer a certfsfl'm ampunt ?ftrr]esc;]urces for a Joz
all nodes is obviously neither opportune nor sound. Implies 1o locate a specilic region of the hyperspace an

A typical solution to the problem above involves the usgISCOVer (one of or the best of) the nodes occupying that

of a hierarchy of special repositoriesholding a distributed region.

database which stores the information about each Grid nod(::trO make this possible, HYGRA organises the Grid nodes

and its kind and amount of available resources. This 1§ anoverlay networkwherg each T‘Ode is virtually connected
the technique employed by thilonitoring and Discovery to some ot'her nodes' anq interactions among n'odes can occur
System[9], [6], [1], provided by the Globus Toolkif the only following such Ilnk_s, overlay_ construction is perfoech
de-facto standard software tool for building interopeexeabrb.y means of a_decentrahsed algo_nthm in which egch node/pee
computational Grids. But even if MDS is widely used, if!ms at ensuring that the node is always kept linked with

suffers of peculiar problems, well known to MDS designerg?c_)rsgk 0\]; tne geat/e?tk ;?Ses |fn rt?e T(yrl)eiiszat?eih ; ;
which seriously affect its performances: the most impartaﬁn € overiay network bullt So faris explorted by Ihe resource

problem is a possibleck of consistencygf stored information, ding ?Igo_nthm which is thus reduce_d o a geome‘_”c
r|;oblem : given that we know the coordinates of the region

which is due to the unavoidable latencies between the mStﬁolding candidate nodes (and this can be obtained from job's

Lhitp://mww.globus.org requirements), the query can start frany nodeand follow

Computational Grids [3], [5] are computer systems who$
infrastructure, in terms of software architecture and quols,



the links leading to nodes with minimum distance from theumber of CPU cores and GCC library version; let us sup-
target region. Also in this case, the approach is completglpse that there cannot be more than 8 GBytes RAM and
decentralised, since the peer receives the query, cheeksljt 8 cores per node, and that some nodes offer glibc version
if necessary, forwards it to a linked node until the target c&.10.2 while others offer version 2.9.1. For this Grid, rgse
be found. domains will beD; = 0...8192 (assuming RAM is specified
The paper is structured as follows. Section Il introduces tin Megabytes),D, = 0...8 and D3 = {2.9.1,2.10.2}.
basic concepts and symbols used later on in the descriptionthis system, a request for a job that needs 3 cores, at
of the HYGRA. Section Ill describes the system architecturkeast 25 MBytes of RAM and glibc version 2.10.2 can be
Section IV details the working scheme of HYGRA, reportingepresented a§(>, 25), (=, 3), (=,2.10.2)}.
and explaining the overlay construction and resource fadin
algorithms. Section V discusses the result of a simulatiodys B- Model of the Hyperspace
about the performances of HYGRA. Section VI concludes the The hyperspace model used by HYGRA starts from the
paper. formulation introduced above, provided that a transforomat
is applied to domains not featured by a numeric value: foheac
IIl. BAsic HYGRA MODEL domainD; which is a finite set of known values, we associate
To better explain the technique proposed in this paper(natural) number to each of such values; as instance, domai
we first introduce a mathematical formulation with a seb; = {2.9.1,2.10.2} of the example above can be remapped
of symbols and relations that are used to model the Giid D; = {1,2} =[1,2] C N.
environment and the hyperspace, and helps the understandinAfter this transformation, each domain is indeed a subset
of the HYGRA algorithms. of N or R, therefore we can constructraetric space(sS, d),
whereS = D, x Dy x ... x D,,, elements are vectoisc S,
and the metrial is the euclidean distanceEach Grid node
We consider a Grid composed ofnodes; for each node features a state; which (provided again the proper domain
let s; denote itsstate meant to describe resource availabilitgransformation) becomes a vector of the metric space S:
on 4, at a certain time instant; assuming that, in the overafl other words, we can say that a nadef the Grid, according
Grid, all nodes offersm different types of resources (say/o its state, representspmint in the hyperspacé.
CPU, memory, disk space, network, OS type, etc.), the staté~ollowing the same abstraction, in a job requast=
s; of a node will be a vectofr; 1,7 2,...,7:.,m); here each ((fi,q1),(f2,42),--,(fm,Gm)), VECOrq = (q1,92 ..., qm)
component-; ; represents the amount of resourcavailable is also an element of5, and g, due to the presence of
at nodei. the predicates, determinespartition of S (or a semispace
Let us define resourcdomains Dy, Dy, ..., D,,, mean- S(g) C S, made of all elements it¥ that satisfy predicates
ing that r; ;eD; for i=1...n,j=1...m. If a resource is f;:
measured by guantity, such as RAM, disk space, network . )
bandwidth or CPU timeD; will be a numeric interval, ranging S(@) ={veS: fj(vj,q;) =true Vj€1,...,m}
from a minimum to the maximum admissible resource amountyse call $(g) the admissible regiorfor job g since any Grid

over all nodes. If the resource is of a different kind, such &% 4e; such thats; € S(7) is able to host the job. The aim of
the presence of a certain library or the availability of @@er vGRa is to provide a decentralised approach to allow the
library version,D; will be a set of values each describing &jiscovery of the nodes belonging to the admissible region of

potential resource instance. o _a given job that needs to be allocated and executed.
In this system model, a job submission request, which

carries job’s requirements, is represented as the tgpie I1l. HYGRA A RCHITECTURE

(f1,01), (f2,2),- -, (fm: 4m)), Whereg; is the amount of o e software architecture point of view, HYGRA is

the resource of typg requesteql by the J.Ob’ ang IS a made by means of a multi-agent system. Since the overall
predicateused to match the requirement with the availability: . :

. . : _ ... -structure is based an overlay network, each Grid node runs
we say that node* can host a job carrying requesgtiff

Fi(r ¢:) = true,Vj € 1 m. We assume. without Iossa NODEAGENT holding three kind of information{i) the
J\In>5,45) = ) y ey M )

; ; . state s; of the node; (i) the set of referencesof other
of generality, that predicatg; can be either the- or the = NODEAGENTS, which belong tdirectly linked nodeof the

relation: the former means _that the request and avaﬂyl_blhtverla);; and (iii) the states, of each node;j relevant to
must exactly match, while, in the latter case, the predlcage

X g irectly link DEAGENTS.
succeeds if the resource availability is greater than theuee ectly ed No GENTS . .
requested Each NODEAGENT can communicate with other

Let us introduce an example to better explain the practicrgllte)gs?(:ms by exchanging the following types of
usage of the symbols provided. We consider a Grid whose ges:

nodes possess the foIIowmg resources: amount of IQAMﬁOf course such a reference may be an IP address, a couplet)R/poPA

agent name, etc. This is a matter of the implementation and iteehines
2These two predicates cover most cases of job allocation sesjirea Grid. not affect the architecture or the validity of the approach.

A. Model of Resource and Job Request



1) Job Allocation Request. This message is sent from aby two parameters,deg,;n and degpq., respectively
NODEAGENT, which is not able to allocate the job, tothe minimum and maximum degree of each rfpde
a linked NoDEAGENT selected according to a propettherefore deg,nin, degmaz € N,degmin < degmas and
forwarding policy detailed in Section IV. degmin < |L(i)| < degmas,Vi. The basic algorithm run by

2) State Change NotificationIt is sent from the the NODEAGENT of a generic nodé can be summarised in
NODEAGENT of a node ¢ to all the linked the following steps:
NODEAGENTs when node’s states; changes tos;
(due to a new job arrival or the termination of théAlgorithm 1 Overlay Construction

execution of a running job); the message obviously 1) by sending-hop Status Messagés each node of. (i),

carries information about the new state build the setl.’ (i) = (L(i) U (Uy,er) L(j))) — {i}, that

3) 2-hop Status QueryThis is a query message sent s the set of directly linked and 2-hop linked nodesiof
from the NODEAGENT of a nodei to all its linked 2y since the MDEAGENT now knows all the states of
NODEAGENTs and aims at obtaining the stateof each nodes inL/(i) (i.e. theircoordinatesin the hyperspace),
node linked to all the nodes directly linked with A order nodes inZ’(i) according to the distance t@(in
proper2-hop Status Replyiessage is expected following ascendant order), i.€(s;, s.), Vk € L' (i);
the transmission of this query. 3) build the setZL” (i) by taking at mostthe deg,,q, first

4) Link Creation Notification It is sent from a nodes fromZ'(i); these will be the nodes i (i) which
NODEAGENT ¢ to a NODEAGENT j to inform arethe nearesto i:
the latter that wants to be connected with After the 4) if L) = L"(i), i is still connected to the nearest
reception of this message,dBEAGENT j updates its possible nodes, thus property (1) holds and the algorithm
set of directly linked agents by including also stops here.

5) Link Cut Notification It is sent from a MDEAGENT i 5) connect node with all nodes inL”(i); to this aim,
to a (connected) NDEAGENT j to inform the latter that disconnect, from, nodes inL(i) — L" (i), by sending
the link i/j has to be destroyed. After the reception of  ihem alink Cut Notificationmessage and conneatvith
this message, NDEAGENT]' updates its set of directly nodes inL" (i) — L(4), by sending them &ink Creation
linked agents by removing Notification message; then updafgi) = L” (3).

These messages are exchanged during the two main activs) restart from step 1.
ities of the NDDEAGENTS, (i) overlay construction which
aims at (self-)organising the overlay network in order to

ensure certain neighborhood properties; fidob allocation, oy, 14 e quite clear: given any configuration of the overlay

n V.Vh'c.h a job request has to be fuIﬂI]ed 'by. checking thﬁetwork, at each step of the algorithm each node tends to be
availability of resources of a node and, if this is not theecasconnected to nodes that are nearer; this should be enough to
properly forwarding the request to a linkedNEAGENT. The X

detail d alaorith ¢ h activii d bechi tensure that, sooner or later, property (1) will be met. Inhsuc
elans and algorithms of such activiies are describedé 1, e condition in step 4 of algorithm 1 holds, meaning that
following Section.

the node has reached a stability; no more runs of the algorith
IV. HYGRA WORKING SCHEME are needed unless the stateof the node changes due to the

, ) arrival of a new job or the termination of a running job: in
As reported above, the working scheme of HYGRA is basgffis case, since the node has changed its coordinates in the

on organising the Grid nodes in an overlay network featurinﬂyperspace, property (1) could no more hold and the right
in the metric spacés, d), a neighbourhood property based Ofj,ks need to be re-created.
the euclidgan distance. In p_articular, for each n_(z')dgiven Bootstrapping the overlay network is also a simple opera-
the setL(i) of the nodes directly connected with these 5 4 new noder which wants to join must know only one
nodes are those which feature timnimal euclidean distance existing node of the networky: it has to link itself with k
d(si,s.k),Vk: € L(i). In 'other words, for each nodé the ;.4 nodes inL(k), thus L(z) = k U L(k), and immediately
following property holds: run Algorithm 1; at the first run, property (1) could not hold,
Vi € L(i), Bsp € S,h # ko h & L) : d(si, sn) < d(si, sx) but as soon as some st.e:ps of the construction algorithm are
1) executed, a stable condition can be reached.

If the property above holds, the resulting overlay network In order to understand the behaviour of the overlay con-

is a topological graph that can be traversed by means of egUction technique, we built a software simulator, whieh i
a minimal path algorithm in order to find nodes belonging hen descrlbed in Section V; Figure 1 shows some screenshots
the admissible region. taken during the construction of the overlay following the

algorithm described and using a Grid featuring two types
A. Construction of the Overlay Network of resources (in order to allow the representation of the

Th? overlay construction teChmque_ is .based 0N @Maccording the literature on graphs, the degree of a nodedtex) is the
algorithm run by the MDEAGENTS which is regulated number of its links (edges) or its connected nodes.

The basic principle of the overlay construction algorithm
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(a) Initial condition (random) (b) After one step (c) Stable condition (after five steps)

Fig. 1. Overlay network construction from a random initiahdition

network in two dimensions). The degree coefficienfts;,,,;, t0 a wasting of computational power since Algorithm 1 runs
and degmq., are respectively set t6 and 15. The initial continuously without converging to a stable condition.
condition of the network, in which all links are randomly ,set The solution we employed to avoid this problem is based
is shown in Figure 1a, while Figure 1b and Figure 1c shoves running a cycle of Algorithm 1 according to a certain
the network condition after respectively 1 and 5 iteratiofis probability; exploiting a model similar to that of simulated
Algorithm 1: the ability of the system to self-organise and tannealing, we associate to each nodertal temperature’;,
meet property (1) is quite evident. which is initially set to a maximum valué,,,,. and decreases
Step 4 of Algorithm 1 reports a condition which, if met, enat each cycle (till reachin@) unless the node changes its
sures that the network, for what the single node is concernathte: in this caset; is reset again tdl,,... Therefore, a
has reached a stability. The question is: can we ensure thgtle of Algorithm 1 runs with a probability?; = T;i”, thus
sooner or later this condition will hold? Or, in other wordsensuring that, even if the algorithm starts locally ostitig,
does the algorithm terminate? While, by looking the indiatu sooner or later (if the node does not changes its state) this
behaviour of the single node, at first sight the answer coeld bscillation terminates and a stability is reached. Acamydio
positive, the situation is much more complex whenitingual this optimisation, the final behaviour of eacCltONEAGENT is
influencebetween linked nodes is considered. Indeed, since ttiescribed by the Algorithm 2 below:
same linkconnects two nodes, say andi,, operations made
by the algorithm ini; affect the behaviour of, and vice- Algorithm 2 Overlay Construction with Optimisation
versa. If we take into account such a mutual influence, on thel) Sett; = T, oo
basis of the topological configuration of the nodes, durieg s 2) ComputeP; — ~ti—:
. . . . . 2 T,
5 of Algorltr/llm 1 the following situations may happen: 3) Run one cycle 6LfafAIgorithm 1 with probability?;;
1) ix € L (i1) A deg(iz) = degmae; according to the first  4) if nodei has changed its state (due to job arrival or
condition, the algorithm irn; should connect; to i,, job termination), set; = Ta;
however, since the degreefis alreadydeg, ..., anew  5) otherwise set; = t; — 1, unlesst; is still 0;
connection would cause an overcome of the maximumeg) go to step 2;
degree limit;
2) iy € L(i1) — L"(i1) A deg(is) = degmin; the link B. Resource Finding and Job Allocation Algorithm
between; andi, should be removed, but this operation The overlay construction algorithm described so far aims at
would cause the degree of to go belowdegin; organising the network in order to ease the resource finding
8) iz € L(ix) — L (i1) A i1 € L (ip); in this case, phase. Indeed, the resource finding algorithm is quite smpl
the same link is considered completely different by eaghd is based onheck-and-forwardbolicy: roughly speaking,
node since it needs to be removed fpbut added foi2;  once a node receives a job submission request, it checks if it
the result is a sort of “local oscillation” of the algorithm.can fuffill it (i.e. the node belongs to the admissible regjon
A simple check on the degree of each nodeLi'r(z‘)—resp. otherwise the node forwards the request to the linked node
L(i)—L" (i)—is able to easily solve situations 1 and 2: if thavhich is the nearest, according to its state, to the adniéssib
resulting degree is not betwedng,,,;, anddeg,...., the node region. The real algorithm is based on the principle abowk an
is not connected—resp. disconnected. applies some peculiar strategies for the choice of the nedé n
The third situation is more hard to tackle: indeed both nodéshen more than one of it are candidates) and for the recovery
are in accordance with the algorithm and there is no way when a path leading to a “dead end” (i.e. a wrong path which
choose if the link must be removed or preserved. It should bannot lead to the admissible region) is followed.
noted that such a local oscillation does not provoke a loss ofA request, which is carried by dob Allocation Request
consistency of the overlay network: indeed property (1)as nis represented by the tuplg, P), where P is the ordered
violated but the problem is only with a lack of efficiency dusequence of nodes visited till now. The request is submitied




any NODEAGENT of the Grid with P initially set to empty; of free resources; in order words, thether node, with
when a NODEAGENT receives such a message, the following respect tag, is chosen;

algorithm is executed: 2) BestFit, it selects the node thdtest fitsthe allocation,
: __ leaving the amount free resources nearer to zero; in other
Algorithm 3 Resource Finding words, we choose theearestnode, with respect tg.

1) on the arrival of a job requestj, P), check if the node
can host the job, that is if;(r; ;,q;) = true,Vj €
1,...,m;

2) if the condition is met, allocate the job in nodeand
terminate the algorithm with success;

3) if the previous condition is not met, build the d&t)— P
and check if the selV = (L(i)— P)US(q) is not empty,

i.e. determine the set of nodesiifi) — P which belong
to the admissible region;

4) if such a set is empty, select a nadén L(i) — P which
minimises the distancé(s;, q);

5) if set NV is not empty, select a nodéin N on the basis
of an heuristicH (N) which is detailed below;

6) if one of the previous two steps is successful, and thus
node:” exists, we are approaching the admissible region, A final remark is needed to explain step 7. As it has been
therefore update™” = P @ {i'} by concatenating’ 10  getailed in Algorithm 3, since there is no global knowledge
sequence’, and forward the requegt, P’) to nodei’;  or view of the network, there is no way, for aOWEAGENT,

7) if L(i) — P = 0 there is no node that can allow they, ynderstand if the admissible region is empty; the only fac
request to approach the admissible region since all link@ghich can be deducted is that theoNEAGENT is no more
nodes have been already visited and the algorithm woulgje to proceed further. However, as it is depicted in Figyre
end in a infinite circular loop; in this case there are tWayperimental results proved that such a condition occiss al
possible caused) the admissible region contains ndp some extreme cases in which nodes are placed in points
nodes, or(l_l) the path followed led to “local minimum”. g ,ch that a path, for a certain job requestéemsto lead
Indeed, with the current knowledge, theONEAGENT {5 the admissible region, but indeed reaches a “dead end”
has no way to understand the real cause and it can ogly in other words, what we call bcal minimum To solve
supposehat the path is wrong: maybe making a differengych conditions, a second choice is given to the algorithm
choice could help in finding the target, therefore wgy packiracingto a previous node of the path followed: a
find, in the sequenc®, the position ofi and select the ifferent branch of the graph is selected thus increasieg th
previous node”. If such a node exists, the®DEAGENT  yropapility to exit from the local minimum and reach the
forwards the request &/, otherwise (that is; is thefirst  agmissible region. Obviously, if the admissible regioneially
node in P) the algorithm terminates with a “node nolempty, all the alternative branches selected would end desio
found” message, meaning that the job request cannot gy visited and, sooner or later, the first node of the path
fulfilled. will be reached again: after this, no choices will be left and

therefore the algorithm will end with a failure indicatiohy(

If step 2 succeeds, the job has to be allocated on neael high probability).

the amount of resources needed by the job must be granted
to it; in this case, the state of nodechanges froms; to s,
the node occupies another point in the hyperspace, it bexorde The Simulator

“hot” and overlay construction algorithm restarts in orttetet In order to study the performance of HYGRA, we imple-
the network to re-organise itself. In a similar way, whenl jomented a software simulator. It is a time-driven simulation
terminates its execution on a node, it releases all the ressu 40| which is able to represent the behaviour of Grid nodes,
needed: also in this case the state of the node changes a'?ﬁ’o@eling both the overlay construction and the resource
restart of the overlay construction algorithm is triggered finding algorithm, also simulating job allocation and eximu.
Step 5 of Algorithm 3 entails to select the next nodgne (ool is capable to simulate the flow of time by means of
according to an heuristic; it is employed when, in proximityiscrete “ticks”. For each timer tick) a step of theoverlay
of the admissible region, the séti) — P contains more than construction algorithmis executed on all nodes) a step of
one node belonging t6(g), so the question isvhich oneof  the resource finding algorithnis executed for all the requests
such nodes we have to select. To this aim, we have propogq@mating in the networkg) a bunch ofnew job requestss
and tested two different strategies: generated, on the basis of a frequency parameter specified in
1) MaxFreg, it selects the node that has thighest amount the configuration file (see belowdl) a check on the execution

Request submission

Fig. 2. A local minimum during resource finding

V. PERFORMANCEEVALUATION



TABLE | stores not only the list of IDs of the visited nodes, but
CRITICAL SIMULATION PARAMETERS also the set of vectors corresponding to their coordindfes.
one or more nodes are found in the set of neighbours such

System Load that their coordinates do not match with those stored in the

-Parameter- -Admitted values-
(a) Req.N.distribution| ~ Poissonor Random history, such nodes are eligible for the selection evenéfyth
(b) Res.X.distribution| ~ Poissonor Random have been already visited. It is easy to understand that when
(c) Req X distribution| _ Poissonor Random “ByCoordinates” is set, there is no proof that the algorithm
Algorithm Behaviour will terminate, i.e., the journey of the capsule will end.
-Parameter- -Admitted values- However, the termination of the algorithm could be triwall

(d) strategy Backtrackingor Stop

(e) node-selection | Byl or ByCoordinates guaranteed by imposing a max value in the number of nodes

visited by each request. The motivation behind the intrtidoc

of the variant “ByCoordinates” is still the dynamics of the

of the allocated job is performedieallocating from the node overlay n_etwork. In fact, pa_smg the comparison on the ID of

terminated jobs nodes might be too restrictive because some nodes that have
' gganged their coordinates, will have reorganised thekslin

The simulator takes various parameters as inputs and p . ) . .
duces some indexes, briefly explained below, in order gbccordmgly, they could take part in another path which nhigh

evaluate the goodness of the proposed technique. Tabl € useful to find the way to the admissible region.
summarises a subset of the input parameters (the most im-

portant ones) that affect the average load of the system afdgyperiments and Results

the behaviour of the algorithm.

Parameter (a) specifies the probability distribution byckhi  We made a series of experiments on a test-bed of 100 nodes
the number of requests per tick will be sampled, while pararand two type of resources with a value ranging in the interval
eter (b) specifies the distribution of the amount of resaircgl00,200] by a uniform random distribution (see parameter
over the overlay netwofk Parameter (c) is very similar to the(b) of Table I). Moreover, the value ofeg,, and degy, for
previous but specifies the distribution of the specific reseu the overlay construction are respectively se8tand15, and
when a job submission request is generated. A well-tuning job requests are generated using a Poisson distributidgh, wi
the parameters (a-c) would induce different load conditiomn average value ranging from 20 jobs/tick to 150 jobs/tick
in the Grid and thus permits the evaluation of the approaparameter (a) of Table [). The values for resources regdest
on the basis of different system configurations. Parameffer (parameter (c) of Table I) by each job are sampled from the
is strictly bound to the behaviour of the resource findingoisson distribution using an average ff. Job execution
algorithm. If set to “backtracking” the simulator is forcénl duration is also randomly generated with a Poisson digtdbu
adopt the backtracking strategy whenever a local minimumusing an average value of 40 time ticks.
found; on the other hand, by specifying “Stop” the simulator The results of the simulations are reported in Tables I
is forced to conclude the journey of the request whenever aad Ill. NAlloc and NFails represent, respectively, the
choices are availaldle number of requests successfully allocated, and the nunfber o

Its worth observing that the backtracking strategy is geffailures of the algorithm, i.e. a candidate node exists but it
erally affected by the dynamics of the overlay network, i.ecannot be found. On the other hanif,Re; is the number
by the unexpected changing of coordinates and the subsequgfrrequests that cannot be allocated since there is no node
reorganization of links. Indeed, once the request has egaclable to support thef Anyway we show for shortness only
a local minimum, one or more node previously saved ithe ratio 2545 which we sayFailRatio. The simulator
its history (the traversed path) could have changed its owifso produces two other interesting indexééSteps and
coordinates due to a resource allocation or releasing. itn tptimality (Opt. in Tables Il and Ill). N Steps represents
case, our choice was to end the journey of the request ahd number of hops (nodes) performed, in average, by the
signaling a failure, exactly as the totality of nodes in tlahp allocation algorithm before a suitable node has been found.
were visited back and no any alternative paths were founthe Optimality index let us to understand the “goodness”
We call this case théole-in-historyexception. However, we of the algorithm and is evaluated as follows. Each time the
verified it occurs by very low probability, thus measuringlanalgorithm performs an allocation for a requé&stsay nq;ioc
discussing it anymore it's probably not worth. the node which has satisfied the request, theimality

The parameter (e) is concerned about the discerning of ikecomputed by using the formula— d(”;jj;;(’c’;i‘:f({’,f?’;fj’)’i)""),
set of nodes already visited from those not yet traversed Whghere nyesiseiection 1S the best candidate node cé’mjputed by
“ByCoordinates” is specified, the comparison of the nodefing (i) a total ordering of all nodes basing on the selected
is based on their coordinates. In other words, the requestource finding strategyBestF'it or Max Free), and finally

(ii) selecting the best node from that ordering.

5X has to be replaced by the id of the resource
6The “Stop” variant is useful to assess the improvement pravioe the
introduction of the backtracking strategy. “Clearly, N Alloc + NRej = N Regq.



C. Evaluation of Results VI. CONCLUSIONS

Table Il and 11l show the results of the simulation study;ener This paper has described a novel technique, based on a self-
we reported only the results of stratefyjuz Free because, for organising approach, for solving the problem of job alloca-
all the indexes evaluated, it behaves quite better fhast Fit.  tion/resource finding in large scale computational Gridse T

The first and most important remark to highlight is that theroposed system, called HYGRA, exploits spatial computing
number of failuresin Table Il is lower than that reported inconcepts and maps the entire Grid system into an hyperspace
Table 111, showing the advantages of applying the backiragk where each node, according to the availability of its resesir
strategy. Furthermore, the overall trend of fail-ratio able 1l Virtually occupies apoint in the hyperspace. A completely
can even be considered low enough if compared to the toegcentralised algorithm, which exploits theclidean distance

number of requests (see “FailsRatio” in Table Il). among nodes, is able to self-organise an overlay network
The second interesting parameter is #verage number of where each node is virtually linked with some other nodes fea

stepsperformed by the allocation algorithm, which reasonabiiy!re & specifimeighbourhood propertyA check-and-forward

increases with the increment of the job generation rate. \gorithm is then employed during job submission to search,

have to remark also that the performances of the “Backtrad® Surfing the overlay network, the node able to host at best

ing” strategy is comparable to that exploited by the “Stopt’he job, given its requirements. The proposed technlque has

strategy in term of number of steps, in average, necessanyPRSN evaluated by means of software tool, able to simulate no

allocate a request. only the behaviour of the algorithms but also the dynamics of
The last performance parameter to take into account is #08 9eneration, submission and termination. Simulatisuits,

Optimality, that in our experiments appears to be independeffevided in terms of computational cost, effectiveness and
of the job generation lo&d sensitivity with respect to Grid load conditions, have show

Finally we have to report that even simulations were peﬁhe validity of the HYGRA system.
formed also for the “ByCoordinates” variants, we do not REFERENCES
include the related results here, because the mprovemenm K. Czajkowski, S. Fitzgerald, I. Foster, and C. Kesselmé@rid In-

term of performance is not so significant. formation Services for Distributed Resource Sharing,” Ie¢"IEEE
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(avg) Ratio (avg) (avg)
20 0 0.0 5 0.68 4978
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8Therefore the algorithm, as for optimality, does not suffea performance
degradation due to increasing load conditions.



