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Abstract. Natural Language Interfaces (NLIs) to structured data al-
low users to interact with a system using written or spoken language to
perform tasks that require knowledge of a formal language. Due to nat-
ural language complexity and ambiguity, such interfaces usually support
a Controlled Natural Language (CNL): a subset of a natural language
that includes certain vocabulary and grammar rules that have to be fol-
lowed. Building vocabulary differs from one system to another, and the
way this is performed significantly affects portability: portable CNLs for
querying ontologies are those that can be adapted easily to new domains
without sacrificing performance. In this paper we describe the approach
for dynamically extending the vocabulary supported by such systems,
through a dialog with the user.
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1 Introduction

Natural Language Interfaces (NLIs) for querying structured data allow users
to interact with a system using written or spoken language (e.g., English) to
perform tasks that usually require knowledge of a formal query language. Due
to Natural Language (NL) complexity and ambiguity, such interfaces usually
support a Controlled Natural Language (CNL): a subset of a NL that includes
certain vocabulary and grammar rules that have to be followed.

Building vocabulary for CNLs which are used for querying ontologies differs
from one system to another, and the way this is performed significantly affects
portability: portable NLIs to ontologies are those that can be adapted easily to
new domains. Although portable NLIs are considered as potentially much more
useful than domain-specific systems, constructing them poses a number of tech-
nical and theoretical problems as many of the techniques preclude automatic
adaptation of the systems to new domains [1]. A recent trend in developing
NLIs for querying ontologies includes building the domain vocabulary (lexicon)
automatically from the ontology lexicalisations. However, when ontologies are
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built using automated methods such as ontology learning or by automatic tran-
sition from relational databases, many ontology concepts have artificial names
and do not include human-understandable lexicalisations. For example, artificial
constructs such as a property with a local name hasEmail and no labels, would
need to be preprocessed in order to be useful. Triples have a form of (Subject,
Predicate, Object) and many existing tools make an assumption that the Predi-
cate should be related to a verb in the sentence (or sometimes noun for datatype
properties). However, this is often not the case, for many reasons. Firstly, re-
quirement of having a unique URI means that for two object properties such as
hasEmail and hasAddress, the URIs would be equal under the same namespace.
In addition, it seems unlikely that users would use the verb to have when enquir-
ing about an email, as they would probably use questions such as What is your
email? instead of What email you have?. Informal rules which are often applied
when naming ontology concepts indirectly affect the task of extracting the lexi-
con from the ontology. Many portable systems solve this problem by the means
of customisation. As it is stated in [2], manual customisation increases recall.
This is in line with the statement from [3] that “there is no free lunch” and that
the customisation is mandatory in order to achieve reasonable performance.

In this paper, we propose a novel approach for minimizing the customisation
of CNLs for querying ontologies without sacrificing performance, when porting
them to work with another domain (ontology). We achieve this by modeling a
dialog for the user in order to enrich already available vocabulary extracted from
the ontology. Along the same lines, the dialog is modeled for any ambiguities
which arise from the user’s question, and the user is asked to disambiguate the
specific meaning, before the question is translated to the formal language.

2 Context

Several CNL systems for querying ontologies have been developed recently, which
extract the domain vocabulary (lexicon) from the ontology itself by extracting
and processing the lexicalisations such as labels and datatype property values.
Examples of such systems are ORAKEL [3], AquaLog [2], QuestIO [4] and many
others. In case of ORAKEL, a part of the domain-specific lexicon is created
automatically from the domain ontology, while another part is created manually
and contains mappings of subcategorisation frames (e.g., verbs and nouns) to
ontology properties.

Another way to generate/enrich the lexicon for CNLs for querying ontologies
is by using the CNLs for knowledge representation, such as ACE [5] or CPL
[6]. ACE is probably the most powerful, not only because of the maturity but
also due to many support tools, such as OWL Verbaliser, which can be used
to generate the lexicon from the ontology which is built externally; the lexicon
can be updated/enriched by changing/adding new ACE sentences. While neither
of the CNLs are tailored to a specific domain, porting them to a different do-
main requires knowledge of these CNLs in order to generate/update the domain
knowledge.
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Our approach generates the initial lexicon automatically from the ontology
lexicalisations. When the user starts using the system, if a question term is not
found in the lexicon, the combination of syntactic parse and ontology reasoning
rules is used to generate the dialog. The user is then asked to map the unknown
term into the ontology concept and following his selection, the new term is added
to the lexicon. In addition, the lexicon carries the semantics which is related to
the context in which certain word appeared.

3 Building lexicon through the user interaction

Generation of the user-defined lexicon is broken down into the following steps:

1. Generate lexicon by extracting lexicalisations attached to the Ontology
Concepts'. This step includes extracting fragment identifiers, labels, and
values of datatype properties.

2. Perform lexicon-based lookup. This would find the links between ques-
tion terms and the logical form in the ontology. For example, in What is the
population of New York?, New York would be identified as Ontology Con-
cept (OC) referring to both geo:newYork? and geo:newYorkNY, because it
is matched with the labels of these URIs which is new york.

3. Analyse grammar and identify the candidate words which could be re-
ferring to an Ontology Concept. We call these Potential Ontology Concepts
(POCs). For example, for the above question, population would be identified
as POC, however, as there is no such lexicalisation in the ontology, we do
not know to which Ontology Concept this noun refers, and therefore, we ask
the user.

4. Generate the dialog (if a POC cannot be mapped to the logical form
automatically) and ask the user to map the unknown term (POC) into the
specific concept in the ontology (OC). In addition, if POC refers to more
than one OC, generate the dialog and ask the user to disambiguate. For
example, in What is the population of New York? the question is ambiguous
as it can be translated to two interpretations, where the first one is the state
population of New York state and the other one is city population of New
York city.

5. Add the POC to the lexicon as a description of the OC. This de-
scription includes the context in which the term appears so that it can
be reused in similar contexts. Figure 1 illustrates an example of mapping
population to the geo:cityPopulation whenever it appears together with
New York as a city3. If the same word (population) is used together with
New York state, then it will need to be mapped to a different OC such as
geo:statePopulation.

! Note that we use the term Ontology Concept to refer to all types of ontology re-
sources such as classes, instances, properties and literals.

2 We use geo: instead of the full namespace hittp://www.mooney.net/geo for brevity.

3 Note that the dialog before this one was asking the user to disambiguate whether
New York is a city or a state
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Query: Whatis the population of new york?

1 struggle with population. Is 'population’ refated to:
city population
state
is city of
none

Fig. 1. A dialog where the user needs to select what population refers to

A dynamically enriched lexicon from the user-defined vocabulary is used
in the system called FREyA* which serves as an NLI for querying ontologies.
FREyA translates an NL query such as What is the capital of California? into
the formal SPARQL query in order to find the answer. For more details about
FREyA see [7]. However, the lexicon can be easily used by any CNL system for
querying ontologies. Currently, its format is in JSON, and for the above example
of 'mapping’ population to the geo:cityPopulation, whenever this term is used
in combination with geo:City, JSON would look similar to the following:

"Key:
population
http://www.mooney.net/geo#City",
"identifier":

"http://wuw.mooney.net/geo#cityPopulation","function":""

The field function is used to indicate whether mapping certain words into OCs
requires applying additional functions on their values (such as applying maxi-
mum or minimum function on the values of datatype properties of type num-
ber). For example, if in the question What is the largest state in the US?, there
is state in the lexicon, which refers to geo:State, but there is no largest. The
dialog is modeled and the user can map largest to the maximum value of the
geo:stateArea, whenever it is used as a modifier of the lexicalisation of the
geo:State:

"Key:
largest
http://www.mooney.net/geo#State",
"identifier":
"http://www.mooney.net/geo#stateArea", "function":'"max"

Translating this JSON format into the knowledge representation such as OWL in
a way which can be used by any CNL system is straightforward. For example, the
format of the OWL file could be such that ACE OWL Verbaliser generates proper
ACE sentences so that the lexicon (content words) of ACE can be enriched.

* http://gate.ac.uk/freya
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4 Evaluation

We experimented with 250 questions from the Mooney GeoQuery dataset® and
the ontology covering the USA geography domain. The system without any
customisation (domain lexicon generated automatically from the ontology) could
automatically answer 72 questions (28.8%). For the remaining questions, FREy A
generated at most 2 dialogs. When running it in the automatic mode (the lexicon
is generated without engaging the user, but by selecting the first suggestion
generated by FREyA) the precision and recall were 81.2%. Finally, by engaging
the user for up to 15 minutes these values increased to 92.4%.
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