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ABSTRACT
The performance evaluation of an IR system is a key point
in the development of any search engine, and specially in the
Web. In order to get the performance we are used to, Web
search engines are based on large-scale distributed systems
and to optimise its performance is an important aspect in
the literature.

The main methods, that can be found in the literature, to
analyse the performance of a distributed IR system are: the
use of an analytical model, a simulation model and a real
search engine. When using an analytical or simulation model
some details could be missing and this will produce some dif-
ferences between the real and estimated performance. When
using a real system, the results obtained will be more pre-
cise but the resources required to build a large-scale search
engine are excessive.

In this paper we propose to study the performance by
building a scaled-down version of a search engine using vir-
tualization tools to create a realistic distributed system.
Scaling-down a distributed IR system will maintain the be-
haviour of the whole system and, at the same time, the com-
puter requirements will be softened. This allows the use of
virtualization tools to build a large-scale distributed system
using just a small cluster of computers.

Categories and Subject Descriptors
H.3.4 [Information Storage and Retrieval]: Systems
and Software—Distributed systems; H.3.4 [Information Stor-
age and Retrieval]: Systems and Software—Performance
evaluation (efficiency and effectiveness)

General Terms
Information Retrieval
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1. INTRODUCTION
Web search engines have changed our perspective of the

search process because now we consider normal being able to
search through billions of documents in less than a second.
For example, we may not quite understand why we have to
wait so long in our council for a certificate as they just have
to search through a ”few” thousand/million records.

However, Web search engines have to use a lot of com-
putational power to get the performance we are used to.
This computational power can only be achieved using large-
scale distributed architectures. Therefore, it is extremely
important to determine the distributed architectures and
techniques that allow clear improvements in the system per-
formance.

The performance of a Web search engine is determined
basically by two factors:

• Response time: the time it takes to answer the query.
This time includes the network transfer times that, in
Internet, will take a few hundred milliseconds; and the
processing time in the search engine, that is usually
limited to 100 milliseconds.

• Throughput: the number of queries the search engine
is able to process per second. This measure usually
has to maintain a constant ratio, but also deals with
peak loads.

From the user’s point of view, only the response time is
visible and it is the main factor, keeping constant the quality
of the results: the faster the search engine is able to answer
the better. From the search engine point of view both mea-
sures are important. Once an upper limit has been set up
for the response time (e.g. a query should be answered in
less than 100 milliseconds), the objective is to maximise the
throughput.

From the search engine point of view another two factors
have to be taken into account:

• Size: the number of documents indexed by the search
engine. Not so long ago, Google published in its main
page the number of Web pages indexed. Nowadays, the
main commercial search engines do not make public
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detailed figures, although the estimations are in the
order of 20 billion documents.

• Resources: the number of computers used by the search
engine. This could be considered from the economical
perspective as the cost of the distributed system. In [2]
Baeza-Yates et al. estimate that, a search engine will
need about 30 thousand computers to index 20 billion
documents and obtain a good performance.

If we want to compare different distributed indexing mod-
els or test some new techniques for a distributed search en-
gine (e.g. a new cache policy), usually we will fix the size
of the collection and the resources and then, measure the
performance in terms of response time and throughput.

Ideally, we would need a replica of a large-scale IR sys-
tem (for example, one petabyte of data and one thousand
computers) to measure performance. However, this would
be extremely expensive and no research group, or even com-
mercial search engine, can devote such amount of resources
only to evaluation purposes.

In this article we present a new approach for performance
evaluation of large-scale IR systems based on scaling-down.
We consider that, creating a scaled-down version of an IR
system, will produce valid results for the performance anal-
ysis, using very few resources. This is an important point
for commercial search engines (from the economical point
of view), but it is more important for the research groups
because this could open the experimentation on large-scale
IR to nearly any group.

The rest of the paper is organised as follows. In Section 2
we present the main approaches for performance evaluation.
Section 3 analyses our proposal and Section 4 concludes this
work and describes some ideas for future works.

2. PERFORMANCE EVALUATION
In the literature there are many articles that evaluate the

performance of a search engine or one of its components. We
do not intend to present an exhaustive list of papers about
performance evaluation but to present the main methods
used by the researchers, specially of a large-scale IR system.

The main methods to test the performance of a search
engine are the following:

• An analytical model.

• A simulation model.

• A real system or part of a real system.

A clear example of study based on an analytical model
can be found in [6]. In this work, Chowdhury et al. use
the queueing network theory to model a distributed search
engine. The authors model that the processing time in a
query server is a function of the number of documents in-
dexed. They build a framework in order to analyse dis-
tributed architectures for search engines in terms of response
time, throughput and utilization. To show the utility of this
framework, they provide a set of requirements and study
different scalability strategies.

There are many works based on simulation that study the
performance of a distributed IR system. [3] is one of the first.
In this work, Burkowski uses a simple simulation model to
estimate the response time of a distributed search engine,
and uses one server to estimate the values for the simulation

model (e.g. the reading time from disk is approximated as
a Normal distribution). Then, the simulation model repre-
sents a clusters of servers and estimates the response times
using local index organisation (named uniform distribution).
However, the network times are not considered in the simu-
lation model.

Tomasic and Garcia-Molina [12] also used a simulation
model to study the performance of several parallel query
processing strategies using various options for the organi-
zation of the inverted index. They use different simulation
models to represent the collection documents, the queries,
the answer set and the inverted lists.

Cacheda et al. in [4] include also a network model to
simulate the behaviour of the network in a distributed IR
system. They compare different distribution architectures
(global and local indexing), identify the main problems and
present some specific solutions, such as, the use of partial
result sets or the hierarchical distribution for the brokers.

Other authors use a combination of both approaches. For
example, in [10], Ribeiro-Neto and Barbosa use a simple
analytical model to estimate the processing time in a dis-
tributed system. This analytical model calculates the seek
time for a disk, the reading time from disk of an inverted list,
the time to compare and swap two terms and the transfer
time from one computer to another. In their work, they in-
clude a small simulator to represent the interference among
the various queries in a distributed environment. They com-
pare the performance of a global index and a local index and
study the effect of the network and disk speed.

Some examples of works experimenting with a real IR sys-
tem could be [1] or [9]. In the first work, Badue et al. study
the imbalance of the workload in a distributed search engine.
They use a configuration of 7 index servers and one broker
to index a collection of 10 million Web pages. In their work,
the use of a real system for testing was important to detect
some important factors for imbalance in the index servers.
They state that the correlations between the term frequency
in a query log and the size of its inverted list lead to imbal-
ances in query execution times, because these correlations
affect the behaviour of the disk caching.

Moffat et al. in [9] study a distributed indexing technique
named pipelined distribution. In a system of 8 servers and
one broker, they index the TREC Terabyte collection [7]
to run their experiments. The authors compare three dis-
tributed architectures: local indexing (or document parti-
tioning), global indexing (or term partitioning) and pipelin-
ing. In their experiments the pipelined distribution outper-
forms the term partitioning, but not the document partition-
ing due to a poor workload balancing. However, they also
detect some advantages over the document distribution: a
better use of memory and fewer disk seeks and transfers.

The main drawback for an analytical model is that it can-
not represent all the characteristics of a real IR system.
Some features have to be dropped to keep the model simple
and easy to implement.

Using a simulation model, we can represent more complex
behaviours than an analytical model. For example, instead
of assuming a fixed transfer time for the network, we can
simulate the behaviour of the network (e.g. we could detect
a network saturation). But, again, not all the features of a
real system could be implemented. Otherwise, we will end
up with a real IR system and not a simulation model.

In both cases, it is important to use a real system to esti-
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mate the initial values of the model (analytical or simulated)
and, in fact, this is a common practise in all the research
works. In a second step, it is also common to compare the
results of the model with the response obtained from a real
system, using a different configuration, in order to validate
the model.

However, when the models are used to extrapolate the
behaviour of a distributed IR system, for example increasing
the number computers, the results obtained may introduce
a bigger error than expected. For example, a simulation
model of one computer, when compared with a real system,
has an accuracy of 99% (or an error of 1%). But, what is the
expected error when simulating a system with 10 computers:
1% or 10%?

This problem is solved by using a real system for the per-
formance evaluation. But, in this case, the experiments will
be limited by the resources available in the research groups.
In fact, many researchers run their experiments using 10-20
computers. Considering the size of data collections and the
size of commercial search engines, this could not be enough
to provide interesting results for the research community. In
this sense, the analytical or simulation models allow us to
go further, at the risk of increasing the error ratio of our
estimations.

3. OUR PROPOSAL
In this article we propose to use a scaled-down version of

a search engine to analyse the performance of a large-scale
search engine.

Scaling down has been successfully applied in many other
disciplines, and it is specially interesting when the develop-
ment of a real system is extremely expensive. For example,
in the shipping industry the use of scale models in basins
is an important way to quantify and demonstrate the be-
haviour of a ship or structure, before building a real ship
[5].

The use of a wind tunnel is also quite common in the
aeronautical or car industries. Specially in the former, the
scaled-down models of planes or parts of a plane are impor-
tant to analyse the performance of the structure [13]. Also
in architecture scaled-down models are used to test and im-
prove the efficiency of a building [8].

In the world of search engines, is it possible to build a
scaled-down version of a search engine?

Let us say that we want to study the performance of a
large-scale search engine, composed of 1000 computers, with
the following parameters:

• The size of the collection is 1 petabyte.

• Each computer has a memory of 10 gigabytes.

• Each computer has a disk of 1 terabyte.

• The computers are interconnected using a high speed
network (10Gbits/second).

From our point of view, maintaining the 1000 computers
as the core of the distributed system, if we apply a scale
factor of 1:1000 we will have a scaled-down version of the
search engine with the following parameters:

• The size of the collection is 1 gigabyte.

• Each computer has a memory of 10 megabytes.

• Each computer has a disk of 1 gigabyte.

• The computers are interconnected using a high speed
network (10Mbits/second).

One important point is that the scale factor does not ap-
ply to the number of computers. The computers constitute
the core of the distributed system and therefore cannot be
diminished, instead they are scaled-down. This is equivalent
to build a scaled-down version of a building: the beams are
scaled-down but not diminished.

In this way, we expect to obtain a smaller version of the
large-scale search engine, but with the same drawbacks and
benefits.

The next step is how to build this scaled-down version of
a search engine.

The first and trivial solution is to use 1000 computers with
the requirements stated previously. These would be very
basic computers nowadays but, anyway, it could be quite
complicated to obtain 1000 computers for a typical research
group. It could be a little bit easier for a commercial search
engine if they could have access to obsolete computers from
previous distributed systems, but it is not straightforward.

A more interesting solution would be to use virtualization
tools to create the cluster of computers. Virtualization is a
technology that uses computing resources to present one or
many operating systems to user. This technology is based on
methodologies like hardware and software partitioning, par-
tial or complete machine simulation and others [11]. In this
work, we are interested in the virtualization at the hardware
abstraction layer to emulate a personal computer. Some
well-known commercial PC emulators are KVM1, VMware2,
VirtualBox3 or Virtual PC4.

With this technology it could be possible to virtualize a
group of scaled-down computers using just one real com-
puter. In this way, with a small cluster of computers (e.g.
20 computers) we could virtualize the whole scaled-down
search engine.

For example, using a cluster of 20 computers, will re-
quire that each computer virtualizes 50 computers with 10
megabytes of memory and 1 gigabyte of disk. Roughly
speaking, this would take half a gigabyte of memory and
50 gigabytes of disk from the real machine, which should be
easily handled by any modern computer.

To the best of our knowledge, all the virtualization tools
allow you to set the size of memory and disk for the virtual-
ized host. Also, some of them (e.g. VMware) can set a limit
for the network usage, in terms of average or peak, and for
the CPU speed.

From our point of view, these requirements should be
enough to scale-down a host of a distributed search engine.
Some other parameters could also be considered when scal-
ing down a search engine, such as, disk or memory speed.
We are aware of some solutions in this sense5, but these low
level parameters could be quite hard to virtualize. How-
ever, we doubt about the usefulness of these parameters in
the performance analysis, while the performance of the real
computer is not degraded. In any case, in future works it

1http://www.linux-kvm.org/
2http://www.vmware.com/
3http://www.virtualbox.org/
4http://www.microsoft.com/windows/virtual-pc/
5http://sourceforge.net/apps/trac/ioband/
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would be interesting to study in depth the effect of these
low level parameters in the performance analysis of a scaled-
down search engine.

The use of virtualization is not only interesting to reduce
the resources required to build a scaled-down version of a
search engine. It could be very appealing to test the effect
of new technologies in the performance of a large-scale search
engine. For example, let us say that we want to compare the
performance of the new SSD (Solid State Drive) memories
versus the traditional hard drives. To build a whole search
engine using SSD memories would be a waste of resources
until the performance has been tested. But, buying a cluster
of computers with SSD memory and building a scaled-down
version of the search engine is feasible and not very expen-
sive. In this way, we could test and compare the performance
of this new technology.

4. CONCLUSIONS
This paper presents a new approach to the performance

evaluation of large-scale search engines based on a scaled-
down version of the distributed system.

The main problem, when using an analytical or simulation
model for evaluation purposes, is that some (important) de-
tails could be missing in order to make the model feasible
and so, the estimations obtained could differ substantially
from the real values.

If we use a real search engine for performance evaluation,
the results obtained will be more precise but will depend
on the resources available. A distributed system composed
of a few computers does not constitute a large-scale search
engine and the resources required to build a representative
search engine are excessive for most researchers.

We suggest to build a scaled-down version of a search
engine using virtualization tools to create a realistic cluster
of computers. By using a scaled-down version of a computer
we expect to maintain the behaviour of the whole distributed
system at the same time that the hardware requirements are
softened. This would be the key to use the virtualization
tools to build a large distributed system using a small cluster
of computers.

This research is at an early stage, but we strongly believe
that this would be a valid technique to analyse the perfor-
mance of a large-scale distributed IR system.

In the near future we plan to develop a scaled-down search
engine using a small cluster of computers. We would like to
compare the performance of the scaled-down search engine
with an equivalent real search engine to test the accuracy of
this methodology.
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