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Abstract. We present PEST, a novel approach to approximate querying
of structured wiki data that exploits the structure of that data to prop-
agate term weights between related wiki pages and tags. Based on the
PEST matrix, eigenvectors representing the distribution of a term after
propagation are computed. The result is an index which takes the doc-
ument structure into account and can be used with standard document
retrieval techniques. This article gives a detailed outline of the approach
and gives first experimental results showing its viability.

1 Introduction

Mary wants to get an overview of software projects in her company that are
written in Java and that make use of the Lucene library for full-text search.
According to the conventions of her company’s wiki, a brief introduction to each
software project is provided by a wiki page tagged with “introduction”.

Thus, Mary enters the query for wiki pages containing “ava” and “lucene’
that are also tagged with “introduction”. In the semantic wiki KiWi, this can be
achieved by the KWQL [5] query ci(java lucene tag(introduction)), where
ci indicates wiki pages, see Section 3.2.

However, the results fall short of Mary’s expectations for two reasons that
are also illustrated in the sample wiki of Figure 1:

(1) Some projects may not follow the wiki’s conventions (or the convention
may have changed over time) to use the tag “introduction” for identifying project
briefs. This may be the case for Document 5 in Figure 1. Mary could loosen her
query to retrieve all pages containing “introduction” (rather than being tagged
with it). However, in this case, documents that follow the convention are not
necessarily ranked higher than other matching documents.

(2) Some projects use the rich annotation and structuring mechanisms of a
wiki to split a wiki page into sub-sections, as in the case of the description of
KiWi in Documents 1 and 2 from Figure 1, and to link to related projects or
technologies (rather than discuss them inline), as in the case of Document 4 and
5 in Figure 1. Such projects are not included in the results of the original query
at all. Again, Mary could try to change her query to allow keywords to occur in
sub-sections or in linked to documents, but such queries quickly become rather
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Fig. 1. Link and containment graph for a sample wiki

complex (even in a flexible query language such as KWQL). Furthermore, this
solution suffers from the same problem as addressed above: documents following
the wiki’s conventions are not necessarily ranked higher than those only matched
due to the relaxation of the query.

Fuzzy matching over words by means of, for example, stemming is an estab-
lished technique widely used in Information Retrieval applications such as web
search engines. Fuzzy matching over structure however, is only recently gaining
attention as the amount of (semi-)structured data on the web increases. When
a query explicitly imposes structural constraints on the selection, fuzzy matches
are also returned where the structural constraints hold only approximately (e.g.,
a direct link is approximated by a chain of links).

In this article, we present PEST, short for term-propagation using eigenvector
computation over wiki-structures, a novel approach to approximate or fuzzy
matching over structured data. PEST is based on a unique technique for
propagating term weights (as obtained from a standard vector-space representa-
tion of the documents) over the structure of a wiki using eigenvector computa-
tion. The eigenvector computation is inspired by, but differs significantly from,
Google’s PageRank [4].

In contrast to many other fuzzy matching approaches (see Section 2), PEST
relies solely on modifying term weights in the document index and requires no
runtime query expansion, but can use existing document retrieval technologies
such as Lucene. Nevertheless, it is able to solve all above described problems in
the context of the semantic wiki KiWi.

To illustrate how PEST propagates term weights, consider again Figure 1. As
for PageRank, the “magic” of PEST lies in its matrix, called the PEST propagation
matriz, or PEST matrix for short. The PEST matrix is computed in two steps:
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(1) Weighted propagation graph: First, we extend and weight the graph
of the wiki pages and their tags: These insertions are used to enable direct
propagation between tags. Thus, we can configure how terms propagate between
tags of related pages independently from term propagation between the pages.

The resulting graph for the sample wiki is shown in Figure 2. We have added
the tags 5.1 and 6.1 and containment edges from tag 1.1 and 1.2 to tag 2.1,
as well as link edges, e.g., from the tag 6.1 to tag 1.1,2.1,3.1 and 3.2. In the
following, we assign edge weights based solely on the type of the edge (link,
containment, tagging).

(2) “Informed Leap’: The weighted propagation graph, however, does not
encode any information about the differences in term distribution in the origi-
nal nodes, but only information about the structure of the wiki graph. To en-
code that information in the PEST matrix, we use an “informed leap”: First, we
transpose the weighted adjacency matrix of the weighted propagation graph and
normalize it by the highest edge-weight sum over all documents (rather than for
each document individually) to preserve differences in overall edge weight be-
tween documents. Second, the remaining probability together with a fixed leap
parameter « (e.g., 30%) is used for an “informed leap” to an arbitrary node. The
probability to go to a specific node A in such an “informed leap” is not random
(as in the case of the original PageRank), but informed by the original term
weight distribution: A page with a high term weight for term 7 is more likely to
be the target of a leap than a page with low term weight for 7.

The resulting matrix is called the PEST matrix P, for term 7. Note that it
must be computed for each term individually, but does not depend on the query.
A formal description of the PEST matrix computation is given in Section 5.

Finally, the eigenvectors of the PEST matrix for each term 7 are combined
to form the vector space representation (i.e., the document-term matrix) for the
wiki pages and their tags. Section 6 presents, as an example, the computation
and the resulting term weights for the wiki from Figure 1.

Keyword queries can be evaluated on this representation with any of the
existing IR engines using a vector space model (e.g., Lucene). Queries mixing



keywords and structure require an engine capable of combining keyword matches
with structural constraints such as the KWQL engine.

Contributions

To summarize, PEST improves on existing fuzzy matching approaches for struc-
tured data (briefly summarized in Section 2) in the following aspects:

— It is based on a simple, but flexible model for structured content that cap-
tures a wide range of knowledge management systems and applications. We
introduce the model in Section 4 and discuss how it can represent the core
concepts of the semantic wiki KiWi, briefly recalled in Section 3.1. We also
briefly recall KWQL (Section 3.2) to illustrate the need for a combination
of structure and keyword queries.

— The main contribution of PEST is the PEST matrix for propagating term
weights over structured data. The computation of that matrix for a given
graph of structured content is formalized in Section 5.

The PEST matrix allows the propagation of term weights at index time and
yields a modified vector space representation that can be used by any IR
engine based on the vector space model (e.g., Lucene).

Section 6 gives an extended example of the PEST matrix computation on the
sample wiki from Figure 1.

— We prove formally in Section 5.3 that any PEST matrix has 1 as dominant
eigenvalue and that the power method converges with the corresponding
eigenvector if applied to a PEST matrix.

Though the results from Section 6 as well as further internal testing validate
the PEST approach, there are a number of open issues summarized in Section 7.

2 Related Work: Fuzzy Matching on Structured Data

PEST differs from the majority of fuzzy matching approaches including those
reviewed in the following in two important ways:

— It is designed for graph-shaped data rather than purely hierarchical data as
most of the XML-based approaches discussed in the following.

— In essence, PEST can be used with any information retrieval engine based on
the vector space model. The only modification to the evaluation process is the
computation of the actual vector space model. Otherwise existing technology
(such as Lucene or similar search engines) can be utilized. In particular, the
PEST matrix is query independent and thus can be computed at index time.

Before we consider specific approaches, it is worth recalling that fuzzy match-
ing—approaches to include not only strict matches, but also other results which
are relevant but do not match the strict interpretation of the query—and rank-
ing are closely related. Though they do not have to be used in conjunction, this



is often the case, in particular to allow a fuzzy matching engine to differentiate
looser results from results that adhere more strictly to the query.

While fuzzy matching is widely used in web search and other IR applications,
conventional query languages for (semi-)structured data such as XQuery, SQL
or SPARQL do not usually employ fuzzy matching or rank results. These lan-
guages have been applied to probabilistic data, but this is a distinct area from
fuzzy querying: In probabilistic data management the data itself introduces un-
certainty, in fuzzy matching uncertainty is introduced under the assumption that
the user is also interested in matches that do not quite match her query.

As the amount of structured web data increases and the semantic web contin-
ues to emerge, the need for solutions that allow for layman querying of structured
data arises. Research has been dedicated to combining web querying and web
search and to introducing IR methods to querying, for example in the form of
extensions to conventional query languages, visual tools for exploratory search,
extension of web keyword search to include (some) structure and keyword search
over structured data. With the arrival of these techniques, the need for fuzzy
querying that does not apply solely to individual terms or phrases but takes the
data structure into account arises.

Approximate matching on data structure has been researched mainly in the
context of XML data similarity [15]. A wide body of work in this area can be
divided into three main classes of approaches:

Tree edit distance: Tree edit distance approaches, e.g., [10, 1, 2] extend the
edit distance in such a way that not strings but trees are compared. A number
of types of edit operations may be applied repeatedly in order to transform one
XML document into another. The similarity between the documents can then
be quantified through a cost function taking into account the number of steps
and types of operations required.

In contrast to PEST, these approaches are hard to generalize to graph data,
require a relaxation loop at query time, and require the evaluation of a (often
quite considerable) number of relaxed queries whereas PEST’s computation can
be performed entirely at index time. The last effect is slightly ameliorated by
novel top-k algorithms in [2]. Also it is not obvious how different edge types, as
easily treated by PEST, affect tree edit distance.

Approximate tree matching: A small number of approaches modify exist-
ing matching algorithms to introduce certain degrees of freedom. In [13], direct
relations in the query are allowed to be matched with indirect relations in the
document. In [14], a document is considered a good approximate match if it and
the query have few paths that are not common (a mismatching).

Again, the contrast to PEST lies (a) in the limitation to tree-shaped data
which would be hard to lift at least in the case of [14] due to the reliance on
paths and suffix trees and (b) in the need for a new query engine, where PEST
can reuse existing information retrieval engines.

Adapting the vector space model: Finally, the largest class of approaches
aims, like PEST, to adapt the vector space model, a well-established IR technique,
to the application on XML data. In the vector space model, documents and



queries are represented as vectors of weights for each term; similarity is computed
as the cosine angle between two vectors.

Pokorny et al. [12] represent paths and terms in an XML tree in a matrix
instead of a vector, assigning weights to each combination of path and term. A
query, also expressed as an XML tree, is transformed into a matrix of the same
form. The score of a query with respect to a possible result is then calculated as
the correlation between the two matrices. In an extension, the matrix is adapted
to reflect also the relationship between paths.

In [6] (and similarly [9]) document vectors are modified such that their ele-
ments are not weights for terms but rather weights for term and context pairs—
the context of a term is the path in which it occurs. The vector then consists of a
weight for each combination of term and context. Further, the cosine similarity
measure is relaxed by computing context similarities which are integrated in the
vector similarity measure.

Similarly, [13] and, later, [11] use tree embeddings combined with a vector
space representation of XML elements.

Activation propagation is used in [3] for fuzzy matching over structure. Here,
a modified version of the vector space model is used to calculate similarity scores
between query terms and textual nodes in the data. The calculation of term
weights takes into account the structural context of a term as well as its fre-
quency. In a second step, these scores are propagated up in the tree. Finally,
the highest activated nodes are selected, filtering out some results which are
considered to be unsuitable such as the descendants of results that have already
been selected. This approach resembles ours in that activation propagation is
used to realize approximate matching over structure. However, in this approach,
propagation happens upon query evaluation and is unidirectional. Like the other
approaches in this class, it is also limited to tree-shaped data.

Outside of XML, one widely-used method where structural relationship is
used for fuzzy matching is the use of anchor-tags in web search [4]. The anchor
text of a link to a web page is treated as if it was part of the text of that web
page even if it does not appear there. However, the application of this approach
is limited to anchor tags and does not apply to general graphs or generalize to
different link types.

3 Preliminaries

3.1 KiWi

KiWi! is a semantic wiki with extended functionality in the areas of information
extraction, personalization, reasoning, and querying. KiWi relies on a simple,
modular conceptual model consisting of the following building blocks:
Content Items are composable wiki pages, the primary unit of information
in the KiWi wiki. A content item consists of text or multimedia and an optional
sequence of contained content items. Thus, content item containment provides

L http://www.kiwi-project.eu, showcase at http://showcase.kiwi-project.eu/



a conventional structuring of documents, for example a chapter may consist
of a sequence of sections. For reasons of simplicity, content item containment
precludes any form of overlapping or of cycles, and thus a content item can be
seen as a directed acyclic graph (of content items). Links are simple hypertext
links and can be used for relating content items to each other or to external web
sites.

Annotations are meta-data that can be attached to content items and links,
describing their content or properties. They can be added by users, but can also
be created by the system through automatic reasoning. Though KiWi supports
various types of annotations ranging from informal, freely chosen tags, to semi-
formal tags selected from a pre-defined vocabulary, to RDF triples and rela-
tionships from an ontology, we consider only tags consisting of phrases (one or
several words) in this paper.

To illustrate these concepts, consider again Figure 1: It shows a sample KiWi
wiki using the above structuring concepts (for sake of familiarity, we call content
items documents). For example, the content item (document) 1 “About KiWi”
contains the content item 2 representing a section on “Search in KiWi” and is
linked to by the content item 6 “Guided Tour”. It is tagged with 1.1 “nitroduction”
and 1.2 “architecture”.

Structure, within as well as between resources, thus plays an important role
for expressing knowledge in the wiki, ranging from simple tags to complex graphs
of links or content item containment.

3.2 KWQL

KWQL [5], KiWi’s label-keyword query language [16], allows for combined queries
over full-text, annotations and content structure, fusing approaches from con-
ventional query languages with information retrieval techniques for search.

KWQL aims to make data contained in a Semantic Wiki accessible to all
users—not only those who have experience with query languages. Queries have
little syntactic overhead and aim at being only as complex as necessary. The
query language is designed to be close to the user experience, allowing queries
over the elements of the conceptual model described in the previous section.

Further, KWQL has a flat learning curve and the complexity of queries in-
creases with the complexity of the user’s information need. Simple KWQL queries
consist of a number of keywords and are no more complicated to write than search
requests in web search engines. On the other hand, advanced KWQL queries can
impose complex selection criteria and even reformat and aggregate the results
into new wiki pages, giving rise to a simple form of reasoning.

Some examples of KWQL queries are given in the following table:

Java Content items containing “java” directly or in any of its tags
or other meta data
ci(author:Mary) Content items authored by Mary (using author meta-data)

ci(Java OR (tag(XML) AND author:Mary))



Content items that either contain “ava” or have a tag con-
taining “XML” and are authored by Mary

ci(tag(Java) link(target:ci(Lucene)))
Content items with a tag containing “java” that contain a link
to a content item containing “lucene”

4 A Formal Model for Wiki Content: Content Graphs

In this section we formally define a generic graph-based model of structured
content that is capable of capturing the rich knowledge representation features
of KiWi.

Definition 1 (Content graph). A content graph is a tuple G = (Vy, Vi, Ej,
E,,T,w;) where Vg and Vi are sets of vertices and Ey, E, C (VaUV;) x (VaUW).
Va and V; represent documents (content items) and tags. E; and E,, describe the
directed linking and nesting among documents and tags.

The textual content of documents and tags is represented by a set T of terms
and a function wy : (Vg U V) x T — R that assigns a weight to each pair of
a verter and a term. We assume that the term weights for each vertexr v are a
stochastic vector (i.e., Y ., wi(v,7) =1).

We denote the type of an edge e with type(e) € {l,n} and the type of a
vertex v with type(v) € {d,t}.

The above is an instance of a generic model, that allows for an arbitrary
number of vertex and edge sets for flexible typing. Tags can be used to repre-
sent any property of a document other than its textual content. Here, we limit
ourselves to two vertex and edge types each for sake of clarity. The model allows
for different types of links and nestings exist depending on the types of linked
and nested nodes. For example, an edge in E; N (Vy x V) represents a link from
a document to a tag, whereas an edge E; N (Vy x V) represents a link between
documents.

For the sample wiki from Figure 1, the six documents 1 to 6 form Vg, V; =
{1.1,1.2,2.1,3.1,3.2,4.1}, E, = {(6,1), (6,3), (4,3), (1,1.1),(1,1.2), ..., (4,4.1)},
E, = {(1,2)}, T the set of all terms in the wiki and w; = {(1, %java”,0.8),...,
(2.1, “search”, 1), .. .}.

Nesting of tags in documents, E, N (Vg x V4), do not occur in our model of
a semantic wiki, but may do so in other applications.

5 Computing the PEST Propagation Matrix

Based on the above model for a knowledge management system, we now formally
define the propagation of term-weights over structural relations represented in a
content graph by means of an eigenvector computation.

A document’s tag is descriptive of the content of the text of said content
item—they have a close association. Similarly, the tags of a sub-document to



some extent describe the parent document since the document to which the
tag applies is, after all, a constituent part of the parent document. More gen-
erally, containment and linking in a wiki or another set of documents indicate
relationships between resources. We suggest to exploit these relationships for
approximate matching over data structure by using them to propagate resource
content. A resource thereby is extended by the terms contained in other resources
it is related to. Then, standard information retrieval engines based on the vector
space model can be applied to find and rank results oblivious to the underlying
structure or term-weight propagation.

To propagate term weights along structural relations, we use a novel form
of transition matrix, the PEST propagation matrix. In analogy to the random
surfer of PageRank, the term-weight propagation can be explained in terms
of a semi-random reader who is navigating through the content graph looking
for documents relevant to his information need expressed by a specific term 7
(or a bag of such terms). He has been given some—incomplete—information
where in the graph 7 occurs literally. He starts from one of the nodes and reads
on, following connections to find other documents that are also relevant for his
information need (even if they do not literally contain 7). When he becomes
bored or loses confidence in finding more matches by traversing the structure of
the wiki (or knowledge management system, in general), he jumps to another
node that seems promising and continues the process.

To encode this intuition in the PEST matrix, we first consider which connec-
tions are likely to lead to further matches by weighting the edges occurring in
a content graph. Let H be the transposed, normalized adjacency matrix of the
resulting graph. Second, we discuss how to encode, in the leap matrix L., the
jump to a promising node for the given term 7 (rather than to a random node
as in PageRank)

The overall PEST matrix P, is therefore computed as (where « is the leap
factor)

P.=1-aoH+L,.

Each entry m;; € P, that is, the probability of transitioning from vertex
j to vertex i, is thus determined primarily by two factors, the normalized edge
weights of any edge from j to ¢, the term weight of 7 in j.

5.1 Weighted Propagation Graph

To be able to control the choices the semi-random reader performs when following
edges in the content graph, we first extend the content graph with a number of
additional edges and vertices and, second, assign weights to all edges in that
graph.

Definition 2 (Weighted propagation graph). A weighted propagation
graph is a content graph extended with a function w. : (E; U E,) — R? for
assigning weights to edges that fulfills the following conditions:

— For each document v € Vg, there is a tag t, € V; with (v,t,) € E;.



— For each pair of documents v,w € Vg with (u,v) € Ey (E,), if t, and t,, are
tags of v and w respectively, then there is an edge (t,,ty) € Ey (Ey,).

Edge weights are given as pairs of numbers, one for traversing the edge in its
direction, one for traversing it against its direction.

The first condition requires that each document must be tagged by at least
one tag. The second condition ensures that tags of related documents are not
only related indirectly through the connection between the documents, but also
stand in a direct semantic relation. For example, a document which contains
another document about a certain topic trivially also is about that topic to
some extent, since one of its constituent parts is.

Proposition 1. For every content graph, a weighted propagation graph can be
constructed by (1) adding an empty tag (“dummy tag”) to each document that is
not tagged at all and (2) copying any relation between two documents to its tags
(if not already present).

Consider again the sample wiki from Figure 1, the resulting weighted prop-
agation graph is shown in Figure 2. It contains two “dummy tags” (5.1 and 6.1)
as well as a number of added edges between tags of related documents.

We call a weighted propagation graph type-weighted, if for any two edges
e1 = (v1,w1),ea = (v2,w2) € E; U E, it holds that, if type(e1) = type(es),
type(v1) = type(vae), and type(w1) = type(ws), then we(e1) = we(ez). In other
words, the weights of edges with the same type and with start and end vertices
of the same type respectively must be the same in a type-weighted propagation
graph. In the following, we only consider such graphs.

Let A, be the weighted adjacency matrix of a weighted propagation graph
G. Then we normalize and transpose A, to obtain the transition matrix H for
G as follows:

1 T

= O (G

Note that we normalize the columns for all vertices with the same maximum sum
of outgoing term weights. This preserves differences in weights between nodes
with the same number of outgoing edges, but also yields only a sub-stochastic
matrix.

5.2 Informed Leap

Given a leap factor a € (0,1], a leap from vertex j occurs with a probability
P(leap|j) = a+ (1 —a)(1 - ) H,;)
i

A leap may be random or informed. In a random leap, the probability

of jumping to some other vertex is uniformly distributed and calculated as
Imd(4, 5) = m for each pair of vertices (i, j).



An informed leap by contrast takes the term weights, that is, the prior distri-
bution of terms in the content graph into account. It is therefore term-dependent
and given as ['"{(i, j) = % forateT.

In preliminary experiments, a combination of random and informed leap,
with heavy bias towards an informed leap, proved to give the most desirable
propagation behavior. The overall leap probability is therefore distributed be-
tween that for a random leap and that of an informed leap occurring according
to the factor p € (0, 1] which indicates which fraction of leaps are random leaps.

Therefore, we obtain the leap matrix L, for term 7 as

Ly = (Peapli) (1= ) 12i) + - 17.1) )
2y
5.3 Properties of the PEST Matrix

Definition 3 (PEST matrix). Let a € (0,1] be a leap factor, H be the normal-
ized transition matriz of a given content graph (as defined in Section 5.1) and
L. the leap matriz (as defined in Section 5.2) to H and term T with random leap
factor p € (0,1]. Then the PEST matriz P, is the matriz

PT:(l—Oé)H+L7—.

Theorem 1. The PEST matriz P for any content graph and term 7 is column-
stochastic and strictly positive (all entries > 0).

Proof. Tt is easy to see that P is strictly positive as both « and p are > 0 and
thus there is a non-zero random leap probability from each vertex to each other
vertex.

P is column stochastic, as for each column j

D (Pr)iy =3 (1= )Hij + (Lr)i)
= (1 — CM) ZHZ'J' + ((Oé + (1 — Oz)(l — ZHZJ)).

l
(1= ) S ) 40 3 1740,
=1 =1
=(1-a)) H;+(1-a)1-Y Hj)+a=1l-ata=1
7 l

Corollary 1.The PEST matrix P, has eigenvalue 1 with unique eigenvector p,
for each term T.

The resulting eigenvector p, gives the new term-weights for 7 in the vertices
of the content graph after term-weight propagation. It can be computed, e.g.,
using the power method (which is guaranteed to converge due to Theorem 1).



1 2 1.1 1.2 2.1 4 3 4.1 3.1 3.2

1.1
1.2
2.1

4.1
3.1
3.2

0.1463 0.4091 0.4848 0.4848 0.1054 0.2556 0.1873 0.1873 0.2146 0.2146
0.1630 0.0109 0.0088 0.0088 0.3165 0.0130 0.0095 0.0095 0.0109 0.0109
0.2019 0.0109 0.0088 0.0088 0.1998 0.0130 0.0095 0.0095 0.0109 0.0109
0.2019 0.0109 0.0088 0.0088 0.1998 0.0130 0.0095 0.0095 0.0109 0.0109
0.0074 0.2054 0.1644 0.1644 0.0054 0.0130 0.0095 0.0095 0.0109 0.0109
0.1116 0.1637 0.1324 0.1324 0.0804 0.1949 0.1817 0.4540 0.1637 0.1637
0.0074 0.0109 0.0088 0.0088 0.0054 0.0908 0.0095 0.0095 0.3220 0.3220
0.0074 0.0109 0.0088 0.0088 0.0054 0.2074 0.0095 0.0095 0.0498 0.0498
0.0074 0.0109 0.0088 0.0088 0.0054 0.0130 0.2040 0.0873 0.0109 0.0109
0.0074 0.0109 0.0088 0.0088 0.0054 0.0130 0.2040 0.0873 0.0109 0.0109

Table 1. Excerpt of PEST matrix for “java” with = 0.3 and p = 0.25

The vector space representation of the content graph after term-weight prop-
agation is the document-term matrix using the propagation vectors p, for each
term 7 as columns.

6 Structure Propagation with PEST Matrix: An Example

In order to confirm that the described propagation approach performs as ex-
pected, a prototype implementation of the PEST matrix construction has been
implemented and experiments computing the resulting vector space representa-
tion after term-weight propagation have been conducted. The implementation is
available from http://www.pms.ifi.lmu.de/pest.

Here, we present the results for the sample wiki from Figure 1. We use a leap
factor of & = 0.3 and a random leap factor of p = 0.25. Using these factors,
the PEST matrix is computed for each term 7 € {“ava”, “lucene”,...}. The edge
weights are derived by intuition of the authors as shown in Figure 2.

The resulting matrix for the term “ava” is shown in Table 1, omitting Doc-
uments 5 and 6 and their tags for space reasons.

Note that the matrix contains high probabilities for propagation to 1 and 4
throughout thanks to the informed leap. This preserves their higher term-weight
for “java” compared to other nodes that do not contain “java”.

Using the PEST matrix, we compute for each term the resulting PEST vector
p-. Together these vectors form a new document-term matrix representing the
documents and tags in our wiki, but now with propagated term weights, as
shown in Table 2.

To verify the veracity of our approach, let us consider a number of desirable
properties an approach to fuzzy matching on a structured knowledge manage-
ment systems such as KiWi should exhibit:

1. Documents containing a term directly (e.g., “java”) with a significant term
weight should still be ranked highly after propagation. This should hold to



RDF XML architecture introduction java lucene search

1 0.46 0.03 0.11 0.11 0.26  0.08 0.07
1.1 0.11  0.02 0.05 0.23 0.07 0.04 0.07
1.2 0.11  0.02 0.24 0.04 0.07 0.04 0.07

2 0.10  0.02 0.05 0.05 0.06 0.21 0.09
2.1 0.06 0.02 0.06 0.06 0.04 0.06 0.24

3 0.02  0.08 0.09 0.04 0.04 0.22 0.09
3.1 0.02 0.04 0.03 0.04 0.02  0.06 0.22
3.2 0.02 0.04 0.23 0.04 0.02  0.06 0.03

4 0.01  0.53 0.02 0.08 0.17  0.02 0.02
4.1 0.01 0.12 0.02 0.22 0.04 0.02 0.02

5 0.01  0.02 0.01 0.03 0.11  0.11 0.01
5.1 0.01 0.01 0.01 0.02 0.03 0.03 0.01

6 0.03  0.02 0.03 0.02 0.03 0.03 0.02
6.1 0.03  0.02 0.04 0.03 0.02  0.02 0.03

Table 2. Document-term matrix after term-weight computation

guarantee that direct search results (that would have been returned without
fuzzy matching) are retained.

Indeed Documents 1, 4, and 5, all containing “java” are highest ranked for
that term, though the tags of Document 1 come fairly close. This is desired,
as Document 1 contains “avae” with high term weight and tag-document
associations are among the closest relations.

2. A search for a term 7 should also yield documents not containing 7 but
directly connected to ones containing it. Their rank should depend on the
weight of 7 in the connected document and the type (and thus propagation
strength) of the connection.

Again, just looking at the results for “java” the two tags of Document 1
as well as the contained Document 2 receive considerable weight for term
“lava”.

3. Searching for a KWQL query such as ci(architecture introduction) should
also rank highly documents that do not include these terms, but that are
tagged with “architecture” and “introduction”.

Document 1 is such a case and is indeed the next highest ranked document
for such a query after the three documents directly containing “architecture”
or “introduction” (using either boolean or cosine similarity).

Though this evaluation can, by design, only illustrate the effectiveness of the
proposed term-weight propagation approach for fuzzy matching, we believe that
it is a strong indication that it will prove efficient and effective also for larger
and more diverse document collections.



7 Conclusion and Open Questions

PEST is a unique approach to fuzzy matching that combines the principles of
structural relevance from approaches such as PageRank with the standard vector
space model. Its particular strength is that it runs entirely at index time and
results in a modified vector space representation.

However, the present paper is just the first step in exploring the potential
and research issues on term-weight propagation as eigenvector computation over
structured data.

First, and most obvious, extensive experimental evaluation of the approach
including a comparison with existing methods is called for. In particular, we are
currently estimating the values for a and p as well as for the edge weights “by the
seat of our pants’ rather than empirical observation. A guide to choosing these
values might be possible to derive from studying the behavior of PEST on various
kinds of data. Edge values, in particular, could also be amenable to various
machine learning approaches, using, for example, average semantic relatedness
as a criterion, or to semi-automatic approaches through user-feedback.

We have also considered a number of different algorithmic approaches to
term-weight propagation, e.g., where propagation is not based on convergence
but on a fixed number of propagation steps. Techniques for spreading activation
[7,8] might be applicable and a comparison study is called for. Furthermore, the
computation of the PEST matrix is just one of several alternatives for finding a
stochastic propagation matrix.

There are also a number of specific areas for improving PEST:

1. In PEST, propagation between documents and between tags and docu-
ments influence each other: E.g., a document with many tags will propagate
only a relatively smaller amount to its children than a document with few chil-
dren. For extreme cases, a model where each of these kinds of propagations is at
least each given a minimal amount might prove superior to the basic version of
PEST described here.

2. The model in this paper does not address the representation of tagged
links. One simple way to do this would be to represent a tagged link between
two documents as a direct link and in addition a tag that is connected via links
to both documents. Alternatively, typed links could be introduced. They create
the possibility of dynamically determining the weight of a connection based
on the link type and term being propagated, for example depending on their
semantic similarity as determined through their Google distance or distance in
an ontology.

3. Links to external resources such as Linked Open Data or ontologies are
currently not considered in PEST. Their inclusion would allow to enrich the con-
tent graph and thereby enhance the results of term propagation. This extension
seems particularly promising in combination with aforementioned typed links.

4. Another, wiki-specific, extension is observing how the term scores of a
document change over several revisions and taking this into account as a factor
when ranking query answers.



5. Any fuzzy matching approach suffers from non-obvious explanations for
returned answers: In the case of a boolean query semantics, the answer is obvi-
ous, but when term propagation is used, a document might be a highly-ranked
query result without as much as containing any query terms directly. In this
case, providing an explanation, for example that the document in question is
closely connected to many documents containing query terms, makes the match-
ing process more transparent to users. However, automatically computing good,
minimal explanations is far from a solved issue.
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