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Abstract. If we believe the numerous publications concerning in-
telligent approaches for better information retrieval from the WWW
the Semantic Web is already alive. However, the nature of most of the
approaches is more theoretical. One major outcome of the research
being undertaken over the last few years in the area of artificial in-
telligence for the Semantic Web is the benefit of using ontologies
for content-based information retrieval. This led to a number of sys-
tems that provide user interfaces and intelligent reasoning services
to access and integrate information sources (e.g. Ontobroker, SHOE,
OntoSeek, BUSTER). This paper deals with a practical solution for
finding and integrating information from the Web. Since some of the
ideas of our BUSTER system are already known we focus on two
issues: we introduce the Comprehensive Source Description (CSD),
a necessary description for information sources that allows extra ser-
vices such as integration or translation and a new feature that allows
a combined search for concepts at a certain location, introducing the
concept@locationquery. We discuss implementation issues and pro-
vide an example for better understanding.

1 INTRODUCTION

The Internet as de facto biggest information source electronically
available consists of a vast amount of data, which are mainly
loosely structured. Mostly, these data belong to proprietary systems,
which are not build for interoperability in the first place. With the
comprehensive networking it is nowadays possible to link the items
in the network together. Thus, there is a need for tools that are able
to find, access, and integrate the information sources. The main
obstacles are schematic and semantic heterogeneity problems, which
are thoroughly discussed in various papers [6, 14, 25]. Over the last
decade several approaches with regard to intelligent information
integration have been proposed (e.g. IM, SIMS, OBSERVER,
COIN; see [25] for an overview). The majority of these systems
provide representation mechanisms for ontology-based content
explication. The systems mainly use some kind of description logics
(e.g. OIL). The main reason behind this is the option to explicitly
describe concepts of an application domain using a language that
provides formal semantics. Lately, this general approach of using
ontology-based systems for information integration has been widely
accepted [8].

Ontologies became a popular research topic in the 90ies and are
still the focus of researchers in the artificial intelligence area. There
is still a need for more fundamental research in various areas: the role
of ontologies, acquisition of ontologies, semantic mapping and trans-
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lation to name only a few topics. This may only be one reason why
ontology-based systems are mainly theoretical approaches with some
prototypical front-ends. A new article in a trendy computer magazine
[27] states that there are numerous publications with respect to the
Semantic Web but there are only a few applications available. There
is a need for practical solutions. The BUSTER system is a contribu-
tion for this demand as it provides means for ontology-based search
and integration.

In this paper we discuss the BUSTER approach focussing on
the description of information sources and describe our prototyp-
ical implementation. We introduce a new feature of the system,
namely the option to search for concepts using a terminological
reasoning service and to search for locations using a spatial rea-
soning service. A combination of both leads to a new query type
concept@location, e.g. ”Are there land cover sources available that
cover Lower-Saxony?” or searching for ”suppliers for product X in
region Y”.

2 APPROACH

The Bremen University Semantic Translator for Enhanced Retrieval
(BUSTER), a middleware based also on ontologies, has been devel-
oped at the Center for Computing Technologies. BUSTER is based
on the hybrid ontology approach, i.e. it can access more than one
ontology and integrate them. The only restriction is that there is a
common vocabulary the ontologies are based on. Schuster and Stuck-
enschmidt [21] describe a method that leads to a common vocabulary
using known but domain dependent thesauri.

The concept view of the system is shown in figure 1. It shows the
query phase on the right hand side and the acquisition phase on the
left hand side. Since the description of information sources with meta
data is crucial we focus on theComprehensive Source Descriptions
(CSD), located at the site of the data source or service, and formal-
ized in XML/RDF format. A thorough description about concept of
BUSTER can be found in [22].

Comprehensive Source Description

In order to describe existing data metadata have to be used. Hence,
we have to find an eligible language for the description. Over the last
decade numerous meta data formats have emerged (e.g. Dublin Core,
ISO/TC211). A good overview about existing meta information sys-
tems can be found in [23]. Since we are not dependent on any specific
domain, in fact we would like to use a general way to describe the
data, we use the Dublin Core Element Set, version 1.1 as a de facto
basis for our CSD. The definitions utilize a formal standard for the
description of metadata elements. The authors claim that the formal-
ization helps to improve consistency with other metadata communi-



Figure 1. BUSTER: concept view

ties and enhances the clarity, scope, and internal consistency of the
Dublin Core metadata element definitions.

However, some of the given elements are not sophisticated enough
in their expressivity (e.g. the relation element) or lack formal seman-
tics (e.g. description element). Thus, there is a need for additional
qualifiers for those elements, which are described in a language that
provides formal semantics (e.g. DAML, OIL, SHIQ). We can use this
kind of description logics to encode additional features. We use the
RDF(S) syntax if possible to ensure a wide acceptance with respect to
accessibility and usability. We then refer to explicit ontologies avail-
able on the WWW. The following Dublin Core elements are refined
for our CSD:

• Coverage: Since there is no further distinction between spatial and
temporal coverage, this element has to be refined.

– Spatial: The recommended best practice from DCMI is to select
a value from a controlled vocabulary and that, where appro-
priate, named places or time periods be used in preference to
numeric identifiers such as sets of coordinates or date ranges.
Examples areDCMI Point to describe a point in space using
its geographic coordinates,ISO 3166a code for the represen-
tation of names of countries,DCMI Box that identifies a re-
gion of space using its geographic limits. The last recommenda-
tion isTGN, the GETTY Thesaurus of Geographic Names (see
http://shiva.pub.getty.edu/tgnbrowser/). We decided on the lat-
ter because the use of place names is more intuitive and there-
fore more valuable with respect to users on the WWW.

– Temporal: The recommend best practice here is to use one of
the two following encoding schemes:DCMI Period, a specifi-
cation of the limits of a time interval, andW3C-DTF, the W3C
encoding rules for dates and times - a profile based on ISO 8601
(see also: http://www.w3.org/TR/NOTE-datetime). We use the
latter since the main reason to have this CSD is to describe in-
formation sources on the WWW.

• Description: Description may include but is not limited to: an ab-

stract, table of contents, reference to a graphical representation of
content or a free-text account of the content. The semantics of this
kind of representation are limited with regards to machine read-
able meaning of the content. Hence, we restrict the description
to a formal description logic, namely DAML+OIL or SHIQ. The
vocabulary used to describe this A-Boxes has to be one of the vo-
cabularies used in the ”relation” element.

• Relation: The qualifiers that refine the relation element as recom-
mended by DCMI is limited. Therefore, we need to extend these
qualifiers by references that also point to ontologies, gazetteers
or thesauri. A relation is described as a XML namespace describ-
ing the URI of the corresponding vocabulary and a prefix to mark
terms from this vocabulary.

• Subject: The qualifiers recommended by DCMI for the subject el-
ement contain common lists of keyword from various sources (e.g.
the Library of Congress Subject Headings, Medical Subject Head-
ings, Universal Decimal Classification). In BUSTER, we use the
subject element accordingly, it remains a list of significant key-
words to describe the information source but the keywords have
to be chosen from a controlled vocabulary referred by the relation
element.

• Rights: Despite the intellectual property rights we also have to
consider access rights for special user groups. In the moment,
there is no further specification.

Figure 2 shows an extract from a typical CSD, a CSD for a data
set concerning land use in Lower-Saxony, Germany in this particular
case. We only show the relevant parts according to the refined ele-
ments mentioned above. The subject contains links to a ”topic-area”
described in the general CSD ontology and some concepts concern-
ing the content of the topic-area described in the GEMET ontology.
The ”description” element consists of two additional properties of
that information source (a) the fact the data set consist of a Bessel-
ellipsoid from 1841, which is described in a geodesic ontology, and
(b) the meaning of the attributes of the underlying relational table.
One might think that this is additional modeling effort for no good
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Figure 2. Extract of a typical Comprehensive Source Description (CSD)

reason but we are now able to enable additional services such as auto-
matic translation processes between catalogue systems as described
in [17].

Based on the metadata provided by the CSDs and appropriate
qualitative terminological (conceptual ontologies) and spatial mod-
els (spatial ontologies), BUSTER supports integrated queries of the
type concept@location. These type of queries are described in the
next section.

3 IMPLEMENTATION

The prototype of the BUSTER is based on an open server-client
architecture, and can be divided into two main parts: the so-called
BUSTER-cluster on the server side and a BUSTER client.

3.1 Architecture

BUSTER clients can be started as local applications or as java applets
in a standard browser supporting Java Swing. The BUSTER client
provides an ontology-driven user interface to specify queries and to
present the results of the retrieval. Additional services such as au-
tomatic translation process will be made available dependent on the
result and if applicable. The communication between the clients and
the cluster is implemented via Remote Method Invocation (RMI).

The BUSTER cluster comprises several modules relevant for intel-
ligent querying and semantic translation purposes: a BUSTER server,
a database for CSDs and available domains, a web server, and spatial
and logical reasoning modules (see figure 3). Examples for the latter
available on the WWW are the FaCT system provided by the Uni-
versity of Manchester [13] and the RACER system provided by the
University of Hamburg [10]. These modules are within the BUSTER
cluster to fit the minimum requirements for terminology and spatial
queries, but its open architecture allows to use arbitrary services for
reasoning, translation or other tasks if needed.

An Apache web server provides the platform for the applets. The
server handles client queries depending on the users selection. It con-
trols the process of the query(concept@location)by retrieving do-
main specific information from a SQL-database via JDBC interface,
downloading distributed CSDs and knowledge bases, and triggering
reasoning services within or outside the BUSTER cluster.

3.2 Queries

Once an information source has been annotated with all the informa-
tion needed, complex queries can be made to the BUSTER system.
BUSTER is based on terminological ontologies that have been mod-
elled in advance. The system allows two different types of queries,
a terminological and a spatial query. We introduced the querycon-
cept@locationhowever, it is possible to submit a terminological
query alone without spending time on the spatial part. Also it is pos-
sible to submit a spatial query on its own.

3.2.1 Terminological Queries

The terminological query can be divided into two parts, namely a
simple concept query and a defined concept query.

Simple Concept Query The user chooses one terminology (ontol-
ogy) depending on current domain, e.g. ”installation supplies”. These
terminologies are registered at the BUSTER server. The user can then
select on one of the concepts of the taxonomy that fits his query best
(e.g. ”installation pipe”). The BUSTER server receives the query and
integrates the known terminologies for the current domain by loading
them into the connected reasoner. This is possible, because every ter-
minology is annotated with a common vocabulary (hybrid approach,
see section 2). After re-classification, all sub-concepts (children) of
the query concepts form the result.

Defined Concept Query According to the domain, the user
chooses a query-template provided by the BUSTER server. This
template contains attributes (slots) and values (filler) from the com-
mon vocabulary. The user-interface is ontology-driven, which simply
means that the available attributes and fillers are automatically loaded
and presented dynamically. This way the user can’t make a mistake,
e.g. using unknown terms. The user defines his query by selecting

Figure 3. BUSTER: system architecture
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Figure 4. Example for a defined concept and spatial query

reasonable values for the given attributes. ’Yes’ specifies the occur-
rence of the related filler, ’no’ prohibits the occurrence and ’n/a’ is
chosen, if the value does not matter. Figure 4 shows an example of
a defined concept query. The user is interested in information about
the land cover of Lower-Saxony, a state of Germany. He chooses an
appropriate query-template ”DataObject”, which provides attributes
and values for the definition of information sources like databases.
He selects the value ”landcover” for the attribute ”topic”. He is not
interested in information sources that deal with tourism or statistics.
No statements are made about the other values. The filled query-
template is translated into a logical term. During the query process
all CSDs related to the current domain are parsed for the subject-tag.
Each subject references to a namespace, which points to an ontol-
ogy that contains a concept description of the subject term. These
ontologies are then downloaded from ontology servers available on
the WWW, are merged with the defined concept query and trans-
ferred into available inference machines. After re-classification, all
sub-concepts (children) of the query concepts form the result.

In case of a simple concept query, the user has to choose a specific
terminology. This makes the query simpler to understand for a user,
but it assumes that the user knows at least one terminology or concept
from the hierarchy. Simple concept queries are fast, but not always
expressive enough. To overcome these problems one could use the
defined concept query. On the base of the given common vocabulary
the user is able to define a concept that fits his vision of a concrete
concept. A defined query is more complex to build, but it is much
more unrestricted.

3.2.2 Spatial Queries

A user-friendly and, from a cognitive perspective, sound method
to specify spatial queries as well as to index data sources and ser-
vices is the use of placenames. Placenames are typically organized
in gazetteers [12, 18]. Schlieder et al. [19, 20] propose an extension
to gazetteers in the form of placename structures based on qualitative
spatial models. A placename structure can be seen as a hierarchical
tree, where the nodes of the tree represent well known name descrip-
tors for geographic features, and the edges reflect their binary part-of
relations. These models, or spatial ontologies, use graph represen-
tations of hierarchically organized polygonal tessellations as a basis
to reason about the spatial relevance of one placename with respect
to another. In a qualitative spatial model tree leaves corresponding to
nodes of the used connection graph represent the tessellation (see fig-

ure 5). Spatial relevance, a combined evaluation of partonomic and
neighborhood relations between placenames, is computed by calcu-
lating the horizontal and vertical (or hierarchical) graph-theoretical
distances.

In BUSTER the user is able to select a specific spatial ontology
to initialize a spatial query. In our example the spatial model of
Germany is selected. By selecting a placename (e.g. ”Niedersach-
sen”), the user defines the target area of the spatial query. Using
the selected spatial ontology, the spatial reasoner integrated in the
BUSTER server evaluates the query and computes a list of place-
names that are spatially relevant to the target placename. The user is
able to parameterize the query by adjusting weight sliders for hori-
zontal and vertical relevance. The example query is configured to find
only information sources that are vertical relevant, like sources anno-
tated with ”Niedersachsen” or ”Hannover” (district of lower-saxony).

3.2.3 Combined Spatio-Terminological Queries

BUSTER combines both lists, the list of relevant concepts, and the
list of spatially relevant placenames, into one database query. This
database query is applied to the BUSTER CSD database. The result
is a weighted list of data sources and services matching both the ter-
minological and the spatial query. Figure 6 shows the result of our
combined query example. The data source found is an excel sheet
with data classified by the Corine land cover nomenclature [4]. Rel-
evant information as well as applicable services from the retrieved
CSD are presented. As for the additional service, the user can choose
the context translation from Corine to ATKIS [1].

4 Related work

Ontobroker [5] is a well known approach that relies on a single on-
tology for a group of web users. Therefore, both the data providers
and the users have complete access and knowledge to all the concepts
described in the ontology. Ontobroker is tailored to homogenous In-
tranet applications, e.g. for knowledge management within compa-
nies. Ontobroker relies on F-Logic and offers therefore advanced in-
ference possibilities. KAON, the KArlsruhe ONtology and Semantic
Web infrastructure [3] provides a general three-tier conceptual archi-
tecture, which consists of a client layer, a management layer, and a
storage layer. The idea of this infrastructure based on RDF and on-
tologies is to provide services for advanced Semantic Web applica-
tions. KAON is a growing family of tools for engineering, discovery,
management, and visualisation of ontologies.

OntoSeek [9] is designed for content-based information retrieval
from online yellow pages and product catalogues. The retrieval tech-
niques are based on lexical conceptual graphs and large linguistic
ontologies (Sensus, WordNet). The basic architecture is similar how-
ever, BUSTER uses JAVA applets running in an arbitrary browser on

Figure 5. Example for placename structure. The nodes on thee base line
represent the tessellation whereas the nodes above represent the placenames
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Figure 6. Result for a defined and spatial query

an arbitrary OS. The main difference lies in the expressiveness ca-
pabilities of the ontology representation language. In BUSTER we
use a more expressive description logic to describe concepts. An-
other major difference is the possibility to use further services such
as a translation service between catalogue systems (if applicable) or
a combined search for concepts at locations.

The SHOE Search Tool [11] allows a user to access a SHOE
knowledge base by submitting structured queries. This query cor-
responds to the defined query in our system. The result is presented
in a separate window and the user can doubleclick the found URIs
to open the corresponding documents. The main differences with re-
spect to BUSTER are the use of ontologies, the query service and
other features such as translation services. In Buster, we can use sev-
eral ontologies for one query, we are able to combine terminological
and spatial search, and we can adopt additional mediators for further
services shown in the result window.

The Information Manifold (IM) system [15] implements a client
with a knowledge base for organizing and querying Internet informa-
tion sources. The knowledge base contains a rich domain model that
enables the description of properties of the information sources. The
language used is based on a combination of Horn rules and concepts
from the CLASSIC description logic [2]. In contrast to BUSTER IM
is based on a single ontology approach using one global ontology.
This approach can be applied to integration problems where all in-
formation sources to be integrated provide nearly the same view on a
domain. If one information source has a different view on a domain,
e.g. by providing another level of granularity, finding the minimal
ontology commitment becomes a difficult task [7]. Another differ-
ence is the restriction of the IM system to only use database sources
whereas BUSTER is also able to process other information sources
such as XML-based sources.

A major difference between BUSTER and all other mentioned sys-
tems is the ability of BUSTER to combine both terminological rea-
soning and spatial reasoning.

5 CONCLUSION

We proposed a practical solution for finding information sources that
have been annotated with metadata and offering additional services
for processing the underlying data. We introduced the Comprehen-
sive Source Description (CSD), a necessary description for informa-
tion sources that allows extra services such as integration or transla-
tion. We also proposed a new feature that allows a combined search
for concepts at a certain location, introducing theconcept@location

query.
We have seen thatinteroperability between terminologiesis possi-

ble if we use the hybrid approach [25]. With our proposed practical
solution we claim thatsystem interoperabilityis now also feasible.
The CSDs are flexible enough to annotate information sources pro-
viding additional knowledge to offer extra services. One important
extra service could be a translation between different catalogue sys-
tems, which we already implemented and introduced elsewhere [17].
A definite drawback is the fact that there is an additional modeling
effort. We think that there is a need for automatic annotation facili-
ties. Promising new approaches are Text-To-Onto [16] or the MESA
tool [24] for the construction of ontologies. The open architecture
of our approach allows the use of additional mediators such as the
Feature Manipulation Engine or MECOTA [26].

We think that theconcept@locationquery with the included op-
tions to regulate both the spatial and the thematic distances are valu-
able for the Semantic Web. More than 80% of all the data available
have an spatial context as we know and we think that our approach
is a promising step in the right direction.
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Vögele, ‘Using environmental information efficiently: Sharing data and
knowledge from heterogeneous sources’, inEnvironmental Informa-
tion Systems in Industry and Public Administration, eds., Claus Raut-
enstrauch and Susanne Patig, 41–73, IDEA Group, Hershey, USA &
London, UK, (2001).

[24] Holger Wache, Thorsten Scholz, Helge Stieghahn, and B. König-Ries,
‘An integration method for the specification of rule-oriented media-
tors’, in International Symposium on Database Applications in Non-
Traditional Environments (DANTE’99), eds., Yahiko Kambayashi and
Hiroki Takakura, pp. 109–112, Kyoto, Japan, (1999).

[25] Holger Wache, Thomas V̈ogele, Ubbo Visser, Heiner Stuckenschmidt,
Gerhard Schuster, Holger Neumann, and Sebastian Hübner, ‘Ontology-
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