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Abstract. Due to the increased incorporation of external sources me-
dia agencies face the challenge of providing high-trust media to their
customers. Automatic image processing approaches still do not bridge
the semantic gap to identify fakes. Complementary community-based
approaches lack real-time media distribution for improved awareness and
base trust on subjective opinions instead of objective actions. In this pa-
per we propose a collaborative fake media detection approach addressing
these challenges in form of a federated, trust-aware media distribution
network. Starting from a realistic use case scenario we elicit requirements
and present an XMPP-based and Web service-enhanced multimedia dis-
tribution network as solution. Finally, we sketch a Web-based fake media
detection application powered by our network and its services.

1 Introduction

Traditionally, people consider images as a means for true reproduction of real
events and accepted as a proof of occurrence of such events. Recently, this
consideration is not longer valid since fake images have a high occurrence espe-
cially now that images can be faked and distributed arbitrarily without much
effort. Nowadays, news creation processes have taken significant distance from
being conducted in isolation. Following the basic principles of the Open Innova-
tion approach [3], in today’s media distribution networks different communities
are involved as both information providers and consumers. With the growing
availability of low-cost high-quality multimedia processing and context sensor
equipment in mobile devices, it has already become widespread practice to even
have amateur reporters on site of interesting events serve as information sources.
With such an inherently distributed approach, the authenticity of distributed
multimedia is even more endangered than in previous more isolated approaches.
Today’s media thus face the challenge of deciding if media are real or faked, ideally
before they are further broadcasted to their customers, who pay for high-trust
media.
Consider the following infamous cases where faked media were finally published
to information end-consumers. A recent example of a faked image manipulated
by the newspaper Al-Ahram and published in international media is showing the
Egyptian president Mubarak at the front of a group of world leaders, where in
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Fig. 1. Image Fakery Examples

the original image he was lagging behind (cf. Figure 1). The fake thus tried to
transport a subtle propagandistic message of a distorted reality. In turn, news
papers and TV stations had to issue errata to recover their reputation.
Such events are eroding the public trust in media. Therefore, media agencies
are required to make their distribution channels capable of identifying media
fakery at the earliest stage possible not only to avoid reports of a distorted reality
with possible negative consequences, but also to avoid additional costs due to
the following correction means. The most desirable solution is automatic fake
detection, but current methods still cannot identify semantic inconsistencies in
media (cf. [29]). Thus, complementary Web 2.0 community-based approaches
were developed to involve people in such processes. Systems such as NewsTrust
(http://newstrust.com) pursue such an approach. However, information still has
to be pulled by participants, although the current trend hints to real-time require-
ments and synchronous server side pushes [20] creating a new level of community
awareness. Furthermore, the quality of authenticity judgements depends on the
trustability of its judges. Current systems establish the trust level of a user by
ratings of others which are often subjective and not based on objectively valuable
contributions. Furthermore, the willingness to spend time on rating others is
mostly not given. Instead of basing trust on subjective opinions, a method is
required that objectively adapts trust levels depending on actions.
In this paper we overcome the above problems with an open standard-based
collaborative image fake detection system distributed across various communities.
The system operates in near real-time and complements traditional automatic
approaches. Our approach is powered by a set of Web services based on the
MPEG-7 standard as well as by services and infrastructure provided by the open
standard Extensible Messaging and Presence Protocol (XMPP) [25, 26] and its
extension protocols, in particular XMPP PubSub [17]. A media fake detection
application connecting to our infrastructure is realized as a Web 2.0 application
consisting of a set of OpenSocial Gadgets [19] for direct communication and the
distribution of MPEG-7 [14] multimedia metadata across an XMPP network of
media agents.

In Section 2 we first analyze the state-of-the-art of image fakery detection
systems and technologies related to our approach. Then, in Section 3 we describe a



3

use case scenario where three media agencies have to detect a faked image, thereby
identifying requirements for our system. In Section 4 we present the backend of
our system as a multimedia distribution network including its individual parts in
detail. In Section 5 we present a media fake detection application powered by
our network. In Section 6 we conclude and provide an outlook to further work.

2 Related Work

Faked Image Detection: Faked image detection has been investigated for years and
addressed by a number of approaches. Watermarking approaches [24] are based on
imperceptibly embedding information within the image content. The requirements
of embedding such information in digital images are specially equipped digital
cameras. In addition, watermarking degrades the quality of the image content.
In contrast to watermarking approaches, researchers in the field of digital image
forensics have developed passive techniques which operate in the absence of any
watermark or signature for image authentication (e.g. [6, 21, 11, 31]). They work
on the assumption that although digital forgeries may leave no visual clues of
having been tampered with, they may alter the underlying statistics of an image
that can be detected using statistical models. The major drawback of such tools
is that their use in public domains is computationally impractical.
Content based approaches (e.g.[18, 12]) aim at detecting all faked images produced
from the original through active manipulation. They are based on similarity search
and embed no additional information within the image content, thus considering
the image itself as the watermark. The efficiency of such techniques is largely
affected by the size of the reference image dataset [18]. Furthermore, current
approaches lack discriminative power for fake detection due to the inability
of capturing semantic aspects. Our collaborative fake detection system utilizes
community aspects in addition to automatic content-based image similarity search
techniques [4].
Collaborative Fake Detection: Sharing knowledge and control is the key idea of
collaborative fake detection [22]. A Community of Practice [32] is the context
where such collaborative activities can be achieved. Knowledge about media is
exchanged within the communities of practice for example by the distribution of
MPEG-7 metadata [14, 28]. Collaborative judgments and evidence against the
suspected fake support the evaluation of semantic inconsistencies that cannot
yet be detected with automatic approaches. The important problem faced in
collaborative fake media detection is the assessment of trustable authenticity
judgments that we address in the scope of this paper.
Trust Management : Trust management is a key issue in distributed networks,
especially in sharing environments. Trust provides us with information about the
people we should share content with and accept content from. There are some
efforts to formalize trust. Massa et al. propose a trust-aware model in which the
web of trust is explicitly expressed [16]. Golbeck analyzed and modeled the core
characteristics of trust in collaborative social networks and developed several
algorithms for computing trust on the example of the TrustMail application
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[9]. In this work, we take into account the trust of information sources and the
quality of their contributions using a simplified trust mechanism and present a
modular trust-aware multimedia distribution network.
MPEG-7 : MPEG-7 is a standard for the description of multimedia content. It
provides descriptors for various data types - text, graphics, audio, video. In
order to achieve interoperability and keep advantages of server side computation
we have presented the Lightweight Application Server (LAS) [30] for MPEG-7
Web services. It provides communities with a set of core services and MPEG-7
semantic multimedia metadata and content processing services to connect to
heterogeneous data sources [23]. In particular, the LIRE [13] library is used for
automatic extraction and indexing of low-level features as well as content based
image retrieval (CBIR).
Real-time federation: Due to frequent complaints about the intransparency and
lack of control of private data storage with social networking platforms, there are
already new alternative platforms emerging (e.g. Diaspora [10]), where the same
functionality is offered in a way that anybody can run his instance in federation
with others. At the same time, the demand for real-time application behavior [20]
speeds up the information flow tremendously. Concepts such as security, privacy
and trust have to be weaved in as unobtrusive, transparent, and least blocking as
possible. In our approach we aimed to realize these requirements with a network
of federation-enabled XMPP servers including respective services and data.
Publish/Subscribe: Nowadays, the Publish/Subscribe (PubSub)[2, 5] pattern is
omnipresent (e.g. newspapers, blogs, even email lists). There is a channel of
communication (resp. a node), subscribers receiving data sent on that channel,
and publishers who send data payloads across the channel. The pattern was also
described by Gamma et al. as the behavioural Observer pattern [7]. Until today,
the pattern is applied successfully, sometimes working locally on one machine
or remotely across whole networks. The XMPP PubSub Extension Protocol [17]
supports the construction of remote PubSub systems transporting XML-based
payloads. For this work we demonstrate the distribution of MPEG-7 multimedia
content descriptions along with authenticity ratings.

3 Use Case Scenario & Requirements Analysis

In this section we first describe a scenario to understand a media fake detection
process in a media distribution network such as in Figure 2. Afterwards, we
derive a set of requirements for our system improving the process. Consider the
following scenario. A government press agency sends a doctored picture of a
successful long-range missile launch to Thompson Reuters as a demonstration
of the country’s military power, although the real outcome of the event was a
crash of the missile. Despite the good cooperation with the government press
agency in the past, the responsible media agent recognizes the image content as
highly sensitive and thus decides to request expertise on its authenticity before
further distribution. Although some trusted experts reviewed the image, the
forgery is not discovered, and the picture distributed to customers. TV stations
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Fig. 2. Examplary excerpt of a media distribution network

and newspapers around the world broadcast the sensitive information to their
audiences. After the worldwide publication of the faked picture, a group of local
dissidents who eye-witnessed the failed missile launch feel the urge to reveal the
truth. In a message sent to Reuters they describe the real situation, send their
own picture of the missile crash as proof for their statement, and state their
willingness to help prevent such incidents in future. Further expert analysis on
both pictures then reveals the fake. As a result, Reuters and all its customers issue
a corrective statement to recover their public credibility. However, to prevent
further occurrences of such situations, media agents decide to be more cautious
towards their information sources or even decide for alternative sources. On the
other hand, Reuters acknowledges the group of dissidents’ help in discovering the
fake and decides to involve their expertise for further authenticity judgement.
From the above scenario we now derive a set of requirements to an information
system supporting the process described above, before we explain our approach
in the next sections.

– media & metadata repository : The first step is to make media and their
metadata available for other parties. We base this work on our LAS MPEG-7
services and its repository [30].

– federated multimedia distribution network : The most important use case in
the scenario is the transport of media (metadata) between entities in real-time.
Here, PubSub is the main communication pattern. For a distributed approach,
PubSub support is required in a remote and federated manner. The network
should support arbitrary payload formats in order to stay generic. Here, we
base our approach on the XMPP Protocol and its PubSub extension [17]
fulfilling all these requirements.

– authenticity rating service: a service is required that allows the collaborative
assignment of authenticity ratings to media as well as the computation
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and rendering of reasonable aggregates to create awareness for fakes and to
support the decision of a media agency to publish a medium or not.

– trust management service: a service is required that manages trust relation-
ships between entities again in a federated way and supports the dynamic
evolution of trust. Since the service itself must be trusted by its users, privacy
and security are non-functional requirements to be guaranteed.

4 A Trust-aware Multimedia Distribution Network

In this section we present a modular trust-aware multimedia distribution network
based on the above requirements. In Section 4.1 we describe a basic network
building block and its workflow. Each building block implies a simple trust pro-
tocol which is formalized in Section 4.2. Finally, we demonstrate the composition
of complete information distribution networks of building blocks in Section 4.3.

4.1 The Basic Building Block

Conceptually, the basic building block of our architecture is a variation of the
PubSub pattern (cf. Fig. 3). The central parts of this building block are an
untrusted in node and a trusted out node with configuration under control of
a mediator. For the in node, all of the mediator’s sources are publishers and
subscribers at the same time to support media distribution for collaboration. For
the out node, only the mediator is allowed to publish. The list of subscribers
reflects the mediator’s consumers relying on the authenticity of the information
published. First, a source introduces a new medium along with an authenticity
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Trusted Sources

out
(trusted)

in 
(untrusted)

Consumers

+

-

++

+

-

+++

++

--

Fig. 3. Building block for media distribution network
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rating by publishing it to the untrusted in node that immediately pushes it to
all other sources, which in turn publish their authenticity ratings to the same
node. Based on ratings from various sources accumulated over time, the mediator
eventually decides the information to be trustworthy of being published to the
out node or not. The decision depends on the individual levels of trust towards his
sources. In Section 4.2 we provide a formalized description of our trust mechanism.
Technically, each of the building blocks described above can be realized with a set
of components depicted in Figure 4. Any XMPP Server hosting a PubSub service
as specified in [17] realizes all necessary functionality regarding the management
and configuration of nodes, in particular controlling node subscriber and publisher
lists, as well as pushing arbitrary XML-based payloads to subscribers.

4.2 Authenticity Rating & Trust

In this section we formalize the relationship between authenticity ratings and
trust used in our approach. Let J = {j1, ..., jn} be a set of unique identifiers for
the entities involved in the fake detection process. For our approach we use JIDs
(cf. [25]). Our basic notion of trust involves two entities, i.e. a trustor tr ∈ J , a
trustee te ∈ J and a level of trust t(tr, te) between them. Although there exists
work on sophisticated models such as [15], trust-aware social networks usually
let users assign a single numerical rating for usability reasons [8]. In our model,
the mediator m of a building block from Section 4.1 takes the role of the trustor
of a set of sources Sm ⊂ J as its trustees, that publish information payloads i of
a certain domain I (in our case the domain of MPEG-7 descriptors).
For authenticity ratings, we define a function r that for a given i and a source s
assigns a rating ∈ R = {true, fake}. In the following we describe the relationship
between authenticity ratings and the dynamic adaptation of trust between
involved entities.
Not only is t(tr, te) depending on previous authenticity statements, but also
should be adapted dynamically, either reinforcing desirable actions - in our
case publishing a faked medium as fake resp. a real one as real - or punishing
undesirable actions - in our case publishing a faked medium as real resp. a real
one as fake. Thus, reinforcement consists in tr raising his trust level towards te,
punishment in lowering it. Thus, each m must be enabled to update trust levels
∀s ∈ Sm. Listing 1.1 sketches an algorithm for updating trust values.

trust_update(m ∈ J, i ∈ I, x action ){

for each s ∈ Sm {

if r(i, s) = fake ∧ x = pfake(m, i) then t(m, s)++;
else if r(i, s) = true ∧ x = pfake(m, i) then t(m, s)--;
else if r(i, s) = fake ∧ x = preal(m, i) then t(m, s)--;
else if r(i, s) = true ∧ x = preal(m, i) then t(m, s)++;

}

}

Listing 1.1. Updating trust values after publication to trusted out node
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Any trust update takes place whenever m feels confident to publish i as either fake
(pfake(m, i)) or real (preal(m, i)). Furthermore, there is the option of rejecting
any publication on the trusted out node (rej(m, i)). In this case, no trust update
takes place. Since m in his role as trustor is interested in high-quality media
(metadata) and reliable authenticity ratings, he can expose trust levels as an
incentive to perform desirable actions only. To decide publication of an i, m relies
on ratings from different s ∈ Sm, while using t(m, s) as weighting factor. For a
given i ∈ I, a function a returns an aggregate supporting m in his decision which
action to take. For simplicity we chose a(m, i) as weighted mean over all ratings
on i by s ∈ Sm, where the weights are given by t(m, s) (cf. Equation 1). The
intuition behind choosing the weighted mean is that the higher a source’s trust
value is the more influence his rating has on the resulting aggregate used by m
to decide on publication.

a(m, i) =

∑|Sm|
j=1 t(m, sj) ∗ r(i, sj)∑|Sm|

j=1 t(m, sj)
(1)

Technically, the dynamic management of trust is realized as a service that
maintains individual levels of trust between trustors and their trustees. Ratings
of different sources for given information items are covered by another service.

4.3 Construction of a Network

A complete distribution network can now be modeled by reasonably connecting
multiple building blocks. The intuition is that each mediator can act as a source
for another mediator. Thus, information distribution networks can dynamically
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Fig. 4. A Trust-aware Federated Media Distribution Network

evolve over time by simple interactions with XMPP PubSub nodes. It should be
noted that it is not necessary that each entity in the network maintains its own
XMPP server, which would be acceptable e.g. for a high-profile media agency,
but inacceptable e.g. for a freelancing information agent. For these purposes
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it is possible to offer a building block from Section 4.1 as a service, which is
hosted on one XMPP server or a whole cluster. On the technical level we realize
a network of different interconnected building blocks by a network of XMPP
servers in combination with the provision of services for the management of users,
communities, MPEG-7 multimedia metadata, trust and authenticity rating as
indicated in Figure 4. Given the inherent XMPP server-to-server communication
[25, 26], all components are federated and accessible across the network via the
protocol and its extensions [1, 17, 27]. In particular, [1] can be used to invoke
services of our LAS.

5 A Fake Multimedia Detection Application

In this section, we briefly describe how to apply our trust-aware media distribution
network from Section 4 for realizing a fake media detection application. Figure 5
shows a first mockup of such an application consisting of a set of three widgets.
In the following we will briefly explain the interface for collaborative fake media

Fig. 5. Widget-based UI of a Multimedia Fake Detection Application

detection for both the mediator and his sources, which reflects the workflow
from Section 4. In the Incoming Media Overview, the user gets an overview of
media currently discussed on all untrusted in nodes he is subscribed to. Each
element of the list provides a short summary of the medium and its metadata (cf.
i ∈ I, Section 4.2) and the weighted authenticity ratings aggregate (cf. function
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a, Section 4.2). From this list, the user can select any element, which is then
rendered in more detail in the Media Details widget. Apart from the medium
and its metadata, the user finds different buttons, depending on his role. As an
information source, the user finds a rating interface, which allows him to choose
between real or fake, add a comment and submit his rating. On submission, a
triple consisting of a source identifier, a media identifier and a rating is encoded as
an XML payload and published to the in node again. After automatic forwarding
to all subscribers, their interfaces are updated with the new information. As a
mediator, the user can decide on the three different actions preal, pfake, and rej
(cf. Section 4.2) by pressing the respective buttons. A trust update (cf. Listing
1.1) is executed after any publication to the trusted out node by invoking the
respective LAS service. Due to space restrictions, we will not elaborate here
on further UI elements, such as media annotation (cf. [23]), advanced trust
visualisation, etc.
Technically, the interface is realizable as a set of OpenSocial [19] gadgets using
XMPP/LAS AJAX client libraries to connect to the XMPP server network and
its services. For the access to PubSub nodes, we implemented an extension of the
dojo XMPP library realizing the most important use cases of [17]. For the access
to LAS Services, we implemented an AJAX connector client library. However, a
further extension of the dojo XMPP library realizing the Jabber RPC extension
protocol is a preferable alternative for the future.

6 Conclusions

In this paper we have demonstrated an approach for collaborative fake media
detection based on a federated, trust-aware media distribution network with near
real-time properties. We have presented an overview of related work in the domain
of fake media detection, which is dominated by image processing approaches,
that still do not bridge the semantic gap [29] and by community approaches
lacking real-time communication and trust adaptations based on objective actions.
Thus, we proposed our approach to overcome these challenges. Starting from a
realistic use case scenario we elicited requirements and presented a realization
as an XMPP-based and Web service-enhanced multimedia distribution network
supporting arbitrary XML-based payload format. Finally, we sketched the design
of a Web-based fake media detection application taking benefit from our network
and its services.

At the time of writing this document many components of our multimedia
distribution network as well as connector clients have been realized and evaluated.
We already gained experience with XMPP-enabled OpenSocial Gadgets and
therefore extended the well-known dojo JS library with support for PubSub,
multi-user chats, etc. [33]. With these extensions, a real-time microblogging
application was easily realizable. Although the XMPP standard provides detailed
documentation about the protocol itself, there is not too much information
which PubSub node topologies are suitable when scaling up to larger and highly
distributed networks. Thus, we are currently evaluating architecture scalability
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and performance in the context of the ROLE project (http://role-project.eu),
where XMPP also serves as an open standard infrastructure for Widget-based
PLE (Personal Learning Environments). Currently, we realize the fake multime-
dia detection application based on the design presented in the context of this work.
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