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1 Introduction

We have the pleasure to organize the 12th Workshop of the Multimedia Meta-
data Community1. This is the second workshop focusing on semantic multimedia
database technologies and is held in conjunction with the 5th International Con-
ference on Semantic and Digital Media Technologies (SAMT 2010), December
1-3, Saarbrücken, Germany.

Ontology-based systems have been developed to structure content and sup-
port knowledge retrieval and management. Semantic multimedia data processing
and indexing in ontology- based systems is usually done in several steps. One
starts by enriching multimedia metadata with additional semantic information
(possibly obtained by methods for bridging the semantic gap). Then, in order to
structure data, a localized and domain specific ontology becomes necessary since
the data has to be interpreted domain-specifically. The annotations are stored in
an ontology management system where they are kept for further processing. In
this scope, Semantic Database Technologies are now applied to ensure reliable
and secure access, efficient search, and effective storage and distribution for both
multimedia metadata and data. Their services can be used to adapt multimedia
to a given context based on multimedia metadata or even ontology information.
Services automate cumbersome multimedia processing steps and enable ubiqui-
tous intelligent adaptation. Both, database and automation support facilitate
the ubiquitous use of multimedia in advanced applications.

We accepted five full papers and one demonstration paper. Our thanks go
to the reviewers, who provided timely and thorough reviews. Their suggestions
allowed authors to improve their contributions.

Our grateful thanks also go to the organizers of SAMT 2010. Their logistic
support has been essential to the organization of our workshop. We wish a pro-
ductive and enriching workshop and an excellent stay in Saarbrcken.

Your workshop co-chairs,
Harald Kosch and Florian Stegmaier, University of Passau, Germany
Ralf Klamma, RTWH Aachen, Germany
Matthias Lux, University of Klagenfurt, Austria
Marc Spaniol, Max-Planck-Institut für Informatik, Germany

1 http://www.multimedia-metadata.info
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Abstract. In query-by-example approach, a user can only provide a
small number of example shots to represent a query. In contrast, de-
pending on camera techniques and setting, relevant shots to the query
are characterized by significantly different features. Thus, we develop
a video retrieval method which can retrieve a large variety of relevant
shots only from a small number of example shots. But, it is difficult to
build an accurate retrieval model only from a small number of example
shots. Consequently, the retrieval result includes many shots which are
clearly irrelevant to the query. So, we construct an ontology as a knowl-
edge base for incorporating object recognition results into our method.
Our ontology is used to select concepts related to the query. By referring
to recognition results of objects corresponding to selected concepts, we
filter out clearly irrelevant shots. In addition, we estimate a parameter of
a retrieval model based on the correlation between selected concepts and
shots retrieved by the model. Furthermore, to retrieve a variety relevant
shots characterized by different features, we use “rough set theory” to ex-
tract multiple classification rules for identifying example shots. That is,
each rule is specialized to retrieve relevant shots characterized by certain
features. Experimental results on TRECVID 2009 video data validate
the effectiveness of our method.

1 Introduction

Recently, there is a great demand to develop a video retrieval method, which can
efficiently retrieve interesting shots from a large amount of videos. In this paper,
we develop a method based on “Query-By-Example (QBE)” approach, where a
user represents a query by providing example shots. Then, QBE retrieves shots
similar to example shots in terms of color, edge, motion, and so on. We consider
QBE as very effective, because a query is represented by features in example
shots without the ambiguity of semantic contents. In addition, QBE can retrieve
any interesting shots as long as users can provide example shots.

However, QBE is challenging because in shots with similar features, semantic
contents are not necessarily similar to each other. For example, when Ex. 1 in
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People
Walking
Building
Road

Shot 1

Ex. 1

Matching features Ontology
Shot 2 Matching semantics

Wrongly
retrieved!

Correctly
filtered!

Fig. 1. Example of QBE using an ontology for the query “people walk in a street”.

Fig. 1 is provided as an example shot for the query “people walk in a street”,
in addition to Shot 1, Shot 2 is wrongly retrieved. The reason is that both of
Ex. 1 and Shot 2 have red-colored and ocher-colored regions. Also, instead of
rectangular buildings and windows in Ex. 1, rectangular posters are put up on
the wall in Shot 2. Like this, one drawback of QBE is that it ignores semantic
contents. Thus, we incorporate an ontology as a knowledge base into QBE.

We consider that an ontology is especially important for alleviating a lack
of example shots in QBE. Usually, a user can only provide a small number of
example shots (at most 10). In contrast, we represent each shot by using very
high-dimensional features. For example, a popular SIFT feature leads to a shot
representation with more than 1000 dimensions, where each dimension represents
the frequency of a local edge shape (i.e. visual word). Generally, as the number of
feature dimensions increases, the number of example shots needed to construct
a well generalized retrieval model exponentially increases [1]. This means that
the statistical information of features in a small number of example shots is not
reliable. So, a retrieval model tends to be overfit to feature dimensions which are
very specific to example shots but ineffective for characterizing relevant shots.
For example, in Fig. 2, if Ex. 1, Ex. 2 and Ex. 3 are provided as example shots,
the retrieval model is overfit to feature dimensions which characterize a small
number of edges in the upper part (i.e. sky regions). As a result, it retrieves Shot
1, Shot 2 and Shot 3 which are clearly irrelevant to the query.

In order to filter out clearly irrelevant shots, we develop an ontology for
utilizing object recognition results. Fig. 2 shows recognition results for three
objects, Building, Cityspace and Person. Here, one shot is represented as a vector
of recognition scores, each of which represents the presence of an object. In Fig. 2,
we can see that Building and Cityspace are likely to appear in example shots while
they are unlikely to appear in the other shots. Recently, researchers use object
recognition results in video retrieval 1. For example, research groups in City

1 Objects are frequently called “concepts” in the filed of video retrieval. But, some
readers may confuse them with concepts which are hierarchically organized in an
ontology. So, we use the term “concept” only when it constitutes an ontology.
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Ex. 1 Ex. 2 Shot 1 Shot 3

Building: 2.5 2.2
Cityspace: 1.1 2.6
Person: -1.0 -0.5

Ex. 3 Shot 2

1.2
1.5
0.2

-0.3
-0.5
2.0

-1.0
-1.5
-1.3

-2.3
-1.2
-0.8

Overfitting!          Filtered by ontology

Fig. 2. An example of an overfit retrieval result for the event “tall buildings are shown”.

University of Hong Kong [3] and University of Amsterdam [2] build classifiers
for recognizing 374 and 64 objects, respectively. In particular, such classifiers
are built by using a large amount of training data (e.g. 61, 901 shots in [3] and
more than 10, 000 shots in [2]). Thereby, objects can be robustly recognized
independently of sizes, positions and directions on the screen. The effectiveness
of using object recognition results is proved in TRECVID, which is a famous
annual international workshop on video retrieval [4].

To utilize object recognition results, we port objects into concepts in an on-
tology. Specifically, we define a hierarchical structure of concepts and concept
properties. Thereby, we can select concepts related to the query, and examine
recognition scores of objects corresponding to selected concepts. For example, in
Fig. 2, if Building and Cityspace are selected, Shot 1, Shot 2 and Shot 3 can be
filtered out due to low recognition scores for Building and Cityspace. Also, filter-
ing irrelevant shots reduces the computation time. Furthermore, we introduce
a method for building an accurate retrieval model based on the correlation be-
tween concepts selected for a query and shots retrieved by the model. Note that
we are not given the label of a shot (i.e. relevant or irrelevant), but given object
recognition scores. Thus, we assume that an accurate retrieval model preferen-
tially retrieves shots which have high recognition scores of objects, corresponding
to concepts related to the query.

We address another important problem in QBE, where even for the same
query, relevant shots are taken in many different shooting environments. As can
be seen from example shots in Fig. 2, shapes of buildings and regions where they
are shown are significantly different from each other. Additionally, in each of Ex.
2 and Ex. 3, a road is shown while it is not shown in Ex. 1. So, shots relevant
to the query are characterized by significantly different features. Regarding this,
typical QBE methods only use one example and retrieve shots similar to it [5, 6].
As a result, many relevant shots are inevitably missed. Compared to this, we use
multiple example shots and “Rough Set Theory (RST)” which is a set-theoretic
classification method for extracting rough descriptions of a class from imprecise
(or noisy) data [7]. By using RST, we can extract multiple classification rules
which can correctly identify different subsets of example shots. Thereby, we can
retrieve a variety of relevant shots where each classification rule is specialized to
retrieve a portion of relevant shots characterized by certain features.
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2 Related Works

2.1 Concept selection for Video Retrieval

The most popular ontology for video retrieval is “Large-Scale Concept Ontology
for Multimedia (LSCOM) [8]”. It targets at broadcast news videos and defines a
standardized set of 1, 000 concepts. But, LSCOM just provides a list of concepts
where no concept relation or structure is defined. So, many researchers explore
how to appropriately select LSCOM concepts for a query.

Existing concept selection approaches can be roughly classified into three
types, manual, text-based and visual-based selections. In manual concept selec-
tion, users manually select concepts related to a query [9]. But, different users
select significantly different concepts for the same query. Specifically, [9] con-
ducted an experiment where 12 subjects are asked to judge whether a concept
is related to a query. As a result, only 13% of total 7, 656 judgements are the
same among all subjects. In text-based concept selection, WordNet is frequently
used where words in the text description of a query are expanded based on
synonyms, hypernyms and hyponyms [2, 3]. Then, concepts corresponding to ex-
panded words are selected. But, WordNet only defines lexical relations among
concepts, and does not define spatial and temporal relations among concepts. For
example, from WordNet, we cannot know that Building and Road are frequently
shown in the same shots. Finally, in visual-based concept selection, concepts are
selected as objects which are recognized in example shots with high recogni-
tion scores [2, 3]. But, this approach relies on accuracies of object recognition.
LSCOM includes concepts corresponding to objects, which are difficult to be
recognized, such as Dogs, Telephone, Supermarket, and so on. So, visual-based
concept selection may wrongly select concepts which are unrelated to the query.

To overcome the above problems, we manually organize LSCOM concepts
into an ontology, which can capture both lexical relations among concepts and
their spatial and temporal relations. To do so, we define several new concepts
which are missed in LSCOM. For example, we define a new concept Air Vehicle
as a superconcept of Airplane and Helicopter, in order to explicitly represent
that both of Airplane and Helicopter fly in the air or move in airports. Also, we
introduce a method which can appropriately estimate parameters of a retrieval
model based on concepts selected by our ontology. To our best knowledge, there
are no existing parameter estimation methods based on ontologies.

2.2 Rough Set Theory

One of the biggest advantages of RST is that it can extract multiple classifi-
cation rules without any assumption or parameter. Specifically, by combining
features characterizing example shots based on the set theory, RST extracts
classification rules as minimal sets of features, needed to correctly identify sub-
sets of example shots. Compared to this, although a “Gaussian Mixture Model
(GMM)” can extract multiple feature distributions of example shots, these shots
are not necessarily distributed based on Gaussian distributions [18]. Also, the
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“Genetic Algorithm” (GA) can be used to extract multiple classification rules,
where sets of features useful for identifying example shots are searched based
on the principles of biological evolution [21]. But, parameters in the GA, such
as the number of chromosomes, the probability of crossover and the probability
of mutation, cannot effectively determined with no a priori knowledge. Further-
more, decision tree learning methods and sequential covering methods can be
used extract multiple rules, but several useful rules are not detected as these
methods depend on the order of extracting rule [19].

In RST, it is very important to determine which features characterize exam-
ple shots. In other words, we need to define the indiscernibility relation between
two example shots with respect to features. A traditional RST can deal only with
categorical features, where the indiscernibility relation can be easily determined
by examining whether two example shots have the same value or not [7]. But,
in our case, example shots are represented by non-categorical high-dimensional
features. To apply RST to such features, we built a classifier on each feature,
and define the indiscernibility relation by examining whether two examples are
classified into the same class or not. Although this kind of classifier-based RST
is proposed in [11], the high-dimensionality of features is not considered. Specif-
ically, although [11] uses probabilistic classifiers such as naive bayes and maxi-
mum entropy, it is difficult to appropriately estimate probabilistic distributions
only from a small number of example shots. Compared to this, we use Support
Vector Machines (SVMs) which are known as effective for high-dimensional fea-
tures [20]. [20] provides the theory that if the number of feature dimensions is
large, SVM’s generalization error is independent of the number of feature dimen-
sions. In addition, even when only a small number of examples are available, the
margin maximization needs no probability distribution estimation. Therefore,
we develop a classifier-based RST using SVMs.

3 Video Retrieval Method

First of all, we set the condition where our QBE method is developed. We use
large-scale video data provided by TRECVID [4]. This data consists of 219 de-
velopment and 619 test videos in various genres, like cultural, news magazine,
documentary and education programming. Each video is already divided into
shots by using an automatic shot boundary detection method, where develop-
ment and test videos include 36, 106 and 97, 150 shots, respectively. Like this,
TRECVID video data is sufficient for evaluating the effectiveness of our QBE
method on large-scale video data.

In order to filtering out clearly irrelevant shots to a query, we borrow recog-
nition results of 374 objects, provided by the research group in City University
of Hong Kong [3]. That is, recognition scores of 374 objects are associated with
all shots in development and test videos. To utilize the above recognition results,
we develop an ontology where LSCOM concepts corresponding to 374 objects
are organized. Also, to extract features used in RST, we use the color descriptor
software [13]. Specifically, we extract the following 6 different types of features
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from the middle video frame in each shot: 1. SIFT, 2. Opponent SIFT, 3. RBG
SIFT, 4. Hue SIFT, 5. Color histogram and 6. Dense SIFT (see [13] in more
detail). For each type of feature, we extract 1, 000 visual words by clustering
200, 000 features sampled from development videos. That is, we represent a shot
as a total 6, 000-dimensional vector, where each type of feature is represented
as a 1, 000-dimensional vector. Finally, for a query, we manually collect example
shots from development videos, and retrieve relevant shots in test videos.

3.1 Building Ontology for Concept Selection

Fig. 3 shows a part of our ontology. LSCOM concepts are represented by captital
letters followed by lower-case letters, while concepts that we define are repre-
sented only by capital letters. Also, we represent properties by starting their
names with lower-case letters. Our ontology is developed by considering the
“disjoint partition” requirement. This is a well-known ontology design pattern
for making our ontology easily interpretable by both human and machine [14].
The disjoint partition means that a concept C1 should be decomposed into dis-
joint subconcepts C2, C3, · · ·. That is, for i, j ≥ 2 and i ̸= j, Ci ∩Cj = φ. So, an
instance of C1 cannot be an instance of more than one subconcept C2, C3, · · ·. For
example, we should not place Vehicle and Car in the same level of the concept
hierarchy, because an instance of Car is an instance of Vehicle. Thus, we have
to carefully examine whether a concept is a generalization (or specialization) of
another concept.

hasGender

hasNumberOfPersons

Weather

time

Building

takeAction
Outdoor

WITH_PERSON NOT-WITH_PERSON

hasPartOf2

hasPartOf1

locatedAt

Construction_Site

CONSTRUCTION_SITE_BUILDING

Shot 1
2.4

Shot 2
3.2

Shot 3
1.3

Shot N
-1.6

ANY

ROLE LOCATION

#TIME

INDOOR

GROUND_SPACE

Construction_Site

#WEATHER

Person

POSI_NUM

GENDER

#ACTION

NON-PERSON OBJECT

Explosion_Fire Vehicle

GROUND_VEHICLE
Window

Anntena

Recognition scores

Fig. 3. A part of our ontology.

Furthremore, we consider visual characteristics to define our concept hier-
archy. For example, as can be seen from Fig. 3, we define two subconcepts of
GROUND VEHICLE, WITH PERSON and NOT-WITH PERSON. We can in-
duce that Person probably appears in shots containing subconcepts of WITH
PERSON, such as Bicycle and Motorcycle. On the other hand, it is uncertain
that Person appears in shots containing subconcepts of NOT-WITH PERSON.



Video Retrieval from Few Examples 7

Now, we explain how to select concepts related to a query. Basically, we firstly
select concepts which match with words in the text description of the query.
Then, for each selected concept, we select its subconcepts and concepts which
are specified as properties. For example, for the query “buildings are shown”,
Buildings and all of its subcocepts (e.g. Office Buildings, Hotel, Power Plant
etc.) are firstly selected. Then, as shown in Fig. 3, Windows and Antenna are
selected from hasPartOf1 and hasPartOf2 properties of Building. After that,
from locatedAt property of CONSTRUCTION SITE BUILDING (a subconcept
of Building), we select Construction Site and all of its subconcepts (e.g. City-
space, Urban, Suburban etc.). At this point, by tracing concept properties many
times, we may select concepts which are unrelated to the query. For example,
from the above Construction Site, we can trace ARTIFICIAL ROAD, Sidewalk
and Person. But, these concepts are not related to the query. To avoid select-
ing unrelated concepts, we restrict the number of tracing concept properties to
only one time. That is, for the above example, we finish concept selection after
selecting Construction Site and all of its subconcepts.

In Fig. 3, some concept properties are characterized by slots where # pre-
cedes concept names. We call such an operator “# operator” which represents
a concept property, used only when it is specified in the textual description of a
query. Let us consider the query “people are indoors”. For this query, we select
Person and all of its subconcepts, and trace Person’s concept properties. But,
for “takeAction” property, the current LSCOM only defines 12 concepts, such as
Singing, People Crying, Talking and so on. If these concepts are selected, shots
containing them may be preferred. As a result, we may miss many shots where
people take many other actions in indoor situations, such as eating and watch-
ing TV. Thus, only for queries like “people talking indoor”, we use the concept
property “takeAction” to select concepts.

Since the textual description of a query is usually simple, we cannot se-
lect concepts which are definitely related to the query. For example, for the
query “buildings are shown”, we select 55 concepts including White House, Mili-
tary Base, Ruins, and so on. But, only a part of these concepts are truly related to
the query. So, we validate selected concepts using example shots. Recall that all
shots are associated with recognition scores of objects corresponding to LSCOM
concepts, as shown in Building in Fig. 3. Based on such recognition scores in
example shots, we validate concepts selected by our ontology. Specifically, for
each object corresponding to a concept, we compute the average recognition
score among example shots. Then, we rank concepts in the descending order.
After that, we select concepts which are not only selected by our ontology, but
also ranked in top T positions (we use T = 20). Like this, selected concepts are
validated from both semantic and statistical perspectives.

Finally, we explain how to estimate classifier’s parameter based on object
recognition scores. Note that this classifier is an SVM used to define indiscerni-
bility relations among example shots in RST. Suppose that for a query, we have a
set of selected concepts C, where each concept is represented as ci (1 ≤ i ≤ |C|).
Also, we have P parameter candidates for an SVM M , where the j-th parameter
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is pj and the SVM with pj is Mpj
(1 ≤ j ≤ P ). To estimate the best parameter,

we temporarily retrieve S shots by using Mpj (we use S = 1, 000). Then, we
compute the correlation between C and Mpj

as follows:

Correlation(C,Mpj ) =
C∑

i=1

γ(rank(Mpj ), rank(ci)) (1)

where rank(Mpj ) represents a ranking list of S shots according to their evalu-
ation values by Mpj . We obtain these evaluation values as SVM’s probabilistic
outputs [17]. rank(ci) represents a ranking list of S shots according to recognition
scores of the object corresponding to ci. We compute γ(rank(Mpj ), rank(ci)) as
the Spearman’s rank correlation coefficient [15]. It represents the correlation be-
tween two ranking lists. If these are highly correlated, γ(rank(Mpj ), rank(ci))
is close to 1, otherwise close to −1. So, a larger γ(Mpj , ci) indicates that Mpj

is more correlated with ci. Correlation(C,Mpj ) represents the overall corre-
lation over all concepts in C. Thus, we select the best parameter p∗j where
Correlation(C,Mpj ) is the largest among P parameters. In this way, we can
estimate an SVM parameter which is semantically validated based on selected
concepts.

3.2 Video Retrieval Using Rough Set Theory

We use rough set theory (RST) to extract classification rules, called “decision
rules”, for discriminating relevant shots to a query from all irrelevant shots. To
this end, we need two types of example shots. The first type of example shots are
provided by a user and serve as representatives of relevant shots (“positive exam-
ples (p-examples)”). The second type of example shots serve as representatives
of irrelevant shots (“negative examples (n-examples)”), but are not provided by
the user. To overcome this, we have already developed a method which collects n-
examples from shots other than p-examples [10]. Roughly speaking, our method
iteratively enlarges n-examples by selecting shots which are more similar to al-
ready selected n-examples than p-examples. Thereby, our method can collect a
variety of n-examples without wrongly selecting relevant shots as n-examples.

We discuss how to extract decision rules which can retrieve a large variety of
relevant shots, only from a small number of p-examples. Note that decision rules
are extracted by combining indiscernibility relations among examples, which are
defined by SVMs. So, we need to build SVMs which can define various indis-
cernibility relations. To this end, we use “bagging” where SVMs are built on
different sets of randomly sampled examples [16]. As described in [16], when
only a small number of examples are available, SVMs’ classification results are
significantly different depending on examples. Thus, we can define various indis-
cernibility relations by building SVMs based on bagging. However, due to the
high-dimensionality of features, SVMs may be overfit and may not appropriately
define indiscernibility relations. To alleviate this, we use the “random subspace
method” where SVMs are built on different sets of randomly sampled feature
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dimensions [12]. That is, the original high-dimensional feature is transformed
into lower-dimensional features, so that we can alleviate to build overfit SVMs.

We regard SVM classification results as categorical features in RST, and
extract decision rules for predicting the class of an unseen example. Let pi and
nj be i-th p-example (1 ≤ i ≤ M) and j-th n-example (1 ≤ j ≤ N), respectively.
ak indicates the classification result by k-th SVM (1 ≤ k ≤ K). Here, ak(pi)
and ak(nj) respectively represent class labels of pi and nj predicted by k-th
SVM. That is, these are categorical features of pi and nj for ak. In order to
define the indiscernibility relation between each pair of pi and nj , RST extracts
“discriminative features” which are useful for discriminating them. The set of
discriminative features fi,j between pi and nj can be represented as follows:

fi,j = {ak|ak(pi) ̸= ak(nj)} (2)

That is, fi,j means that when at least one feature in fi,j is used, pi can be
discriminated from nj .

Next, in order to discriminate pi from all n-examples, we combine pi’s dis-
criminative features. This is achieved by using at least one discriminative feature
in fi,j for all n-examples. That is, we compute the following “discernibility func-
tion dfi” which takes a conjunction of ∨fi,j :

dfi = ∧{∨fi,j | 1 ≤ j ≤ N} (3)

Let us consider the discernibility function df1 for one p-example p1 and two n-
examples n1 and n2. Suppose that the set of discriminative features between p1

and n1 and the one between p1 and n2 are f1,1 = {a1, a3, a5} and f1,2 = {a1, a2},
respectively. Under this condition, df1 is computed as (a1 ∨ a3 ∨ a5) ∧ (a1 ∨ a2).
This is simplified as df∗

1 = (a1) ∨ (a2 ∧ a3) ∨ (a2 ∧ a5) 2. That is, p1 can be
discriminated from n1 and n2, by using a1, the set of a2 and a3 or the set of a2

and a5. Like this, each conjunction term in df∗
i represents a “reduct” which is a

minimal set of features needed to discriminate pi from all n-examples
From each reduct, we can construct a decision rule in the form of IF-THEN

rule. Since each feature in our RST is defined by an SVM, a decision rule repre-
sents a combination of SVMs. For example, the decision rule constructed from
the reduct (a2∧a3) is “IF a shot s is classified as positive by both 2-nd and 3-rd
SVMs, THEN its class label is positive”. That is, to match a decision rule with
s, we examine whether s is classified as positive by all SVMs in the decision rule.
In this way, we count how many decision rules match with s. Finally, we rank
all shots in the descending order, and retrieve shots within top T positions (we
use T = 1, 000).

4 Experimental Results

We evaluate our method on the following 4 queries, Query 1: A view of one or
more tall buildings and the top story visible, Query 2: Something burning with
2 This simplification is achieved by using the distributive law A∧ (B∨C) = (A∧B)∨

(A ∧ C) and the absorption law A ∨ (A ∧ B) = A.
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flames visible, Query 3: One or more people, each at a table or desk with a com-
puter visible, Query 4: One or more people, each sitting in a chair, talking. For
each query, we run our method 9 times by using different sets of 10 p-examples.
We evaluate the retrieval performance as the average number of relevant shots
within 1, 000 retrieved shots.

In Fig. 4 (a), we compare the following three types of retrieval, in order
to evaluate the effectiveness of our ontology for filtering out irrelevant shots
and estimating an SVM parameter. The first one is Baseline without using our
ontology. The second type of retrieval is Ontology1 which uses our ontology
only for filtering out irrelevant shots. The final type of retireval is Ontology2
which uses our ontology for both irrelevant shot filtering and SVM parameter
estimation. For each topic, performances of Baseline, Ontology1 and Ontology2
are represented by the leftmost red bar, the middle green bar and the rightmost
blue bar, respectively.

a)

Example
shot

Irrelevant
shot

Query 3 Query 4b)

Fig. 4. (a) Performance comparison among Baseline, Ontology1 and Ontology2, (b)
Examples of shots filtered by our ontology.

As can be seen from Fig. 4 (a), except for Query 2, it is very effective to
filter out irrelevant shots based on concepts selected by our ontology. The re-
trieval performance is further improved by estimating SVM parameters based
on selected concepts. The reason for the low performance for Query 2 is that, in
each of 9 times retrieval, we can only select one or two concepts, that is, Explo-
sion Fire and Earthquake. What is worse, these concepts are not so effective for
characterizing relevant shots. For example, 1, 000 shots with highest recognition
scores of Explosion Fire and those of Earthquake, only characterize 37 and 12
relevant shots, respectively. As a result, we cannot appropriately filter out ir-
relevant shots and cannot appropriately estimate SVM parameters. To improve
the performance for Query 2, other than Explosion Fire, we need to recognize
objects such as candle flame, bonfire, fire blasted from rockets, and so on.

In Fig. 4 (b), for each of Query 3 and Query 4, we show two example shots and
two clearly irrelevant shots which are filtered out by our ontology (for Query 1,
see Fig. 2). For Query 3, Baseline without using our ontology wrongly retrieves
shots where people just appear and shots which contains straight lines corre-
sponding to computer shapes, and shapes of pillars and blinds in a background.
For Query 4, Baseline wrongly retrieves shots which contain straight lines cor-
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responding to shapes of background objects. By filtering out the above kind of
shots, Ontology1 and Ontology2 can significantly outperform Baseline.

Finally, we examine whether filtering out irrelevant shots based ontology can
reduce computation times. In Fig. 5, we show the average computation time
of Baseline (left red bar) and Ontology1 (right green bar) among of 9 times
retrieval. As can be seen from this figure, filtering of irrelevant shots is useful for
reducing computation times. Nonetheless, our method currently takes about 500
seconds, because it requires building of multiple SVMs and matching of many
decision rules. So, from the perspective of computation cost, our method need
to be improved. To this end, we are currently parallelizing processes of SVM
building and decision rule matching by using multiple processors.

Fig. 5. Comparison between the computation time of Baseline and that of Ontology1.

5 Conclusion and Future Works

In this paper, we proposed a video retrieval method based on QBE approach.
We construct an ontology to incorporate object recognition results into QBE.
Specifically, our ontology is used to select concepts related to a query. By re-
ferring to recognition results of objects corresponding to selected concepts, we
filter out clearly irrelevant shots. In addition, we estimate an SVM parameter
based on the correlation between selected concepts and shots retrieved by the
SVM. Also, to retrieve a large variety of relevant shots, we use RST for extract-
ing multiple classification rules which characterize different subsets of example
shots. Experimental results on TRECVID 2009 video data show that the retrieval
performance can be significantly improved by using our ontology. Besides, our
ontology is useful for reducing the computation time. Finally, by using RST, we
can successfully cover a large variety of relevant shots.

Acknowledgments. This research is supported in part by Strategic Informa-
tion and Communications R&D Promotion Programme (SCOPE) by the Min-
istry of Internal Affairs and Communications, Japan.
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Abstract. Due to the increased incorporation of external sources me-
dia agencies face the challenge of providing high-trust media to their
customers. Automatic image processing approaches still do not bridge
the semantic gap to identify fakes. Complementary community-based
approaches lack real-time media distribution for improved awareness and
base trust on subjective opinions instead of objective actions. In this pa-
per we propose a collaborative fake media detection approach addressing
these challenges in form of a federated, trust-aware media distribution
network. Starting from a realistic use case scenario we elicit requirements
and present an XMPP-based and Web service-enhanced multimedia dis-
tribution network as solution. Finally, we sketch a Web-based fake media
detection application powered by our network and its services.

1 Introduction

Traditionally, people consider images as a means for true reproduction of real
events and accepted as a proof of occurrence of such events. Recently, this
consideration is not longer valid since fake images have a high occurrence espe-
cially now that images can be faked and distributed arbitrarily without much
effort. Nowadays, news creation processes have taken significant distance from
being conducted in isolation. Following the basic principles of the Open Innova-
tion approach [3], in today’s media distribution networks different communities
are involved as both information providers and consumers. With the growing
availability of low-cost high-quality multimedia processing and context sensor
equipment in mobile devices, it has already become widespread practice to even
have amateur reporters on site of interesting events serve as information sources.
With such an inherently distributed approach, the authenticity of distributed
multimedia is even more endangered than in previous more isolated approaches.
Today’s media thus face the challenge of deciding if media are real or faked, ideally
before they are further broadcasted to their customers, who pay for high-trust
media.
Consider the following infamous cases where faked media were finally published
to information end-consumers. A recent example of a faked image manipulated
by the newspaper Al-Ahram and published in international media is showing the
Egyptian president Mubarak at the front of a group of world leaders, where in
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Fig. 1. Image Fakery Examples

the original image he was lagging behind (cf. Figure 1). The fake thus tried to
transport a subtle propagandistic message of a distorted reality. In turn, news
papers and TV stations had to issue errata to recover their reputation.
Such events are eroding the public trust in media. Therefore, media agencies
are required to make their distribution channels capable of identifying media
fakery at the earliest stage possible not only to avoid reports of a distorted reality
with possible negative consequences, but also to avoid additional costs due to
the following correction means. The most desirable solution is automatic fake
detection, but current methods still cannot identify semantic inconsistencies in
media (cf. [29]). Thus, complementary Web 2.0 community-based approaches
were developed to involve people in such processes. Systems such as NewsTrust
(http://newstrust.com) pursue such an approach. However, information still has
to be pulled by participants, although the current trend hints to real-time require-
ments and synchronous server side pushes [20] creating a new level of community
awareness. Furthermore, the quality of authenticity judgements depends on the
trustability of its judges. Current systems establish the trust level of a user by
ratings of others which are often subjective and not based on objectively valuable
contributions. Furthermore, the willingness to spend time on rating others is
mostly not given. Instead of basing trust on subjective opinions, a method is
required that objectively adapts trust levels depending on actions.
In this paper we overcome the above problems with an open standard-based
collaborative image fake detection system distributed across various communities.
The system operates in near real-time and complements traditional automatic
approaches. Our approach is powered by a set of Web services based on the
MPEG-7 standard as well as by services and infrastructure provided by the open
standard Extensible Messaging and Presence Protocol (XMPP) [25, 26] and its
extension protocols, in particular XMPP PubSub [17]. A media fake detection
application connecting to our infrastructure is realized as a Web 2.0 application
consisting of a set of OpenSocial Gadgets [19] for direct communication and the
distribution of MPEG-7 [14] multimedia metadata across an XMPP network of
media agents.

In Section 2 we first analyze the state-of-the-art of image fakery detection
systems and technologies related to our approach. Then, in Section 3 we describe a
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use case scenario where three media agencies have to detect a faked image, thereby
identifying requirements for our system. In Section 4 we present the backend of
our system as a multimedia distribution network including its individual parts in
detail. In Section 5 we present a media fake detection application powered by
our network. In Section 6 we conclude and provide an outlook to further work.

2 Related Work

Faked Image Detection: Faked image detection has been investigated for years and
addressed by a number of approaches. Watermarking approaches [24] are based on
imperceptibly embedding information within the image content. The requirements
of embedding such information in digital images are specially equipped digital
cameras. In addition, watermarking degrades the quality of the image content.
In contrast to watermarking approaches, researchers in the field of digital image
forensics have developed passive techniques which operate in the absence of any
watermark or signature for image authentication (e.g. [6, 21, 11, 31]). They work
on the assumption that although digital forgeries may leave no visual clues of
having been tampered with, they may alter the underlying statistics of an image
that can be detected using statistical models. The major drawback of such tools
is that their use in public domains is computationally impractical.
Content based approaches (e.g.[18, 12]) aim at detecting all faked images produced
from the original through active manipulation. They are based on similarity search
and embed no additional information within the image content, thus considering
the image itself as the watermark. The efficiency of such techniques is largely
affected by the size of the reference image dataset [18]. Furthermore, current
approaches lack discriminative power for fake detection due to the inability
of capturing semantic aspects. Our collaborative fake detection system utilizes
community aspects in addition to automatic content-based image similarity search
techniques [4].
Collaborative Fake Detection: Sharing knowledge and control is the key idea of
collaborative fake detection [22]. A Community of Practice [32] is the context
where such collaborative activities can be achieved. Knowledge about media is
exchanged within the communities of practice for example by the distribution of
MPEG-7 metadata [14, 28]. Collaborative judgments and evidence against the
suspected fake support the evaluation of semantic inconsistencies that cannot
yet be detected with automatic approaches. The important problem faced in
collaborative fake media detection is the assessment of trustable authenticity
judgments that we address in the scope of this paper.
Trust Management : Trust management is a key issue in distributed networks,
especially in sharing environments. Trust provides us with information about the
people we should share content with and accept content from. There are some
efforts to formalize trust. Massa et al. propose a trust-aware model in which the
web of trust is explicitly expressed [16]. Golbeck analyzed and modeled the core
characteristics of trust in collaborative social networks and developed several
algorithms for computing trust on the example of the TrustMail application
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[9]. In this work, we take into account the trust of information sources and the
quality of their contributions using a simplified trust mechanism and present a
modular trust-aware multimedia distribution network.
MPEG-7 : MPEG-7 is a standard for the description of multimedia content. It
provides descriptors for various data types - text, graphics, audio, video. In
order to achieve interoperability and keep advantages of server side computation
we have presented the Lightweight Application Server (LAS) [30] for MPEG-7
Web services. It provides communities with a set of core services and MPEG-7
semantic multimedia metadata and content processing services to connect to
heterogeneous data sources [23]. In particular, the LIRE [13] library is used for
automatic extraction and indexing of low-level features as well as content based
image retrieval (CBIR).
Real-time federation: Due to frequent complaints about the intransparency and
lack of control of private data storage with social networking platforms, there are
already new alternative platforms emerging (e.g. Diaspora [10]), where the same
functionality is offered in a way that anybody can run his instance in federation
with others. At the same time, the demand for real-time application behavior [20]
speeds up the information flow tremendously. Concepts such as security, privacy
and trust have to be weaved in as unobtrusive, transparent, and least blocking as
possible. In our approach we aimed to realize these requirements with a network
of federation-enabled XMPP servers including respective services and data.
Publish/Subscribe: Nowadays, the Publish/Subscribe (PubSub)[2, 5] pattern is
omnipresent (e.g. newspapers, blogs, even email lists). There is a channel of
communication (resp. a node), subscribers receiving data sent on that channel,
and publishers who send data payloads across the channel. The pattern was also
described by Gamma et al. as the behavioural Observer pattern [7]. Until today,
the pattern is applied successfully, sometimes working locally on one machine
or remotely across whole networks. The XMPP PubSub Extension Protocol [17]
supports the construction of remote PubSub systems transporting XML-based
payloads. For this work we demonstrate the distribution of MPEG-7 multimedia
content descriptions along with authenticity ratings.

3 Use Case Scenario & Requirements Analysis

In this section we first describe a scenario to understand a media fake detection
process in a media distribution network such as in Figure 2. Afterwards, we
derive a set of requirements for our system improving the process. Consider the
following scenario. A government press agency sends a doctored picture of a
successful long-range missile launch to Thompson Reuters as a demonstration
of the country’s military power, although the real outcome of the event was a
crash of the missile. Despite the good cooperation with the government press
agency in the past, the responsible media agent recognizes the image content as
highly sensitive and thus decides to request expertise on its authenticity before
further distribution. Although some trusted experts reviewed the image, the
forgery is not discovered, and the picture distributed to customers. TV stations
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Media Agencies

TV Stations

Amateur Prosumers 
(Blogs, Websites, Mobile Reporting)

Newspapers

Professionals
(Reporters, Domain Experts,

Government Press Agencies, etc.)

Professionals Professionals

Fig. 2. Examplary excerpt of a media distribution network

and newspapers around the world broadcast the sensitive information to their
audiences. After the worldwide publication of the faked picture, a group of local
dissidents who eye-witnessed the failed missile launch feel the urge to reveal the
truth. In a message sent to Reuters they describe the real situation, send their
own picture of the missile crash as proof for their statement, and state their
willingness to help prevent such incidents in future. Further expert analysis on
both pictures then reveals the fake. As a result, Reuters and all its customers issue
a corrective statement to recover their public credibility. However, to prevent
further occurrences of such situations, media agents decide to be more cautious
towards their information sources or even decide for alternative sources. On the
other hand, Reuters acknowledges the group of dissidents’ help in discovering the
fake and decides to involve their expertise for further authenticity judgement.
From the above scenario we now derive a set of requirements to an information
system supporting the process described above, before we explain our approach
in the next sections.

– media & metadata repository : The first step is to make media and their
metadata available for other parties. We base this work on our LAS MPEG-7
services and its repository [30].

– federated multimedia distribution network : The most important use case in
the scenario is the transport of media (metadata) between entities in real-time.
Here, PubSub is the main communication pattern. For a distributed approach,
PubSub support is required in a remote and federated manner. The network
should support arbitrary payload formats in order to stay generic. Here, we
base our approach on the XMPP Protocol and its PubSub extension [17]
fulfilling all these requirements.

– authenticity rating service: a service is required that allows the collaborative
assignment of authenticity ratings to media as well as the computation
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and rendering of reasonable aggregates to create awareness for fakes and to
support the decision of a media agency to publish a medium or not.

– trust management service: a service is required that manages trust relation-
ships between entities again in a federated way and supports the dynamic
evolution of trust. Since the service itself must be trusted by its users, privacy
and security are non-functional requirements to be guaranteed.

4 A Trust-aware Multimedia Distribution Network

In this section we present a modular trust-aware multimedia distribution network
based on the above requirements. In Section 4.1 we describe a basic network
building block and its workflow. Each building block implies a simple trust pro-
tocol which is formalized in Section 4.2. Finally, we demonstrate the composition
of complete information distribution networks of building blocks in Section 4.3.

4.1 The Basic Building Block

Conceptually, the basic building block of our architecture is a variation of the
PubSub pattern (cf. Fig. 3). The central parts of this building block are an
untrusted in node and a trusted out node with configuration under control of
a mediator. For the in node, all of the mediator’s sources are publishers and
subscribers at the same time to support media distribution for collaboration. For
the out node, only the mediator is allowed to publish. The list of subscribers
reflects the mediator’s consumers relying on the authenticity of the information
published. First, a source introduces a new medium along with an authenticity

Mediator

Sources

Trusted Sources

out
(trusted)

in 
(untrusted)

Consumers

+

-

++

+

-

+++

++

--

Fig. 3. Building block for media distribution network
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rating by publishing it to the untrusted in node that immediately pushes it to
all other sources, which in turn publish their authenticity ratings to the same
node. Based on ratings from various sources accumulated over time, the mediator
eventually decides the information to be trustworthy of being published to the
out node or not. The decision depends on the individual levels of trust towards his
sources. In Section 4.2 we provide a formalized description of our trust mechanism.
Technically, each of the building blocks described above can be realized with a set
of components depicted in Figure 4. Any XMPP Server hosting a PubSub service
as specified in [17] realizes all necessary functionality regarding the management
and configuration of nodes, in particular controlling node subscriber and publisher
lists, as well as pushing arbitrary XML-based payloads to subscribers.

4.2 Authenticity Rating & Trust

In this section we formalize the relationship between authenticity ratings and
trust used in our approach. Let J = {j1, ..., jn} be a set of unique identifiers for
the entities involved in the fake detection process. For our approach we use JIDs
(cf. [25]). Our basic notion of trust involves two entities, i.e. a trustor tr ∈ J , a
trustee te ∈ J and a level of trust t(tr, te) between them. Although there exists
work on sophisticated models such as [15], trust-aware social networks usually
let users assign a single numerical rating for usability reasons [8]. In our model,
the mediator m of a building block from Section 4.1 takes the role of the trustor
of a set of sources Sm ⊂ J as its trustees, that publish information payloads i of
a certain domain I (in our case the domain of MPEG-7 descriptors).
For authenticity ratings, we define a function r that for a given i and a source s
assigns a rating ∈ R = {true, fake}. In the following we describe the relationship
between authenticity ratings and the dynamic adaptation of trust between
involved entities.
Not only is t(tr, te) depending on previous authenticity statements, but also
should be adapted dynamically, either reinforcing desirable actions - in our
case publishing a faked medium as fake resp. a real one as real - or punishing
undesirable actions - in our case publishing a faked medium as real resp. a real
one as fake. Thus, reinforcement consists in tr raising his trust level towards te,
punishment in lowering it. Thus, each m must be enabled to update trust levels
∀s ∈ Sm. Listing 1.1 sketches an algorithm for updating trust values.

trust_update(m ∈ J, i ∈ I, x action ){

for each s ∈ Sm {

if r(i, s) = fake ∧ x = pfake(m, i) then t(m, s)++;
else if r(i, s) = true ∧ x = pfake(m, i) then t(m, s)--;
else if r(i, s) = fake ∧ x = preal(m, i) then t(m, s)--;
else if r(i, s) = true ∧ x = preal(m, i) then t(m, s)++;

}

}

Listing 1.1. Updating trust values after publication to trusted out node
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Any trust update takes place whenever m feels confident to publish i as either fake
(pfake(m, i)) or real (preal(m, i)). Furthermore, there is the option of rejecting
any publication on the trusted out node (rej(m, i)). In this case, no trust update
takes place. Since m in his role as trustor is interested in high-quality media
(metadata) and reliable authenticity ratings, he can expose trust levels as an
incentive to perform desirable actions only. To decide publication of an i, m relies
on ratings from different s ∈ Sm, while using t(m, s) as weighting factor. For a
given i ∈ I, a function a returns an aggregate supporting m in his decision which
action to take. For simplicity we chose a(m, i) as weighted mean over all ratings
on i by s ∈ Sm, where the weights are given by t(m, s) (cf. Equation 1). The
intuition behind choosing the weighted mean is that the higher a source’s trust
value is the more influence his rating has on the resulting aggregate used by m
to decide on publication.

a(m, i) =

∑|Sm|
j=1 t(m, sj) ∗ r(i, sj)∑|Sm|

j=1 t(m, sj)
(1)

Technically, the dynamic management of trust is realized as a service that
maintains individual levels of trust between trustors and their trustees. Ratings
of different sources for given information items are covered by another service.

4.3 Construction of a Network

A complete distribution network can now be modeled by reasonably connecting
multiple building blocks. The intuition is that each mediator can act as a source
for another mediator. Thus, information distribution networks can dynamically
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pubsub.tld1 pubsub.tld2

tld2tld1
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Trust ServiceTrust Service

Rating Service Rating Service

j1@tld1 j1@tld2

XMPP PubSub

XMPP Server-to-Server
(SASL/TLS)

XMPP PubSub

Jabber RPCJabber RPC

XMPP over BOSH XMPP over BOSH

contribute remotely to node org1-untrusted at pubsub.tld1

Fig. 4. A Trust-aware Federated Media Distribution Network

evolve over time by simple interactions with XMPP PubSub nodes. It should be
noted that it is not necessary that each entity in the network maintains its own
XMPP server, which would be acceptable e.g. for a high-profile media agency,
but inacceptable e.g. for a freelancing information agent. For these purposes
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it is possible to offer a building block from Section 4.1 as a service, which is
hosted on one XMPP server or a whole cluster. On the technical level we realize
a network of different interconnected building blocks by a network of XMPP
servers in combination with the provision of services for the management of users,
communities, MPEG-7 multimedia metadata, trust and authenticity rating as
indicated in Figure 4. Given the inherent XMPP server-to-server communication
[25, 26], all components are federated and accessible across the network via the
protocol and its extensions [1, 17, 27]. In particular, [1] can be used to invoke
services of our LAS.

5 A Fake Multimedia Detection Application

In this section, we briefly describe how to apply our trust-aware media distribution
network from Section 4 for realizing a fake media detection application. Figure 5
shows a first mockup of such an application consisting of a set of three widgets.
In the following we will briefly explain the interface for collaborative fake media

Fig. 5. Widget-based UI of a Multimedia Fake Detection Application

detection for both the mediator and his sources, which reflects the workflow
from Section 4. In the Incoming Media Overview, the user gets an overview of
media currently discussed on all untrusted in nodes he is subscribed to. Each
element of the list provides a short summary of the medium and its metadata (cf.
i ∈ I, Section 4.2) and the weighted authenticity ratings aggregate (cf. function
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a, Section 4.2). From this list, the user can select any element, which is then
rendered in more detail in the Media Details widget. Apart from the medium
and its metadata, the user finds different buttons, depending on his role. As an
information source, the user finds a rating interface, which allows him to choose
between real or fake, add a comment and submit his rating. On submission, a
triple consisting of a source identifier, a media identifier and a rating is encoded as
an XML payload and published to the in node again. After automatic forwarding
to all subscribers, their interfaces are updated with the new information. As a
mediator, the user can decide on the three different actions preal, pfake, and rej
(cf. Section 4.2) by pressing the respective buttons. A trust update (cf. Listing
1.1) is executed after any publication to the trusted out node by invoking the
respective LAS service. Due to space restrictions, we will not elaborate here
on further UI elements, such as media annotation (cf. [23]), advanced trust
visualisation, etc.
Technically, the interface is realizable as a set of OpenSocial [19] gadgets using
XMPP/LAS AJAX client libraries to connect to the XMPP server network and
its services. For the access to PubSub nodes, we implemented an extension of the
dojo XMPP library realizing the most important use cases of [17]. For the access
to LAS Services, we implemented an AJAX connector client library. However, a
further extension of the dojo XMPP library realizing the Jabber RPC extension
protocol is a preferable alternative for the future.

6 Conclusions

In this paper we have demonstrated an approach for collaborative fake media
detection based on a federated, trust-aware media distribution network with near
real-time properties. We have presented an overview of related work in the domain
of fake media detection, which is dominated by image processing approaches,
that still do not bridge the semantic gap [29] and by community approaches
lacking real-time communication and trust adaptations based on objective actions.
Thus, we proposed our approach to overcome these challenges. Starting from a
realistic use case scenario we elicited requirements and presented a realization
as an XMPP-based and Web service-enhanced multimedia distribution network
supporting arbitrary XML-based payload format. Finally, we sketched the design
of a Web-based fake media detection application taking benefit from our network
and its services.

At the time of writing this document many components of our multimedia
distribution network as well as connector clients have been realized and evaluated.
We already gained experience with XMPP-enabled OpenSocial Gadgets and
therefore extended the well-known dojo JS library with support for PubSub,
multi-user chats, etc. [33]. With these extensions, a real-time microblogging
application was easily realizable. Although the XMPP standard provides detailed
documentation about the protocol itself, there is not too much information
which PubSub node topologies are suitable when scaling up to larger and highly
distributed networks. Thus, we are currently evaluating architecture scalability
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and performance in the context of the ROLE project (http://role-project.eu),
where XMPP also serves as an open standard infrastructure for Widget-based
PLE (Personal Learning Environments). Currently, we realize the fake multime-
dia detection application based on the design presented in the context of this work.
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Abstract. A recent trend in multimedia information retrieval systems is the 

integration of users, by their preferences and interests, in the retrieval process. 

Generally, such systems consider the user only after the query’s execution, 

while the results’ presentation. We propose to consider the user as a source of 

metadata, by exploiting his behaviour and to enrich the document’s metadata 

with a usage metadata. We introduce the concept of temperature, associated to 

each metadata descriptor, which denotes the popularity of the multimedia 

document’s metadata. An algorithm for the computation, the increase and the 

decrease of this temperature is described in details. We present also how this 

algorithm can be used for the enrichment of each metadata descriptor according 

to the user’s interactions with the multimedia content and the metadata.  

Keywords: user’s behaviour, multimedia metadata enrichment, metadata 

popularity, multimedia systems  

1 Introduction 

Nowadays, we are constantly surrounded by multimedia contents and devices. Thus, 

we are continuously creating and consuming multimedia data. Usually, before 

creating a multimedia document, the user has an idea of which kind of information he 

wants to include in his document and then he searches the multimedia contents that 

correspond to his needs [1]. Hence, the management of multimedia documents, which 

includes their storage, indexation and retrieval processes, is very important. 

A recent trend in the information retrieval domain is the user’s integration in the 

retrieval process. Thus, the user’s preferences, interests and behaviour are analysed 

and modelled in order to improve the performance of the system. This improvement is 

realised by providing better results to a user query and by recommending him other 

interesting documents accessed by other users which have similar profiles [2]. 

In this context, we focus on the user’s integration in the metadata management 

process. We want to provide a solution for the metadata enrichment through their 

usage and through the user’s interaction with the multimedia document to which they 

are associated. This enrichment is accomplished through the concept of temperature 

which is associated to each metadata descriptor related to the multimedia document 

and to the multimedia document itself. This temperature can be considered as a 

popularity metadata that is updated each time the document or a part of it is 
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consumed. Thus, more a document is consumed, the hotter it and its metadata get. In 

this paper we focus on the presentation of: (1) an algorithm that exploits this concept 

by specifying the manner in which the temperature can be increased or decreased, and 

(2) the algorithm’s application in several scenarios.  

This kind of metadata can have several utilizations in: the recommendation 

systems of a certain document or only a part of it; the execution of the user’s query, 

by taking into account the document’s temperature in the computation of its score; the 

creation of the document’s resume to be displayed in the results list; the selection of 

video’s key-frames according to the user’s profile. 

The remainder of the paper is structured as follows. We begin with an overview of 

multimedia metadata and the user’s interaction in the multimedia information 

systems, in Section 2. Then, in Section 3, we present a metadata framework that 

includes the concept of temperature. The proposed solution for the metadata 

enrichment according to their usage is described in Section 4. Finally, some 

preliminary results and conclusions are given. 

2 State of the art 

From our daily experience, we can deduce that the best way to find certain desired 

information from a huge collection of documents is to look not at the information 

itself but rather at a much smaller and more focused set of data. In the context of 

multimedia retrieval systems, this concise information is the metadata.  

The metadata can be classified in: (1) content metadata (low-level, high-level, 

structure, life-cycle, identification and localization and management metadata) and (2) 

user metadata (user interaction and user context) [3]. During the last years, the 

number and the heterogeneity of metadata formats increased steeply. The majority of 

these standards are content centred, e.g., Dublin Core, XMP, MPEG-7, TV-Anytime.  

In general, an information system in charge with managing and retrieving multimedia 

contents is composed of [4, 5]: (1) a multimedia collection which contains several 

multimedia contents; (2) a metadata collection which contains information about the 

media characteristics (e.g., size, name) and their contents; (3) an indexation engine 

which includes several indexing algorithms to be applied on the multimedia collection 

in order to enrich the metadata collection. The indexing algorithms automatically 

applied on the multimedia contents produce metadata encoded into different standards 

and formats. These metadata are further employed in the retrieval process. This makes 

the management of the metadata and the query execution a very important task to be 

realised by a multimedia information retrieval system.  

 In [6], the metadata is presented in the centre of the multimedia document 

lifecycle, which makes the metadata creation and management a very important issue 

in the handling of multimedia documents. In addition, the metadata is consumed and 

produced at every stage of the document lifecycle [7]. This leads to a constant user 

interaction with the metadata, in a direct or indirect manner. Thus, the user can be 

considered as an auxiliary source of metadata, which could improve the metadata 

obtained from the indexation process. He can produce metadata in an explicit or 

implicit manner. By attaching annotations and tags [8] to multimedia documents the 

user is creating explicit metadata. The inconvenient of using this approach for 
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enriching the metadata is that, usually, the users are busy and annotating documents 

demands a lot of time and effort, and, consequently, the created metadata is very poor.  

In order to obtain more information from users, some other strategies have been 

developed. One of them is to analyze the user’s behaviour and to infer his interests [9] 

and his intentions [10]. These interests are used, for example, to adapt the 

presentation of the multimedia documents [11] and of the query results list [12] or to 

enrich the user query [13].   

Apart from the implicit and explicit metadata we can consider also the attention 

[14] and usage metadata. This information is associated with the document and not 

with the user, as for the interests. In [15], the authors propose an algorithm for 

determining such metadata. The authors determine the popularity of multimedia 

documents in accordance with the number of users that access the documents. The 

authors attach this popularity information to entire documents, and not to parts of 

documents. Also, this information is computed in function of the number of users that 

access the document, and users’ interests and preferences are not taken into account.   

The behaviour of the user is also used in other domains, such as the adaptive 

hypermedia domain [16], where the presentation of the documents is modified 

according to the user, and the user-centric multimedia databases [17], where the user 

behaviour is captured through the analysis of the query logs.  

As could be noticed, the research fields where the user is taken into account are 

very different and vast, from the presentation’s adaptation to the multimedia 

information retrieval. The user’s behaviour is studied in order to adapt the documents 

or the query’s results, but the metadata associated to the multimedia contents are not 

enriched. Before presenting our approach for the metadata enrichment, we will 

describe in the next section the metadata framework developed in order to incorporate 

the notion of temperature. 

3 Metadata Framework 

In the domain of metadata interoperability many studies were carried out [18, 19, 20] 

in order to provide the possibility to use in the application the different and 

heterogeneous metadata standards and formats, and also to allow the exchange of 

metadata between systems and applications. All these approaches are focused on the 

interoperability problem, and they do not offer any possibility to enrich the metadata 

in function of their usage. 

      In this paper, we do not focus on the metadata model, but rather on the 

temperature concept. In order to illustrate this concept we present a preliminary 

metadata framework that allows the integration of existing metadata models and 

provides the possibility of enriching them through the usage. Our approach takes into 

account the users and their behaviour regarding the consumption of the retrieved 

documents and their associated metadata. The notion of temperature can be applied to 

any hierarchical metadata model.  

In our model, Fig 1, we couple each multimedia content with a unique metadata 

file, that contains the whole set of metadata related to that document. The link 

between the two documents is done through the documentSrc attribute from the 
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Meta_Document metadata. As a multimedia document can be composed by different 

media types, its metadata can be formed by many Meta_Documents, each one 

corresponding to one media from the multimedia content. Each Meta_Document is 

divided in two parts: (1) General_Metadata, which corresponds to the general 

metadata, such as the life-cycle and the identification metadata (e.g., the creator, the 

description); (2) Media_Metadata, which corresponds to the media specific metadata. 

In order to be as generic as possible and to allow the integration of different 

existing metadata standards, we decomposed the two parts presented above in Units. 

Each Unit represents a metadata element, e.g., the author. It has as attributes the name 

of the metadata, its type and, eventually, a definition or a reference to its definition 

that is provided into a thesaurus. Depending on the application’s needs, a Unit can be 

decomposed in one or more Units. The actual value of each Unit is specified in a 

different element, Value, which has as attribute the source of the value, e.g., the 

metadata standard that provided the metadata element.  

 
Fig. 1. Metadata framework 

 
The usage metadata, the temperature, is associated to each element of the 

metadata format presented above. More precisely, every metadata element from the 

proposed framework has associated two kinds of temperature: (1) one computed for 

each group of users that interacts with the multimedia content, and (2) an average one 

for each metadata element, that is computed in function of each groups’ temperatures. 
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In this paper, we do not focus on the determination of the users’ groups that we 

use in our approach. We consider that these groups are already established and that 

they can evolve over time. In our work, the different groups can be disjoint or not, a 

user can belong to at least one group and over time he can migrate from one group to 

another. An approach for the creation of such groups, based on the users’ interests, is 

defined in [21]. The advantage of using users groups is that in this way the 

temperature can be used for personalisation purposes. The algorithms presented in the 

reminder of the paper work regardless the number of user groups defined; it works as 

well for single users. 

4 Metadata enrichment 

We consider the user as an important source of implicit metadata, because he can 

produce metadata by interacting with the multimedia documents he obtains as results 

to his query. In our proposal we focus on exploiting the user’s behaviour. 

In order to be able to respond to as many users’ queries as possible, in an 

information retrieval system many different indexing algorithms are applied. Thus, 

the multimedia metadata obtained are heterogeneous, from simple low-level features 

to more complex semantic high-level features. Usually, not all the generated metadata 

are used in the retrieval process. There are some metadata that are used more often 

than others. For this reason, we propose to enrich the metadata obtained after the 

indexation process with the concept of temperature. Thus, the more the documents or 

their associated metadata are used, the hotter they are.  

We have attached the temperature to (1) the multimedia document (at the 

Meta_Document level in the metadata framework presented in the previous section) 

and also to (2) their associated metadata (the temperature attached to each metadata 

element in the proposed framework). This popularity metadata can be used, for 

example, in the query process. In the execution of a query, the popularity metadata is 

taken into consideration in the computation of the results’ score. This way the popular 

documents and segments of documents are better ranked.  

 

 
Fig. 2. User’s actions in an information retrieval system 
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The above picture resumes the actions that a user makes when interacting with an 

information retrieval system. Based on these considerations, we propose to realise the 

metadata enrichment by taking into consideration the user’s interaction with the 

metadata associated to query results (step 3 in Fig. 2) and with the multimedia 

document (step 6 in Fig. 2). First, we describe in Section 4.1 the metadata enrichment 

algorithm and then, in the next sections we present its concrete application based on 

the user’s interaction with the results list, Section 4.2, and with the multimedia 

document, Section 4.3. 

 
4.1 Metadata enrichment algorithm 

 Independently of the manner the decision of the increasing of the temperature is 

taken, the temperature is computed for each period of time ∆t and it depends on the 

number of users that have consumed the metadata in that period. The temperature is 

defined as t in with 0≤ t ≤ 100. The initial value of the temperature of all the 

documents and of their associated metadata is 0. The algorithm used for the increase 

of the temperature is presented in Table 1.  

The parameters of the proposed algorithm are: the metadata whose temperature 

has to be increased, the number of users that consumed the metadata and the identifier 

of the group these users belong to. The first step of the algorithm is the computation 

of the metadata’s temperature corresponding to the user group received as parameter. 

Afterwards, the average temperature of the metadata element is computed as an 

arithmetic mean of the temperatures associated to this metadata, corresponding to 

each user group in the system. For the computation of this average temperature can be 

use also weighted mean. 

Each time the temperature of a metadata is modified using the 

increaseTemperature method, this modification is propagated to all its children 

metadata. The propagation method is presented in Table 2. It follows the same steps 

as the first algorithm. The temperature of each child metadata is changed with a value 

that is directly proportional with the variation of the temperature at the first level and 

with the level in the metadata hierarchy where the current element is. This 

propagation can be limited to a certain level in the hierarchy, specified by the 

MAXLevel constant 

We apply the same reasoning for the propagation of the temperature to all the 

ancestors of the metadata element that initiated the process of temperature increasing. 

The propagation method is presented in Table 3. In the computation of the new 

temperature we follow the same rules as for the propagation to the child elements. 

Table 1. The algorithm for the increase of the metadata’s temperature 

Algorithm 1: increaseMetadataTemperature 

Input: The metadata, MD, whose temperature has to be increased, the number of 

users, n, who used the metadata, the identifier of the group, gID, to which the 

users belong. 

Output: the metadata with the temperature increased, for all children and ancestors. 

Δtemp ← computeGroupTemperature(MD, gID, n); 

md ← setGroupTemperature(MD, gID,Δtemp); 

setHistory(MD, gID, Δtemp); 

avgTemp  ← computeAvgTemperature(MD); 
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md ← setAvgTemperature(md, avgTemp); 

if MD has children then 

   └  md ← propagateTemperatureDown(md, gID, Δtemp, 1); 

if MD has parent  then  

    └ md ← propagateTemperatureUp(MD.parent, gID, n, Δtemp, 1); 

return md; 

Table 2. The algorithm for the propagation of the metadata’s temperature to all its children 

Algorithm 2: propagateTemperatureDown 

Input: The metadata, MD, for which we want to increase the temperature of the 

children; the identifier of the group, gID, for which the temperature has to be 

increased; the temperature Δtemp, that is used for the computation of the 

new temperature; the level of the recursive call 

Output: the metadata with the temperature of all its children increased 

inc ← computeTemperature(Δtemp); 

foreach child of MD do 

      │  md ← md U setGroupTemperature(child, gID, inc); 

      │  setHistory(child, gID, inc); 

      │  avgTemp  ← computeAvgTemperature(child); 

      │  md ← md U setAvgTemperature(child, avgTemp); 

      │   if level<MAXLevel then 

      └   └ md ← md U propagateTemperatureDown(child, gID, inc, 1evel+1); 

return md; 

Table 3. The algorithm for the propagation of the metadata’s temperature to all its ancestors 

Algorithm 3: propagateTemperatureUp 

Input: The metadata, MD, for which we want to increase the temperature of the 

ancestors; the identifier of the group, gID, for which the temperature has to be 

increased; the temperature Δtemp, that is used for the computation of the new 

temperature; the level of the recursive call 

Output: the metadata with the temperature of all its ancestors increased 

if MD ≠ null then 

    │  inc ← computeTemperature(Δtemp); 

    │  md ← md U setGroupTemperature(MD, gID, inc); 

    │  setHistory(MD, gID, inc); 

             │  avgTemp  ← computeAvgTemperature(MD); 

    │  md ← md U setAvgTemperature(MD, avgTemp); 

    │  if level<MAXLevel then 

    └  └  md ← md U propagateTemperatureUp(MD.parent, gID, inc, 1evel+1); 

return md; 

Table 4. The algorithm for the decrease of the metadata’s temperature  

Algorithm 4: decreaseTemperature 

Input: The metadata, MD, for which we want to decrease the temperature; the history 

of the temperature increasing over time associated to the MD and its 

children; the number N of time intervals Δt that we want to undo from the 

temperature computation 

Output: the metadata with the temperature of all its ancestors increased 

foreach child of MD do 

   │ for i=1 to N do 
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   │    │ dec = getLastHistoryValue(child, history, gID); 

   │    │ history ← removeLastHistoryValue(child, history, gID); 

   │    └ md ← md U setGroupTemperature(child, gID, dec); 

            │  avgTemp  ← computeAvgTemperature(child); 

   │  md ← md U setAvgTemperature(child, avgTemp); 

   └ md ← md U decreaseTemperature(child, history, N); 

return md; 

If the temperature is augmented all the time, then after a certain period, the 

temperature of all metadata will attend the maximal value. In order to avoid this, the 

temperature of the unused metadata is reduced with a Δtemp proportional with the 

number of users who has consumed them in the period before. This is done for all the 

metadata elements and for all the users’ groups. In order to realise this operation at 

each recalculation of the temperature of a metadata element, the variation is stored in 

a history file. The algorithm used for decreasing the temperature is illustrated in Table 

4. This decreasing process can be applied after each time period Δt, or after a certain 

number of intervals Δt. 

 

4.2 The interaction with the results list 

In a classical information retrieval system the user sends his/her query to the system 

and retrieves some results. These results are ranked in function of the score they have 

obtained after the query execution over the metadata collection. In a typical results 

list, each result is composed of a link to the multimedia content and the metadata 

associated to this content. The system’s human interface displays the results as a list.  

The metadata associated to each result is presented as a collapsed tree.  

In order to find the most relevant document for him, the user examines first the 

metadata associated to the documents in the result list. This action consists, en fact, in 

the expansion of the displayed metadata tree, until a certain level. Another way of 

collecting this kind of information, in a less intrusive manner, could be the gaze 

tracking [22]. It can be considered as a metadata consumption and it has an influence 

on the metadata’s temperature.  

In order to illustrate the temperature’s computation we take into consideration fist 

scenario of utilisation. Suppose that only a part of the metadata related to the results 

are displayed (e.g., the General_Metadata in the proposed framework) and that the 

user has the possibility to access the rest of the result’s metadata. If for the same 

document, in a certain time interval Δt, several users, belonging to the same group, 

have accessed the same additional  metadata by expanding it, then the temperature of 

the expanded metadata is augmented with a value Δtemp proportional with the 

number of users (n) which have consumed them. Only the temperature corresponding 

to the group to which the users belong will be recalculated. More precisely, the 

Temperature element with the userGroupID equal to the users’ group ID will be 

modified for all the metadata elements displayed. According to the algorithm 

previously described, this change in temperature will be propagated to all the children 

of the expanded elements and to their ancestors as well. 

     In order to illustrate in more details this enrichment process, we consider the 

following situation: a multimedia information retrieval system where we have 

identified several groups of users. For readability reasons, in the examples we present 

in this paper we will consider only two groups.  In this system, a user belonging to the 
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first group obtains the image DSC_2249.jpg as a result to a certain query. The system 

displays the metadata description in the form of a collapsed tree, as the one presented 

in Fig.3 a). This user expands the General_Metadata element until a certain level, as 

displayed in Fig.3. b).  In the same time other 9 users from the same group access the 

same metadata. Thus the metadata associated to this image will be increased. The 

function increaseTemperature is applied for the following metadata elements: <Value 

source=”DC”>; <Value source=”EXIF”> and <Unit name=”creationDate”>. For the 

last two elements, the temperature will be increased with a smaller value than the first 

one because they were not expanded until the last leaf. 

 

Fig. 3. a) Metadata displayed with a query result; b) The same metadata after the user 

interaction with it 
 

4.3 The interaction with the multimedia document 

After the study of the results list, the user chooses a multimedia document and begins 

to interact with it: he explores the document, he studies in more details a part of the 

multimedia content, he spends an important period of time examining the document, 

etc.. This behaviour illustrates his interest in the document and in its compounds. 

We augment the temperature of the metadata which correspond to the multimedia 

document’s compound the user is interested in. When the temperature of a component 

is changed the temperature of the document and of the other metadata elements that 

describe the component are modified as well. The information is also propagated to 

the higher levels in the metadata hierarchy.  

In order to illustrate this metadata enrichment, we can consider the SMIL 

presentation from Fig. 4. This presentation is composed of a video and an audio 

content and the presentation’s slides as images. The organization in time of the 

presentation and the eventual audio and video segments are presented in Fig. 4. 

For this example, we also consider an information retrieval system where two 

users’ groups were identified. Several users belonging to the same group have used 

the system in the same time and they obtained the same SMIL presentation as a result 

to their different queries. They all have selected the presentation and have watched it 

from the 1’20’’ until de 4’50’’. In this case, the temperature of the metadata 

associated to all the multimedia contents displayed in this period of time will be 

modified. From the timeline presented in Fig. 4 we can deduce that the video 

segments seg_Video1 and seg_Video2, the audio segments seg_Audio1, seg_Audio2 

and seg_Audio3 and the images img2.jpg and img3.jpg are candidates for having the 

 
a) 

 
b) 
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temperature modified. At this point several strategies can be established for choosing 

the segments to use for the metadata enrichment. For example, if the compound was 

watched for at least half of its length, then its temperature will be modified. In this 

case, the temperature of the audio segments seg_Audio1 and seg_Audio3 will not be 

modified, because they were listened for less than their length. Another possibility 

would be to increase the temperature for all the segments that were displayed, with a 

value proportional with the time that they were watched.  

 
 

Fig. 4. The timeline structure for the SMIL presentation  

Through the proposed algorithm for the temperature increasing, the temperature of 

the entire presentation will be increased, as a consequence of the consumption of a 

part of it. We can note that the more a document is watched, hotter it gets.  

In the next section, we present some possible utilizations of the temperature 

concept in the context of a broadcast use case.  

5 Implementation and discussions 

In order to validate our proposal, we have applied the concept of temperature to a 

web site. In this case we used the algorithm in function of the users’ interaction with 

the multimedia content. We consider a page of the site as a document and we 

associate to it metadata. The users’ interactions with the web page (e.g., clicks) are 

collected into a database. For the tests effectuated we considered only a group of 

users. We have instantiated the metadata framework by using the XML and XSD 

technologies and the algorithm was implemented in Java. 

The Fig. 5 shows the obtained results for a web page temperature computation. 

The results show that the time granularity is very important in the application of our 

algorithm. For the same users interactions with the page the temperature obtained for 

the whole page is different in function of the strategies employed: compute the 

temperature each 24 hours, each 12 hours, each hour or less than an hour. The 

decrease strategy is also important when the time granularity chosen for the 

computation of the temperature is small. These choices are use case dependent. The 

curves in the Fig. 5. show that these considerations have an influence on the evolution 

of the temperature. Thus, making the good choice is important in the progress of the 

temperature. 
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Fig. 5. Experiments results  

6 Conclusion 

In this paper, we have presented a modality of multimedia metadata enrichment based 

on the users’ interaction with the multimedia content and with their associated 

metadata. This enrichment is done in two steps: (1) in function of the users’ 

interaction with the metadata and the results list and (2) in function of the users’ 

behaviour with the multimedia document.  

We intend to implement and test our proposal in the context of the LINDO project 

(Large scale distributed INDexation of multimedia Objects) (http://lindo-itea.eu/) in 

order to determine the best parameters of the algorithm (e.g., time granularity, 

decrease strategy, the level of propagation). These parameters cannot be set without 

the intervention of the user, thus we will realise some qualitative interviews with a set 

of volunteers. In a first time we will implement the second scenario for the 

computation of the temperature (presented in Section 4.3). After the specification of 

the parameters we will take the experiments a little further, by using the temperature 

for the metadata management in a distributed system [23]. 

 

Acknowledgments: This work has been supported by the EUREKA Project 

LINDO (ITEA2 – 06011). 

References 

1. Hardman L., Obrenovic Z., Nack F., Kerhervé B., Piersol K., Canonical Processes of 

Semantically Annotated Media Production. In: Multimedia Systems Journal, 14(6): 

327-340, (2008).  

2. Candillier L., Jack K., Fessant F., Meyer F., State-of-the-Art Recommender Systems. In 

Collaborative and Social Information Retrieval and Access: Techniques for Improved 

User Modeling, Chevalier M., Julien C., Soule-Dupuy C. (Eds.), IGI Global, 1-22, 2008  

3. Pereira F., Vetro A., Sikora T., Multimedia Retrieval and Delivery: Essential Metadata 

Challenges and Standards, Proceedings of the IEEE 96(4), 721 – 744, (2008) 

4. Buckland M. K., Plaunt Ch. On the construction of selection systems. Library Hi Tech, 

12, pp. 15-28 (1994). 



12 Ana-Maria Manzat, Romulus Grigoras, Florence Sèdes 

5. Lancaster F. W.. Information Retrieval Systems. Wiley, New York (1979) 

6. Smith J. R., Schirling P., Metadata Standards Roundup, In IEEE MultiMedia, 13(2): 84–

88, (2006).  

7. Kosch H., Boszormenyi L., Doller M., Libsie M., Schojer P., Kofler A., The Life Cycle 

of Multimedia Metadata, IEEE MultiMedia 12(1): 80-86, (2005)  

8. Kahan, J., Koivunen, M.-R., Prud’Hommeaux, E., Swick, R. R., Annotea: an open RDF 

infrastructure for shared Web annotations. Computer Networks, 32(5):589–608, (2002). 

9. Kelly D., Teevan J., Implicit feedback for inferring user preference: A bibliography, in 

SIGIR Forum, volume 37, pp. 18–28, (2003). 

10. Lux M., Kofler Ch., Marques O. A classification scheme for user intentions in image 

search. In the 28th of the international conference extended abstracts on Human factors 

in computing systems (CHI EA '10), pp. 3913-3918, ACM, (2010) 

11. Plesca C., Charvillat V., Grigoras R., User-aware adaptation by subjective metadata and 

inferred implicit descriptors, in Multimedia Semantics—The Role of Metadata, vol. 101 

of Studies in Computational Intelligence, pp. 127–147, Springer, (2008) 

12. Kofler Ch., Lux M., Dynamic presentation adaptation based on user intent classification. 

In the 7th Int. conference on Multimedia (MM '09). ACM, pp. 1117-1118, (2009) 

13.  Zayani C., Péninou A., Canut M.-F., Sèdes F. An adaptation approach: query enrichment 

by user profile. In Signal-Image Technology & Internet-Based Systems (SITIS 2006), 

Hammamet - Tunisie, pp. 24-35, IEEE, (2006). 

14. Memmel M., Dengel A., Sharing Contextualized Attention Metadata to Support 

Personalized Information Retrieval, In the Int. Workshop on Contextualized Attention 

Metadata: Personalized Access to Digital Resources, ACM/IEEE, pp. 19-26, (2007) 

15. Brunie L., Pierson J.M., Coquil D., Semantic collaborative web caching, In the 3rd Int. 

Conference on Web Information Systems Engineering, (2002)  

16. Brusilovsky P.. Adaptive hypermedia. in User Modeling and User-Adapted Interaction, 

11(1-2):87–110, (2001). 

17. Limam L. , Coquil D, Brunie L., Kosch H., Query Log Analysis for User-Centric 

Multimedia Databases, in The 2008 International Conference on New Media 

Technology, I-Media'08, pp.441-444, (2008). 

18. Arndt R., Troncy R., Staab S., Hardman L., Vacura M., COMM: designing a well-

founded multimedia ontology for the web. In ISWC+ASWC, pp.30-43,(2007).  
19. Brut M., Laborie S., Manzat A.-M., Sèdes F., A Generic Metadata Framework for the 

Indexation and the Management of Distributed Multimedia Contents. In New 

Technologies, Mobility and Security, pp. 1-5, IEEE Computer Society, (2009) 

20. Saathoff C., Scherp A, Unlocking the semantics of multimedia presentations in the web 

with the multimedia metadata ontology. In WWW 2010, pp. 831-840 

21. Tchuente D., Canut M.F., Baptiste Jessel N., Péninou A., El Haddadi A., Visualizing the 

evolution of users’ profiles from online social networks », The 2010 IEEE International 

Conference on Advances in Social Networks Analysis and Mining, ASONAM’10. 

22. Funahashi T., Fujiwara T., Koshimizu H., Face and eye tracking for gaze analysis. In Int. 

Conference on Control, Automation and Systems (ICCAS '07), pp. 1337-1341, (2007).  
23. Laborie S., Manzat A.-M., Sèdes F., Managing and querying efficiently distributed 

semantic multimedia metadata collections, In IEEE MultiMedia special issue on 

multimedia-metadata and semantic management 16, 4, 12-20, (2009) 



A Model of Relevance for Reuse-Driven Media
Retrieval

Tobias Bürger

Salzburg Research, Salzburg, Austria
tobias.buerger@salzburgresearch.at

Abstract. An often criticized fact in multimedia retrieval is, that user
needs are not appropriately taken into account. Both knowledge about
how end users search and how they assess the relevance of retrieved mul-
timedia objects can provide invaluable hints for the design of multimedia
retrieval systems. This paper reports on an end user study on multime-
dia retrieval behavior of media professionals who intend to reuse me-
dia objects in media productions. We present a conceptual model which
contains empirically validated information on how users in the media
production domain search for content to be reused and how relevance is
assessed by them. Finally we sketch how this information can be used to
improve ranking of media objects in multi-faceted retrieval scenarios.

1 Introduction

The amount of multimedia content available on the Web and the amount of
professionally produced content stored in local or commercial databases grows
every day: While there is a steady growth of professionally produced content
available on the Web, a continuous blurred shift happens between consumers
and producers of content, which share huge amounts of user generated content.
This ever growing amount of content offers a great potential for reuse.

Reuse of multimedia content, i.e., every kind of use of content which has
been used in a certain context before, is an ongoing challenge and is mostly
not very well supported by existing tools and approaches. Supporting reuse can
however provide significant improvements in the way how content is created,
including increased quality and consistency, long-term reduced time and costs
for development, maintenance or adoption for changing needs [25]. As our recent
observations in the domain of media production reveal, only approximately 30
percent of the produced content is based on already existing content. We further-
more revealed barriers leading to this low figure which include reasons such as
“relevat content cannot be found”, that “it is sometimes faster to build content
from scratch”, that “content is not adaptable to new situations”, or that “the
legal situation is either unclear or does not allow reuse”.

One of the identified barriers of reuse includes the problem of findability of
content which maps the problem of reusability to the solution space of multime-
dia retrieval. One ongoing problem there is the gap between the research done
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and the practical end user needs in different contexts as many approaches take
a system-centric approach focusing on technical aspects of multimedia indexing
and retrieval [11] and lack a theoretical background of the characteristics of users
and their needs for the design of these systems [24]: In order to support efficient
retrieval, matches to a request have to be presented in an appropriate order,
minimizing the distance between actual features of the content and expected
features by the user.

To bridge the aforementioned gap, user-oriented studies were conducted which
analyzed the indexing practices and retrieval needs of typical end users. Some of
these studies resulted in analytic models which formalized the characteristics of
user requests and search patterns of these users (cf. Section 2). While the main
aim of these studies was to conceptualize and bridge the Semantic Gap [4, 5],
the judgement of relevance for the selection of media objects has so far not been
researched to a great extent. In order to overcome this situation, we present a
conceptual model which contains empirically validated information on how users
in the professional media production domain search for content to be reused and
how relevance is assessed by them.

In this paper we examined a typical retrievel task in the studied environ-
ment: A media professional is engaged in a design task and intends to search for
images to reuse in his current production. He starts with formulating his needs
in an image request and receives a result set of images. After that, he checks
the topicality of the images in the retrieved result set and starts browsing. If
either the topicality of the returned images does not match his needs or if he
is unsatisfied with the results investigated during browsing, he reformulates his
query. Otherwise he applies his relevance criteria and finally selects an image
which he uses in his design task.

Understanding how and why users search for and select multimedia content
to be reused can provide invaluable hints for the design of multimedia retrieval
systems. Therefore the research leading to this paper aimed to address the fol-
lowing research questions:

1. “Which factors do users use to search for reusable media objects?” and

2. “Which relevance criteria do users apply when searching for media objects
to be reused?”

In order to answer these questions, we built a basic model containing factors
used in search and relevance assessment. To do so we analyzed prior literature
and conducted interviews with design professionals. Subsequently we empirically
validated the model through an end user survey and assessed the validity and
importance of the factors in both tasks.

The remainder of this paper is structured as follows: Section 2 presents the
background and motivation for the model. Subsequently the model is discussed
in detail in Section 3: We present insights from prior literature and the basic
mode. Section 4 details the validation of the model and presents the results of
the conducted survey. Finally, Section 5 concludes the paper.
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2 Research Background and Motivation

Since the 1960s research has been reported which analyzed the indexing practices
and retrieval needs of typical end users. The work in this area can be divided into
conceptual frameworks of image indexing (cf. [5,9,14,22,27]), which are mainly
situated in cognitive psychology and models of user’s multimedia retrieval needs
(cf. [1, 2, 10, 15, 16, 19, 29]). The intention of these conceptual frameworks was
to provide groundings for the manual and automatic image indexing and the
description of the semantics of multimedia content in general and images in
particular.

The earliest model was provided by Panofsky [22] who recognized three types
of subject matter, for instance, primary subject matter which requires no inter-
pretative skills, secondary subject matter which necessitates an interpretation,
and tertiary subject matter (“iconology”) demanding high-level semantic infer-
encing done by the user. Subsequent work by Shatford [27] simplified the three
levels of Panofsky into generic, specific and abstract. Additionally Shatford intro-
duced the distinction between “of-ness” and “aboutness” of a picture. A simpler
model was provided by Greisdorf [9] who recognized three levels which corre-
spond to visual primitives (e.g., color or shape), logical features (e.g., objects or
events) and inductive interpretation (e.g., abstract features). Joergensen et al.
have further refined the model by Shatford which resulted in the so-called visual
indexing pyramid [14]. A newer model by Enser et al. builds on Joergensen’s
notion of semantic facets of images and furthermore takes the combination of
semantic content of an image and its context into account [5].

Besides the development of these models, studies were conducted which inves-
tigated user retrieval needs. Their intention was to inform other research strands
which type of semantics can be extracted from multimedia content. Most of these
studies revealed, that a user is typically interested in high-level semantics which
are hard to derive based on automated approaches and which are often highly
subjective. An analysis of early studies in this area by Jörgensen revealed a wide
variation in subject foci and terminological speciality and also that the majority
of requests were for specific events or objects, especially for specific, named fea-
tures [16]. This observation was also made in [1, 19]. Other studies reported an
emphasis on generic or affective visual features (cf. [2, 10, 15]). Validations and
comparisons of these studies can be found in [1] and [29].

Especially in multimedia retrieval, uses and needs vary considerably, as media
objects are used in a variety of domains (e.g., media production, art, journalism,
or medicine) for different purposes. Furthermore, needs of professionals and needs
of end users are in many cases different: End users are motivated by leisure,
while professionals search for images for inspiration, reuse, or other reasons. As
relevance differs considerable based on the situation of the user and his needs,
domain specific investigations have been made: User needs in domain specific
collections and for specific user groups have been conducted, e.g. for web images
(cf. [6, 7, 15, 23]), for historical images (cf. [1, 2]), for medical images (cf. [17]),
or for image retrieval in a journalistic context (cf. [11,12,18,19,29]). User needs
of media professionals such as graphic-, or game- designers, and especially the
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influence of the intention to reuse, were, however, rather unexplored up till now.
Our aim was therefore to develop a conceptual model that dimensions relevance
in reuse-driven multimedia retrieval in which people search for content to reuse.

3 A Model of Relevance in Media Reuse

This section presents a conceptual model which reflects factors which influence
the relevance of multimedia content for end users in the particular situation
in which they look for content to reuse. The model is based on insights from
existing literature, on motivation and barriers for reuse, and on user studies
which investigated multimedia retrieval in professional domains. Prior insights
were validated and supplemented with expert interviews conducted with media
professionals.

3.1 Insights from Existing Literature

Relevance is a central concept in information retrieval and there used as a mea-
sure for retrieval and to judge the effectiveness of an information system. Ingw-
ersen and Järvelin suggest that relevance is a multidimensional cognitive concept
whose meaning is largely dependent on searcher’s perceptions of information and
their own information need (cf. [26] as cited in [13]). While content features are
in most situations the most appropriate indicators for relevance, non-content
features of documents can give valuable hints, too. This is especially true for
multimedia retrieval in professional environments in which relevance is not only
based on topicality but also on visual, qualitative, situational and other con-
textual factors as reported in previous studies (cf. [1, 2, 15, 18, 19, 21, 28, 29]):
Markkula investigated retrieval of images in a journalistic context [19]. His ob-
servations clearly indicated the diversity of relevance criteria which were applied
and the situational nature of their relevance judgements. The primary criteria
which is applied by journalists to assess relevance is topicality. Secondary crite-
ria are technical properties, technical quality and biographical criteria. Images
which are technically good, are current or were not recently published are be-
ing considered as relevant in this domain. The cost of images has also been
identified as an important criterion. Even though expressive and also aesthetic
criteria, such as color and composition, were used for search by journalists, they
played the most important role in the final selection phase. The critical criteria
to reject or to accept an image depended on earlier selections: An image already
chosen for a page and nearby pages or used recently in a different or the same
newspaper restricted the possibility to use other similar images. According to
the journalists, the goal was to make the illustration of the page attractive, bal-
anced, and dynamic. This was achieved by using images of different types (e.g.,
horizontal and vertical photos, portraits, group photos, action, or themes) and
with different visual features.

Another study was conducted by Choi and Rassmussen who investigated
relevance criteria in image retrieval of historic art images [2]. They identified
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nine relevance criteria together with 8 non-visual (descriptive) attributes for
highly relevant images:

– Time frame: The time period of the image.
– Accuracy: The image accurately presents what the user is looking for.
– Topicality: The image is related to the user’s task.
– Completeness: The image contains the necessary details.
– Accessibility: The availability of the image, as in the ease of obtaining the

image and the means by which image information can be accessed.
– Appeal of information: The image is interesting and appealing to the

user.
– Novelty: The image is new to the user.
– Suggestiveness: The image generates new ideas and insights for the user.
– Technical attributes: These attributes include mood, emotion, point of

view, or color.

Furthermore the following descriptive attributes were identified as being impor-
tant in the assessment of relevance in image retrieval in a historical art context:
creation date, notes, subject descriptors, the title of the image, the source repos-
itory, the source collection, the medium, and the name of the creator.

Eakins’ study done in 2004 investigated features used in image search but
not how these features affect relevance [3]. His results showed that despite of
topicality, technical quality is the most important criterion in search. Besides
that, he identified the following features as the most relevant:

– Low level features such as colour, texture or shape.
– Technical quality features such as sharpness.
– Semantic content containing general and specific semantic terms.
– Abstracted features such as contextual abstraction which refers to non-

visual information derived from the knowledge of the viewer, cultural ab-
straction which refers to aspects which can only be inferred based on a
cultural background, Emotional abstraction which refers to emotional re-
sponses triggered by the image, and technical abstraction which refers to
aspects requiring specific technical expertise to interpret.

– Metadata such as the image type (e.g., photographic, painting, or scan).

Othman was the first to investigate image retrieval in a creative media-related
context [21]. The relevance criteria she discovered for the domain of media pro-
duction were similar to the ones by Choi and Rasmussen [2] but with a different
mean importance of each criteria: Technical attributes were considered the most
important, followed by completeness and topicality. Furthermore relevant images
had to be qualified for processing and should not require any authentication.
Most images in her study involved analysis and image manipulation, and thus
the majority of users rated technical attributes as the most important relevance
criteria. Technical criteria included resolution, size, color, and dimension. Top-
icality and completeness ranked second and third which indicated that images
must be right on the topic and have all the objects specified. Time frame was
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an important criterion for specific tasks. A further novel insight from her study
was that the images which were judged as relevant and met their intended use
ranged from one object in the image retrieved to the whole image itself.

The most recent study which reports on end user needs in image retrieval in a
journalistic context was published by Westman and Oittinen [29]. It featured 47
criteria for image selection which were partially based on insights from Markkula
[19]. The criteria were grouped along the following dimensions:

– Information and content (e.g., information content or story of the pho-
tograph)

– Visual and compositional features (e.g., visual features, composition, or
lighting)

– Technical features (e.g., technical error, sharpness, or physical size)
– Abstract and affective factors (e.g., movement and dynamicity, mood,

expression of the person)
– Metadata and associated information (e.g., recentness, source, or im-

portance)
– Publication context (e.g., compatibility with the headline, publication sec-

tion, or importance of the article)
– Workflow and other actors (e.g., timetable or possible print quality)
– Practices and feedback (e.g., image selection practices or feedback from

readers)

According to Westman’s and Oittinen’s studies, several types of criteria were
used in the relevance assessments made. Contextual factors (such as publishing
section or layout of the page) formed a selection frame for suitable images. Top-
icality was identified as a necessary but insufficient criterion for relevance, used
mostly as a starting point. Compositional and informational criteria followed in
later stages of the process. The final selection criteria were dynamic, activated by
comparisons of retrieved images and based on the characteristics and differences
between them such as dynamic elements or sharpness. Final selection criteria
also were preferential or reactive in some situations; selections were based on
personal impressions of images being, for instance, more interesting than others.
Furthermore several implicit criteria were employed in the image selection pro-
cess. Unless otherwise asked, the image retrieved was as recent as possible and,
if search is carried out across multiple archives, retrieval from the own archive
was preferred. Constraints such as price, previous publication, recentness and
presence of other images in a product also influenced the selection. Their re-
sults revealed that the most important relevance criteria were related to the
informational content of the image. Several abstract and affective criteria also
influenced the selection strongly. Least important were feedback and reactions
from others. Various factors related to the eventual publication context of the
image were considered important which means that often not the best matching
image according to a query was used but the one matching the context most. A
large number of individual criteria affected image selection strongly. Technical
factors were identified as not being as crucial as previously thought by Markkula
and Sormunen [19].
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3.2 Basic Model

Fig. 1. A Conceptual Model for Reuse-Motivated Relevance Assessment

Our conceptual model, which is depicted in Figure 1, contains factors which
are typically used by media professionals for search and/or to assess relevance of
a media object. To create it, we refined and extended prior literature, validated
and supplemented it with context specific interviews:

1. First interviews with designers, art directors, and researchers with experience
in multimedia content creation and reuse were conducted.

2. Secondly, the qualitative data gathered from the expert interviews and prior
observations were analyzed by transcribing and coding into meaningful ex-
pressions which were then classified.

3. Thirdly the results were systematically analyzed according to statistical the-
ory.

4. Finally the analysis resulted in a cluster of themes, each containing a grouped
set of factors that influence reuse. All of these factors were constantly em-
phasized by media professionals.

The derived factors are arranged into clusters which are partly based on the cat-
egorization schema from Westman [29] which we further extended and tested in
our survey. The clusters are further arranged into intrinsic and extrinsic features
and environmental factors. The following clusters are part of the model:

– Intrinsic Features
1. Information and content (I) which includes features such as topical-

ity, completeness, or conveyed message.
2. Technical Quality (TQ) which contains features such as sharpness, or

technical error.
3. Technical Properties (TF) which contains intrinsic technical features

such as resolution or size.
4. Visual and compositional features (V) contain features such as

composition, color, angle, or other visual features.
– Extrinsic Features

5. Abstract and affective features (A) include expression, dynamicity,
eye catching ability, or mood
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6. Provenance and bibliographic metadata
(PM) includes features capturing previous uses of the media object such
as popularity, recentness, previous publishing, etc.

7. Rights and licensing (RM) includes information regarding the rights
holder(s), permitted use, etc.

– Environmental Factors
8. Production workflow (PDW) captures features related to the overall

production and its requirements.
9. Processing workflow (PCW) bundles features regarding the actual

processing of the media objects, such as if it is adaptable or how it can
be processed.

10. Publication context (PC) refers to the concrete location into which
the media object should be integrated to and by that provides addi-
tional constraints such as available space, consistency with the layout, or
publishing history of the item to be reused.

11. Practices and feedback (PF) refers to work related factors such as
typical habits of the designer itself, typical guidelines from the company,
or social recommendations from colleagues, customers or experts.

Table 1 presents the dimensions investigated in the different models in different
domains as reported in the literature. In order to compare previous studies,
we mapped it in the clusters used by our model:M1 refers to the model from
Markkula [19], M2 to the model from Choi [2], M3 to the model from Othman
[21], M4 to the model from Westman [29], and MR to our model. An “x” means
that the category has been confirmed to be relevant in the domain investigated
in the respective model.

Category M1 [19] M2 [2] M3 [21] M4 [29] MR

Information and content (I) x x x x x

Visual and compositional Features (V) x x x x

Technical features (TF) x x

Technical quality (TQ) x x x x

Abstract and affective factors (A) x x x x x

Provenance and bibliographic Metadata (PM) x x x x x

Rights and licensing Metadata (RM) x x

Publication context (PC) x x x

Publication workflow (PUW) x x

Processing workflow (PRW) x x x x

Practices and Feedback (PF) x x

Table 1. Dimensions investigated in different relevance models

4 Validation

To test the proposed research model and to gain insights on the degree of influ-
ence of the different factors, we adopted the survey method for data collection,
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validated it using statistical methods, and compared our insights to the results
derived from previous related work in this area.

4.1 Methodology and Data Collection

We conducted an end user survey to collect data and designed a questionnaire
reflecting the factors in order to assess the conceptual model. The resulting ques-
tionnaire was first tested in a small group of members of a media design online
forum. After analyzing the results from the test phase one item from Abstract
and affective factors has been dropped because it has not been used by any of
the participants. A further refined version was then sent as a self-administrated
questionnaire to 150 media design professionals in Europe. The data was col-
lected via an online survey in two languages (German and English)1. The back
translation approach was applied in order to ensure consistency between both
language versions of the questionnaire [20]. The questionnaire consists of five
parts: The first part contains general questions regarding reuse such as how
much content is reused on a personal, company- and production-oriented level,
and asked for reasons and barriers for reuse. The second part contains questions
regarding factors used in search for media objects to reuse and the third part
contained questions regarding selection criteria of content for reuse. In parts two
and three the participants were asked to indicate the frequency of the use of
the factors in search and for the assessment of the relevance of a media object
on a five-point scale. The fourth part includes questions about the actual use
of reused content (e.g., if it is adapted, or used as is). The fifth part contains
concluding questions regarding the demographics of the participants.

31 responses which makes a response rate of 21 percent were returned, from
which two responses with incomplete data were eliminated from further analysis.
The gathered data reflects habits of media professionals spanning the domain
of print and Web design over game design to the design of learning material.
The majority of the participants had an experience from 3 − 5 years in their
domain (32.14%), followed by 25% which had more than 10 years of experience
and 21.34% which had 5 − 10 years of experience. The remaining respondents
had up to 3 years of experience.

In order to check the internal consistency of the model, it was assessed using
factor analysis [8]. Further structured relationships between the variables were
examined.

4.2 Survey Results

The gathered data revealed several interesting insights on barriers and motiva-
tions for reuse of media, how people search for and assess the relevance of media
objects in a particular situation (cf. Section 4.2 and 4.2), and how they finally
use the selected media objects (cf. Section 4.2).

1 The online questionnaire used in the survey is available at http://www.

tobiasbuerger.com/reusesurvey/
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Factors Affecting Search In this section we provide answers to the question
”Which factors do users use to search for reusable media objects?” based on
insights from the conducted survey.

In the first part of our questionnaire, participants were asked to indicate
the importance for each feature on a five-point scale: 1 means that the factor
is never used, 2 that it is used very infrequently, 3 that it is used infrequently,
4 that it is used frequently, and 5 that the factor is used very frequently. Based
on that, Figure 2 shows the mean importance of the factors used in search by
media professionals grouped into the relevant clusters:

Fig. 2. Mean Importance of Factors in Search

Not surprisingly, the cluster with the highest frequency is Information and
Content (I) meaning that users use keywords or classification information to
search for content very frequently. Following this cluster are six clusters having
almost equal frequency. The first one is Technical Quality (T) which includes
factors such as clarity of structure, sharpness, brightness, or technical error.
This is followed by Practices and Feedback (PF) including feedback from experts
and colleagues which has the highest impact. After that, Rights and Licens-
ing (RM), Technical Features (TF), Visual and Compositional Features (V) and
finally Provenance and Bibliographic Data (PM) follow which are used rather
infrequently. Users are typically not using affective factors, context or workflow
information for search. A further observation from related work which has been
confirmed by the expert interviews is, that media professionals typically start
with a keyword query and then extensively use browsing facilities. This confirms
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earlier insights from [21]. Furthermore it seems to be appropriate to present
images with rather differing visual properties in some situations.

The results from this part of the survey are in line with results from Eakins [3]
who identified topicality and technical quality as the most important criteria
used in search.

Factors Affecting Selection and Assessment of Relevance Our survey
revealed, that users use different factors from all clusters of the model to assess
the relevance of media objects. Figure 3 shows the mean importance of the factors
used for the assessment of relevance grouped into the clusters of the model:

Fig. 3. Mean Importance of Factors in Relevance Assessment

Our results show only small differences to the study done by Westman et
al. [29] in which the authors reported similar mean values for different factors
in relevance assessment. Their study revealed that the cluster Information and
Topicality (I) is the most important one, followed by Abstract and Affective
Factors (A) and by Visual and Compositional Features (V). Our results how-
ever suggest that Abstract and Affective Features (A) are most important even
before Information and Topicality (I). This can be explained by differences in
the domain that we investigated, as a media object in media production only
seems to be relevant if the aesthetics and other abstract features are compatible
with the intended usage. This comes even before Information and content (I).
This observation can partly be explained by the fact how media professionals
reuse media objects; media professionals retrieve media objects for inspiration
very frequently (in 30% of all cases) meaning that they may create media objects
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which reflect their thought topicality based on an aesthetically pleasing artwork.
The other clusters had a similar mean importance as reported in previous work:
Technical Features (TF) and Technical Quality (TQ) is followed by Publication
Context (C) and other metadata. The smallest mean value is assigned to Work-
flow Related Issues (W) and Practices and Feedback (PF).

It should be noted that some of the factors from clusters which are ranked
lowest such as Rights and Bibliographic Metadata (RM) are in the top-10 of most
important factors such as price or usage rights (cf. Table 2.)

Factor (Cluster) Mean

Aesthetic compatibility (A) 4.67

Topical compatibility with the usage context (I) 4.46

Mental associations (I) 4.39

Technical quality (TQ) 4.32

Price (RM) 4.15

Technical adaptation possibilities (PCW) 4.11

Consistent layout (PC) 4.11

Usage rights (RM) 4.08

Technical format compatibility (TF) 4.04

Adaptation effort (PCW) 4.00

Table 2. Mean Importance of Relevance Criteria (Top-10 Factors)

This explains the difference to the clusters from Westman [29] in that cate-
gory. The importance of rights can be explained by the fact that the Internet is
the most frequent source for reusable media objects followed by the local hard-
disk as our study indicated; on the Internet stock image sites are used most
frequently followed by specialized image search engines such as Google image
search2. Company wide content management systems are ranked even after so-
cial media sharing sites such as Flickr3. The importance of adaptability can be
explained by the differences in the domains investigated. In the journalism do-
main, which was investigated by Westman, images or photos are typically used
as is and only marginally adapted, whereas in media production aesthetics and
other abstract features have to be compatible with the intended usage. Further-
more novelty of created media objects is a very important criterion especially in
games, animation or film production, which makes the need for bigger adapta-
tions evident (cf. Section 4.2).

Usage of Selected Media Objects The fourth part of our study revealed
interesting insights into how people reuse media objects that they select. The
types of reuse can be grouped according to the definition provided in Section 1:

2 http://images.google.com
3 http://www.flickr.com
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(i) content is either reused as is, (ii), only parts of it are reused, (iii) it is reused
after being adapted, or (iv) it is only reused for “inspiration”.

In most cases, media objects are only retrieved for inspirational purposes
which can be explained by the fact that work has to be original in the investigated
domain. A media object as is is only reused infrequently, parts of media objects
are in contrast to that reused frequently. Results of our study furthermore reveal
that content is being adapted very frequently before use. The adaptations range
from basic features like resolution, contrast, brightness to the extraction of the
background or parts of the content such as objects or areas.

5 Conclusions and Future Work

In this paper we reported on a conceptual model which dimensions relevance
assessment in multimedia retrieval scenarios in which people search for content to
reuse. The model is grounded on prior literature, completed with insights gained
from expert interviews and validated based on empirically gathered results from
an end user survey. The model captures factors used for search and relevance
assessment, proposes a clustering of these factors, and assigns a mean importance
value to each factor based on the results of the reported survey.

Our next steps contain the realization of a hybrid image search engine which
integrates content based search with semantic search and which takes the results
reported in this paper into account in order to re-rank the fused result lists from
both search engines. We believe that the values assigned to the factors can
be used to rank results which were retrieved in multi-faceted search including
keywords related to the topic of images but also metadata such as rights, pricing
information, or visual features. We plan to perform a second validation and
calibration of the model based on end user experiments using the search engine.
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Abstract. Many existing-web based systems aim at making interfaces more user-friendly. Web content 

designers commonly use graphical components to illustrate concepts or to present numerical data. Adapting 

dynamically these components to the context in which they are used, has lead to the development of smart 

graphics. Some common context features are encountered such as platforms and network capabilities. Few 

systems consider users characteristics in order to provide more interactivity and flexibility. The objective of 

our work is to investigate this latter issue. We are currently developing a user model based on several 

characteristics that include preferences and motivation factors. To structure the user model data and support 

knowledge retrieval, we propose an ontology-based smart graphics framework. The methodology includes 

validation of this model through experimental study and developing an adaptive hypermedia e-commerce 

system that automatically learns users’ characteristics and adapts graphical content accordingly. This paper 

presents an overview of the objectives and the methodology of this work.  

Keywords: adaptation, user model, ontology, framework, smart graphics 

1 Introduction 

Web designers have used rich graphical components for such purposes as illustrating concepts in a web site, 

visually depicting numerical data, or making interfaces more user-friendly. However, the graphics themselves 

were static, which has limited their usefulness. A convergence of computer graphics and artificial intelligence 

technologies is leading to the development of smart graphics [1], which recognize some basic user environment 

characteristics such as platforms and network capabilities to adapt themselves accordingly. 

Today, the smart graphics community enriched of researchers and practitioners from the fields of cognitive 

sciences, graphic design and user interface, have raised a new challenge: framing their investigations in human-

centred way, presenting content that engages the user, effectively supports human cognition [2], and is 

aesthetically satisfying [3]. The ultimate objective is to prove the utility of adapting graphical object behaviours 

and visual display to individual users. For example, in [19], authors discussed about the usefulness of 

considering sequence and timing for improving the effectiveness of ad banners on a commercial web site. 

Results show that varying the format of banner and its display in a session has an impact to the level of users’ 

interest and session duration. 

The advent of the Internet has improved delivery and management issues. Considering the evolution of the 

web technology, powerful CPUs and graphics accelerators, as well as abundant memory, it becomes possible to 

envisage adaptive hypermedia systems that allow web content designers to develop graphical components that 

can be personalised to users’ profiles. User adaptive systems have been largely studied by the user modelling 

community in the field of adaptive hypermedia [9] and traditional [10] web site. Some researches have 

considered the problem of adapting Web 3D content and presentation [11] in virtual environment context [13] to 

different web application areas [14], such as education and training [15], e-commerce [16], architecture and 

tourism, virtual communities and virtual museum [12]. Today, smart graphics based web systems inherit of user 

model representation techniques used in 2D web site and 3D worlds [1] improving organization and presentation 

of the content to the end-user. Therefore, implementing smart graphics facilitate users’ understanding and 

assimilation. 

Such smart components have inherited architectures of agent and smart object which are composed of many 

parts like action model [4] or domain model [5]. A standardisation effort has been started to develop marketable 

and interoperable smart graphics systems [6] [7].  

This paper is composed of two parts. The first one presents an overview that shows the different use cases of 

smart graphics and a second one in which we will describe the objectives and the methodology of our approach. 
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2 Using Smart Graphics 

Smart graphics are used in different domains but have the same objective: offer to the end-user the best way to 

accomplish a task with a tool (Fig. 1). In data intensive decision-making processes, end-users have to make 

effort to craft a meaningful visualization. The users are usually domain experts with marginal knowledge of 

visualization techniques. When exploring data, they typically know what questions they want to ask, but often do 

not know how to express these questions in a form that is suitable for a given analysis tool, such as specifying a 

desired graph type for a given dataset, or assigning proper data fields to certain visual parameters. In [18], 

authors proposed a semi-automated visual analytic model: Articulate. This smart graphics-based system is 

guided by a conversational user interface to allow users to verbally describe and then manipulate what they want 

to see. Natural language processing and machine learning methods are used to translate the imprecise sentences 

into explicit expression. Heuristic graph generation algorithm is then used to create a suitable visualization. 

In other applications like tutoring or e-commerce, smart graphics aim to increase user satisfaction and to build 

customer loyalty, addressing the interests and preferences of each individual user. We find in the literature 

systems with different levels of adaptation. Customisable systems offer basic forms of personalization. Users 

were limited to setting user interface parameters and some other preferences such as platforms and network 

capabilities. This type of adaptation requires explicit choices from the user which are considered as a user 

profile or model. They are stored within the system and used to adapt its environment. This technique assumes 

that all adaptable aspects are understandable to the user who can clearly identify his/her preferences, and that all 

preferences can be derived from a questionnaire [8]. Obviously, this approach cannot cope with complex user 

models and systems in which behaviours must be embedded within each component distributed by the web. 

Consequently, a new generation of adaptive systems, based on the use of smart components, is being 

developed. These systems have the ability to adapt the behaviours of each component to every individual user 

needs by analysing logs or by monitoring user interactions [5][26]. 3D content is increasingly employed in these 

systems that authors in [14] divided into two broad categories: 

 sites that display interactive 3D models of objects embedded into web pages, such as e-commerce sites 

allowing customers to examine 3D models of products, 

 sites that are mainly based on a 3D Virtual environment which is displayed inside the web browser, such 

as tourism sites allowing users to navigate inside a 3D virtual city. 

They use essentially two adaptation techniques: adaptive navigation support and adaptive presentation [9]. 

Systems that support adaptive navigation structure their contents to allow the user to navigate through 3D objects 

that are most suitable. The system therefore grabs users’ attention by visually highlighting those 3D objects. Two 

techniques inherited from adaptive hypermedia systems are used to implement adaptive navigation: adaptive 

annotation and curriculum sequencing. The first technique changes the order or availability of objects inside a 

3D scene. Whereas, the second makes decision about which object (or details of an object) to display next 

depending on prerequisites and achievement. For example, in the Educational Virtual Environment proposed by 

[17], the student is assessed against learning objectives which evaluate the level of knowledge of an X3D 

language feature. Failing to pass the test, the user is not allowed to browse 3D objects with more complicated 

features. The results of such assessment are also used to update the student’s profile. Most of these approaches 

focus exclusively on the level of knowledge of the student. They do not consider other factors, especially 

cognitive, that differentiate learners. Systems that support adaptive presentation offer often choices between 

different media when presenting materials (such as text and audio), but related to 3D objects technology, 

adaptive presentation consists to remove or add visual details and behaviours to an object. 

 

 

Fig. 1. Using Smart Graphics 

 

Most of these techniques are limited when applied to advanced smart-graphics-enabled systems. The human-

centred adaptation process is complex and requires taking into consideration various individual parameters that 

go beyond the assessment of user’s achievements and simple user preferences. 



3 The Proposed Approach 

We address the problem of adapting smart graphics behaviours and visual display to the users’ profile. 

Estimating user characteristics is essential for systems that require adaptation. For example, in adaptive tutoring 

systems, the learning style influences the learning behaviour [20] and in e-commerce the style of buying 

influences the buying behaviour [16]. Therefore, we define users’ profile as being the way an individual tackles a 

contextual task with a specific tool. This profile depends on various factors including cognitive, preferences, 

motivations, interests, skill and social aspects. Three main aspects will be considered in this work: modelling the 

users’ profile using ontology representation (see 3.1), developing a smart graphics framework that automatically 

assesses and uses such profile (see 3.2), contribute to the standardisation effort started within the smart graphics 

community by proposing smart graphics ontology to increase interoperability aspect (see 3.3). 

3.1 Users’ Profile Ontology 

Semantic web made it possible to have the necessary tools to handle computer-understandable semantics. These 

tools, generally evolving from XML are used to enrich the description of web-pages, giving a deeper 

understanding of the relations between the concepts. OWL (Ontology Web Language) and RDF (Resource 

Description Framework) are some of the most widely used representations. Various definitions and models have 

been proposed for users’ profile. 

The Digital Item Adaptation part of the MPEG-21 Multimedia Framework provides a rich set of standardized 

tools such as the Usage Environment Description Tools to depict user characteristics. But usually, the users’ 

profile describes mainly preferences about the various properties of the usage environment, which originate from 

users, to accommodate transmission, storage and consumption. For example, in [25], authors consider that user 

characteristics parameters represent the user’s quality preferences on graphics components of geometry, material 

and animation as well as 3D to 2D conversion preference. 

Recently, some researchers have started using ontology formalism to investigate how user preferences, 

interests, disinterests and personal information could be stored into a semantic user profile [23]. They argue that 

techniques like RDF and OWL together with ontology are the key elements in the development of the next 

generation user profiles. In this approach, the user profile is divided into particular domain sub-models and 

conditional sub-models, each containing particular information about the users’ behaviour or context where a set 

of preferences should be applied. These kinds of models are named User-Profile Ontology with Situation –

Dependent Preferences Support (UPOS). 

Our objective is to develop a users’ profile ontology based on UPOS which integrates various individual 

characteristics such as perception, thinking style, social aspects, and motivation factors associated to a context 

(e.g. platforms, activity…). Using a context-aware semantic reasoning, we will be able to adapt some features of 

the smart graphics. For example, when a user look at a camera inside a training activity on his laptop or inside a 

trading activity on his smart phone, the smart graphic used does not offer the same features and functionalities. 

In the first case, a user would like to learn to manipulate the device. In the second one, the user would like to 

know the price and camera zoom compatible.  

The objective of this phase is to propose general user ontology for web site using smart graphics that can 

dynamically author materials depending on the user characteristics (e.g. thinking style, preferences…) and some 

context features such as web site domain area and activities (e.g. training, simulation, trading…) or material 

capabilities (e.g. platforms, network…). This will lead to the creation of a semantic description of a user 

environment model. 

3.2 Smart Graphics Framework 

We will design a component architecture based on the concept of smart component that can adapt its behaviour 

to individual users. Smart components are often represented as being able to interact with its environment 

through sensors and actuators (Fig. 2). Sensors cause perceptions that update smart component’s beliefs 

compliant with its environment model. The smart component can reason about its beliefs and plan its optimal 

actions sequence to achieve a given goal. Based on its actions model, the smart component adapts the actions 

sequence to play. 

 



 

Fig. 2. Smart Component Schema 

The main advantage of this approach is that all the information needed to interact with the component is 

located at the component level and not at the application level [4]. We argue that this solution could be used to 

design the architecture of web site using smart graphics facilitating the reuse of the component to deal with 

marketable aspects. In addition, we believe that defining a framework is needed to facilitate software 

development by allowing designers and programmers to devote their time to meeting software requirements 

rather than dealing with the more standard low-level details of providing a working system, thereby reducing 

overall development time. 

In [5], authors propose an enhancement of MVC architecture for smart graphics. This approach enables 

interactive systems to use different views of the same model at the same time and to keep them synchronously 

updated. The visual display evolves from a simple presentation to an intelligent visualization that valuates data 

and presents only the result relevant to the user. Today, 3D objects are often used as visual display of a smart 

component. 3D computer graphic description languages (e.g. X3D) are used to describe their characteristics (e.g. 

shape, position, orientation, appearance…). Encoding X3D content using a XML-based syntax offers the 

possibility to transform them into smart graphics more suitable for visualization using XSL transformation [15]. 

A smart visualization framework, called IMPROVISE has been proposed to tailor system visual responses to 

a user interaction context [21]. The system catches a user request and dynamically decides the proper response 

content. Using an example-based visualization sketch design, the proper visual metaphor for the given content is 

decided. An adaptation layer transforms the display using constraints associated with a context model (user, 

environment…). 

These approaches lack a high-level semantic description needed to enable smart graphics to interact with their 

environment. Thus preventing the necessary interoperability used in smart web based system to share or to reuse 

smart components. Some authors [22] propose to use semantic web technology to create a formal specification of 

smart components leading to increase the perception, understanding and interaction with their environment.  

The Fig. 3 presents our ontology based smart graphics framework. The main idea of the framework is to use 

semantic web technology to semantically enrich the pure geometric data with information about how to interact 

with the smart graphic based on the knowledge of the user environment model. We propose to consider smart 

graphics component as an agent related to its virtual representation: an avatar. So, two parts will be designed. A 

smart graphics core which encompasses the core functionality provided by an agent and a smart graphics avatar 

which is its virtual representation defining a visual display and behaviours. The interface of the smart graphics to 

the environment is realized by sensors and actuators. Sensors provide context perception from its current 

environment. Actuators are behaviours offered by the component. 
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Fig. 3. Ontology based Smart Graphics Framework 

Considering a web-site with smart graphics components embedded in web pages. When a user connects for 

the first time to the website, the decision engine retrieves semantic knowledge of the user environment model 

(e.g. platform and network capabilities, user preferences…) and uses predefined rules maintaining by the 

semantic knowledge component to define the optimal avatar display and behaviours. The adaptation engine 

makes an adapted avatar of the original avatar stored in content database using adaptation rules. 

While manipulating the smart graphics, the user is monitored by the perception component of the decision 

engine, that observes the usage and update the component’s beliefs. The component will be able to dynamically 

learn the user preferences. The automatic learning process will be continuous and by reinforcement. During the 

user activities, the semantic knowledge component maintains an historic of user usage and the perception 

component updates the user environment model information such as user preferences.  

The decision engine will used an adaptation algorithm to match the user preferences to the web site objectives 

(e-commerce, training, simulation) and environment. Among other aspects, basics interactions (e.g. zoom, 

editing, querying, tutoring), the level of the object details, the control of camera path (e.g. freely, constraint, 

predefined), lighting a region of interest, overall navigation to related object and the mode of presentation (e.g. 

2D image, 3D object, 3D meshes, sound, video) will be decided as the optimal avatar. An adaptation engine will 

generate dynamically the adapted avatar content compliant with original avatar content. 

3.3 Smart Graphics Ontology 

Semantic representations are usually distinguished by the use of ontology, which aims at specifying concepts. 

Some research has been conducted in the autonomous agents or avatars community to describe these smart 

objects using regular vocabulary and simplified representation [24]. Fig. 4 shows a restrictive view about a smart 

object.  

The objective in this work is to find out how features of Virtual Humans considered as a kind of smart object, 

can be “labeled” in computational systems in order to facilitate their interchange, scalability, and adaptability 

according to specific needs. In addition, the authors demonstrated that it is possible to construct the graphical 

representation of a Virtual Human from its semantic descriptors.  
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Fig. 4. Semantic for Smart Object 

Semantic description of multimedia items has been mainly developed for audio, video and still images. These 

descriptions are defined in order to categorize, retrieve and reuse multimedia elements. The MPEG-7 standard, 

formally named Multimedia Content Description Interface, provides a rich set of standardized tools to describe 

multimedia content but only small attention has been given to interactive 3D items. 

In [6] [7], authors propose a set of metadata to describe smart graphics in a standard way. The Smart Graphics 

data model based on these metadata describe the configurations of a set of Smart Graphics, whether they are in a 

single file or in multiple files. It includes some basics tags values such as ID, name, Description and highlights. 

This description is not rich enough to manage a smart adaptation of the graphics like a control on camera path, 

light sources or behaviours. 

Our aim is to pursue and extend these works and then contribute to the upcoming standardisation effort that 

aims to develop marketable and interoperable smart graphics systems.  We propose to define ontology of smart 

graphics (Fig. 5). The semantic description will consider several field of knowledge such as geometry, 

behaviour, display and sensor among others. This semantic description of smart graphics will be compliant with 

our smart graphics framework Fig. 3. It will contribute to a common understanding among different research 

fields that aims at creating an advanced smart graphics model. 

 

 

Fig. 5. Smart Graphics Ontology 

The Fig. 6 shows a partial view of an OWL version of our smart graphics ontology. We can see that a smart 

graphic is a subclass of a smart object defining by [24]. The smart graphic class has several properties such as 

behaviour controller which will be used to manage both object animations and interactive functionalities that are 

offered to the user. The sensor will interact with the user environment model through an event model to adapt the 

display of the 3D item. For example, the display controller will be associated with a camera path manager that 

produces relevant camera paths around the target object (camera pose and zoom sequence). A good path may 

chain good viewing positions learnt by crowdsourcing. Different user profiles might lead to learn and then select 

different relevant camera paths. This principle will also be used to manage light sources and the object geometry 

in order to highlight regions of interest strategically. 

 



 

Fig. 6. Partial view of Smart Graphics ontology with OWL format 

On today’s e-commerce sites, the integration of interactive 3D objects into web pages, rather full 3D store 

environment is a common approach. Therefore, we will conduct an experimental study on e-commerce web sites 

to evaluate the sale performance of our ontology based smart graphics framework. 

Our study will be conducted on a significant number of participants to help us:  

 Develop and validate the user environment model based on the use of a questionnaire filled by each 

participant. This questionnaire will measure user’s characteristics as perception, thinking style, social 

aspects, motivation factors and purchasing behaviour, 

 Assess the pertinence of our framework to detect users’ characteristics and to adapt the 3D objects’ 

visual display and behaviours during a shopping session. To support this experiment, we will use our 

platform presented in [19] that enables to conduct a multivariate tests on web site. 

The target population will be chosen to be as diverse as the audience of an e-commerce: wide age range, 

males/females, socio-professional categories etc. 

To make our platform as interoperable as possible, we will base our work on standards whenever possible. 

For example, we will use OWL to describe the semantics aspects of smart graphics and users’ profile using 

ontology formalism and X3D to manage visual display and behaviours of a 3D objects. Web technologies will be 

used to develop engine and ontology management system appearing in the framework architecture. 

4 Conclusion 

This paper has first presented a survey about different use cases of smart graphics.  We also introduced a new 

framework to both describe and use smart graphics in many applications including e-commerce. This work 

ultimately aims at adapting graphics to individual user profile by using web usage mining techniques. Three 

complementary aspects are addressed. First we model the users using user profile ontology with situation-

dependent preferences support. Second we defend a smart graphics framework that automatically learns the user 

profile and adapt visual display and behaviours of the smart graphics. Last, but not least, this proposal could 

contribute to an upcoming standardisation effort and bring an advanced smart graphics ontology that meets the  

interoperability challenges. 

<Ontology xmlns="http://www.w3.org/2002/07/owl#" 

     xml:base="http://www.semanticweb.org/ontologies/2010/9/SmartGraphics.owl" 

 

    <Declaration> 

        <Class IRI="#BehaviourController"/> 

    </Declaration> 

    <Declaration> 

        <Class IRI="#SmartGraphic"/> 

    </Declaration> 

    <Declaration> 

        <Class IRI="#SmartObject"/> 

    </Declaration> 

    <Declaration> 

        <ObjectProperty IRI="#hasBehaviourController"/> 

    </Declaration> 

    

    <SubClassOf> 

        <Class IRI="#SmartGraphic"/> 

        <Class IRI="#SmartObject"/> 

    </SubClassOf> 

 

    <ObjectPropertyDomain> 

        <ObjectProperty IRI="#hasBehaviourController"/> 

        <Class IRI="#SmartGraphic"/> 

    </ObjectPropertyDomain> 

  

    <ObjectPropertyRange> 

        <ObjectProperty IRI="#hasBehaviourController"/> 

        <Class IRI="#BehaviourController"/> 

    </ObjectPropertyRange> 

 

</Ontology> 
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1 Introduction

Millions of hours of audiovisual content are held by collections of dedicated
broadcast, film and sound archives, institutional or corporate archives, libraries
and museums. There is a large heterogeneity between the different audiovisual
archives resulting from their history and tradition but also from cultural dif-
ferences of the countries where those archives reside. Consequently metadata
models covering the workflows and necessities in the archives differ as well. This
fact and the need for metadata for various different use cases in the archives
lead to a number of metadata models and standards. Thus mapping between
different metadata models is inevitable in practical applications.

We are currently developing a system for automating metadata mapping by
formalizing semantics of properties in the different formats and their relations [4],
based on an intermediate ontology, namely the meon ontology [3]. In order to
enable users to validate the automatically determined mappings visualization
functionalities are required in the system. This paper describes the integration
of the ontology visualization developed in [6] into our mapping system prototype.

Creating comprehensive, clear and intuitive visualizations of ontologies and
RDF graphs is an ongoing challenge. Different approaches can be found in ap-
plications for Semantic Web engineers. An example is Protege1, which is an
open, platform independent environment for creating and editing ontologies and
knowledge bases. The application is extensible by its plug-in architecture and
thus provides several visualizations. IsaViz2 is a visual tool for browsing and
authoring of RDF models. Resource nodes are represented by ellipses, literals as
rectangles and properties are displayed as lines with arrows. OntoSphere 3D [1]
uses a collection of three-dimensional visualization techniques displaying ontolo-
gies. gFacet [2] combines the graph visualization with facet search in the graph.

These applications use different kinds of visualization techniques to present
the user a possibly easy to understand and complete overview of the whole
RDF graph. Using graph visualizations of RDF data especially for end users
has a number of drawbacks. For example, these visualizations are flat and every
node is treated as a primary node. Also, displaying a graph with hundreds of
nodes and edges results in a cluttered visualization (cf. [5]). Nonetheless graph
visualizations have their place, especially for Semantic Web engineers [6].

1 http://protege.stanford.edu/
2 http://www.w3.org/2001/11/IsaViz/



2 Implementation

The prototype3 helps users finding, validating, and understanding metadata
mappings by automatic metadata matching and appropriately visualizing map-
ping relations. Figure 1 shows the textual part of the user interface where the
user creates a query. The first step of the user is to select an input- and output
metadata format. Via the Load button, the application lists all available con-
cepts from the selected formats. The next step is to select one or more concepts
for which the mapping relations should be found. After confirming the selected
concepts by clicking the Ask button, dependencies between the input and out-
put concepts according to the defined rules are calculated and displayed. For
each selected output format the information whether a mapping is feasible or
not is displayed: True, if the output concept can be mapped from one or more
of the selected input concepts, False otherwise. In case that there are output
concepts without corresponding selected input concepts, the Find requirements
option can be used. After selecting this option additional necessary input con-
cepts are computed in order to establish mapping relations to the selected output
concepts.

In addition to the boolean information about the feasibility of the mapping
explained above, possible mapping relations are visualized in a graph visualiza-
tion. The RDF-like graphs include the selected input concepts as yellow nodes,
the selected output concepts as red nodes, the related meon concepts as green
nodes and potentially missing input concepts as white nodes. It focuses on the
current task of the user by displaying only necessary nodes and edges. This kind
of visualization supports the user in understanding and validating the found
mapping relations between input and output concepts of the metadata formats.
An example of the graph visualization of the selected concepts shown in Fig-
ure 1 is depicted in Figure 2. The graph representation reveals that the input
concept mpeg7:Height together with mpeg7:Width can be mapped to the se-
lected output concept ma:FrameSize via meon:Resolution, which is part of
the intermediate ontology (meon ontology). Beside this positive mapping re-
lation, no appropriate mapping relation can be established to the remaining
output concept ma:Creator from any of the selected input concepts. However,
mpeg7:UnqualifiedCreator is a possible input concept to map to ma:Creator.

The mapping prototype is a Web application using standard Web technolo-
gies such as HTML and JavaScript for the user interface as well as Scalable
Vector Graphics (SVG) for the graph visualization. To generate the graph we
use the Java Universal Network / Graph Framework (JUNG)4, which provides a
number of layout algorithms and mechanisms to manipulate graphs. An internal
evaluation has shown that the “self-organizing map layout for graphs” produces
the best results for our requirements. However, this layout algorithm generates
a different layout at every single run. Therefore, it is necessary to animate the
graph visualization for the user. The animation helps the user to follow how

3 http://prestoprime.joanneum.at
4 http://jung.sourceforge.net/



Fig. 1. Visualization interface.

the layout changed since the last run. For processing the RDF data the Jena
Semantic Web framework5 has been used.

3 Conclusion and Future Work

In this paper we have presented the visualization functionality of our metadata
mapping prototype6 which helps users finding, understanding and validating
metadata mappings by automatic metadata matching and appropriately visu-
alizing mapping relations. The visualization shows mapping relations between
input and output metadata formats which are determined by the system via an
intermediate ontology. It uses coloured nodes and focuses on the current user
task by displaying only nodes which are necessary for the current task. The sys-
tem is able to find direct metadata mappings as well as to suggest further input
concepts to satisfy the desired metadata mappings. In the future the system
shall support the definition of mapping rules by the user in order to improve
the results in cases where incomplete or ambiguous mappings between pairs of
formats exist.

5 http://jena.sourceforge.net/
6 http://prestoprime.joanneum.at



Fig. 2. Example of mapping visualization.
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