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Abstract. With the growing numbers of status update websites and
related wrappers, initiatives modelling sensor data in RDF, as well as
the dynamic nature of many Linked Data exporters, there is a need for
protocols enabling real-time notification and broadcasting of RDF data
updates. In this paper we present a flexible approach that provides such
notifications to be delivered in real-time to any RSS or Atom reader. Our
framework enables the active delivery of SPARQL query results through
the PubSubHubbub (PuSH) protocol upon the arrival of new information
in RDF stores. Our open source implementation can be plugged on any
SPARQL endpoint and can directly reuse PuSH hubs that are already
deployed in scalable clouds (e.g. Google’s).

1 Introduction

Since the Semantic Web is “an extension of the current Web” [5], it has to deal
with the different paradigm shifts happening on the Web. In particular, more
and more streamed information is available online, ranging from microblogging
updates to sensor data, often being combined with trends in ubiquitous comput-
ing — e.g. status and geolocation updates from mobile phones, related to the
two aforementioned aspects. From the Semantic Web side, this entails the ability
to capture this streamed information in RDF, through efforts such as semantic
microblogging [12] [9] or representation of sensor information as Linked Open
Data [1]. In addition, many data sources in the Linking Open Data cloud are
build from user-generated content, as DBpedia, Freebase, FOAF profiles, etc [6].
Consequently, there is a need to tackle this dynamic generation aspects which
lead to an area of constantly evolving RDF data available at Web scale.

These dynamic aspects of RDF data entail various issues, including changes
management [13], stream querying [4], etc. In this paper we focus on how to
enable real-time notifications of data updates in RDF stores. We provide a way
to let users subscribe to a subset of content available within an RDF store
(defined as a SPARQL query) and get a notification message each time some
content within that subset changes in the store. To achieve this goal, we define
a complete framework for such notifications and broadcasting, based on:
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– the representation of data updates in RDF stores through RSS/Atom feeds
and a registration system to map SPARQL queries to these feeds;

– the use of the PubSubHubbub protocol3 to proactively broadcast the previ-
ous feeds and inform clients about data updates in real-time;

– an open-source implementation of the aforementioned principles, build in
PHP and flexible enough to be adapted on the top of any SPARQL endpoint
supporting SPARQL Query SPARQL Update4.

The rest of this paper is organised as follows. In Section 2, we discuss our
motivations for real-time notification of data updates, before discussing related
work in Section 3. In Section 4, we present how we use the PubSubHubbub
protocol to broadcast changes happening in RDF stores. In particular, we discuss
how we map SPARQL query results to RSS feeds and how they are broadcasted
to interested parties. In Section 5, we discuss the implementation of the previous
principles in sparqlPuSH. Finally, we conclude the paper.

2 Motivations

On the Web, particularly in the post-Web 2.0 era, there is an ubiquitous feed of
socially created content around the globe that may or may not find its way to an
interested user. Imagine users interested in monitoring a developing news story
(e.g. the 2010 Chile earthquake), keeping up-to-date on media placements for
a brand, or getting the latest news on the stock market. In such cases, content
updates may contain actionable information that is useful only if delivered in
real-time, especially in emergency scenarios such as earthquake monitoring [11].

Google Alerts, a content monitoring service, automatically notifies users when
there are new Google results for a set of keywords. It delivers updates through
e-mails (text and HTML), and RSS feeds. However, monitoring alerts are lim-
ited to keyword-based queries. From the information retrieval point of view, in
comparison to keywords, SPARQL queries provide a more expressive language to
describe a user’s information need — i.e. complex constraints and unambiguous
references. A Semantic Web counterpart to Google Alerts should allow users to
register a SPARQL query and get updates pushed to the users as new matching
triples arrive in an underlying RDF store containing relevant data.

As such, Semantic Search engines that allow persistent searches and real time
updates could support the brief use-cases that we now briefly describe.

2.1 Monitoring competitors information in a corporate context

A product manager interested in following the competitors of his company could
ask a semantic search engine to “select user-generated content mentioning com-
panies that compete with mine”, using DBpedia to identify such competitors,
as depicted in Fig. 1. Using a pull approach, his RSS aggregator would have to
3 http://code.google.com/p/pubsubhubbub/
4 http://www.w3.org/TR/sparql11-update/
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constantly fetch the feeds to identify new content. However, with a push model,
relevant data is simply delivered as soon as it comes into the original system(s).

PREFIX ex: <http :// example.org/>
PREFIX moat: <http ://moat -project.org/ns#>
PREFIX company: <http :// dbpedia.org/ontology/Company >

SELECT ?document
WHERE {

?document moat:taggedWith ?competitor .
?competitor company:industry ?industry.
ex:MyCompany company:industry ?industry.

}

Fig. 1. Example SPARQL query selecting documents that mention competitors (i.e.
working in the same field) of a fictitious company identified as ex:MyCompany.

2.2 Following updates on the Health Care Reform

In the context of the Health Care Reform in the U.S.A., we present the following
fictitious use case: Otto is a balanced congressman that is concerned primarily
with practical considerations, rather than moralistic premises. He would like to
follow, as the discussion unfolds, how does the public perception change across
states. Especially, he would like to compare the trending topics in states with
Republican versus Democratic majorities.

Many data sources can be applicable to Otto’s use case, including local news
and microblog posts. Otto would like to “select all entities mentioned in microblog
posts from democratic states”, while in another window he would like to “select
all entities mentioned in microblog posts from republican states”. Looking at the
windows side by side he would be able to quickly glance over the differences.
However, a more complex query could provide a direct answer, if he choses to
“select all entities mentioned in microblog posts from democratic states that were
not mentioned in microblog posts from republican states”. Once again, in order
to get an accurate perception of the current trends, this information should be
updated as soon as new data comes in one of these original systems.

3 Related work

Various work recently focused on the representation of changes in RDF data
sources and related datasets, notably in the Linked Data realm5. These include

5 http://www.ldodds.com/blog/2010/04/rdf-dataset-notifications/
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the Talis Changesets6 and Triplify update vocabularies7 [3], as well as the dady
(Dataset Dynamics) vocabulary8, that can be combined with voiD [2]. While the
two first ones provide the ability to represent atomic changes (e.g. new triples
being added to a resource), dady focuses mainly on representing characteristics
of changes in dataset, such as their expected frequency. In addition, atomic
changes can be transmitted in Atom9. Other efforts include the Web of Data
Link Maintenance Protocol10 [14], which notifies linked resource when links are
added to and removed from them, as well as — to some extent — the Semantic
Sitemap extension [7] that defines how often data can be re-crawled from a
website to get fresh information, while it relies on clients regularly fetching it,
not directly solving the notification issue.

Regarding real-time notification, XMPP messaging [10] can be used as a
way to transport SPARQL queries11 [8], while Semantic Pingback12 focuses on
informing remote sources of new links, as soon as a link is created from a seed
source.

Finally, outside the Semantic Web world, both rssCloud13 and PubSubHub-
bub14 (PuSH) address the notification issue. Both focus on a push approach
to broadcast notifications in feeds transmitted via hubs that push information
proactively from one service to the various clients interested in following this
service changes. However, rssCloud focuses only on RSS 2.0 feeds, while PuSH
can be adapted to both RSS and Atom. In addition, it provides a public infras-
tructure that can be used by implementers, notably by using the Google public
PuSH hub15.

4 Distributing data updates as RSS and Atom feeds

4.1 Shifting from a pull to a push approach

As we presented in the use-cases, our main motivation is to enable data changes
notification to shift from a pull to a push approach, i.e. letting people being
notified of changes in the information they are interested to, rather than forcing
them to constantly pull sources to identify new data.

In particular, our goal is to enable proactive notification of changes happening
in RDF stores, whatever they deal with: new data of a particular type being
added, updated statements about a given resource, etc. To do so, we rely on the
aforementioned PubSubHubbub protocol to broadcast these updates, combined
6 http://n2.talis.com/wiki/Changeset
7 http://triplify.org/vocabulary/update
8 http://vocab.deri.ie/dady
9 http://linkeddatacamp.org/wiki/LinkedDataCampVienna2009/DatasetDynamics

10 http://www4.wiwiss.fu-berlin.de/bizer/silk/wodlmp/
11 http://danbri.org/words/2008/02/11/278
12 http://aksw.org/Projects/SemanticPingback
13 http://rsscloud.org/
14 http://pubsubhubbub.googlecode.com/
15 https://pubsubhubbub.appspot.com/
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with a two-steps approach: (i) registering the SPARQL queries related to the
updates that must be monitored in a RDF store and (ii) broadcasting changes
when data mapped to these queries is updated in the store.

This workflow has been implemented in sparqlPuSH, a system that can be
plugged on the top of any SPARQL endpoint to achieve this goal, and that we
will further describe in Section 5.

4.2 Registering SPARQL queries for data updates
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Fig. 2. Workflow of the sparqlPuSH query registration, see text for details.

The registration of a SPARQL query to be notified of updates happening in
a RDF store works as follows16 (Fig. 2):

1. a user sends a SPARQL query to the sparqlPuSH interface (compliant with
the SPARQL protocol), e.g. http://example.org/sparqlPuSH/;

2. the sparqlPuSH interface registers the query locally and maps it to a new
feed, also indicating its creation date (Fig. 3). The information is stored in
a particular graph, e.g. http://example.org/sparqlPuSH/feeds;

3. the interface generates a feed (RSS or Atom) corresponding to the query,
and registers it to a PuSH hub (using the public Google’s one by default);

4. the feed, containing a link to the PuSH hub URL in its header — according
to the PuSH specification17 — is send to the client;

5. the client parses the feed in order to get the PuSH hub URL, and registers
its interest to the feed at this particular hub.

16 The last two steps of this workflow are simply the adaptation of the PuSH principles
to our Semantic Web use-case.

17 http://code.google.com/p/pubsubhubbub/wiki/RssFeeds
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@prefix sp: <http :// vocab.deri.ie/sparqlpush#> .
@prefix dct: <http :// purl.org/dc/terms/> .

<http :// example.org/feed /34562738 > a sp:Feed ;
sp:query "

SELECT ?uri ?author ?label ?date
WHERE {

?uri a sioc:Post ;
sioc:has_creator ?author ;
dc:title ?label ;
dct:created ?date .

} ORDER BY ASC(?date)" ;
dct:modified "2010 -03 -29 T09 :18:23Z" .

Fig. 3. Mapping RSS feeds to SPARQL query results.

In order to register the query, any system can send a HTTP POST query to
the sparqlPuSH interface, and the query has to be passed using the query pa-
rameter18. The system automatically interprets some common prefixes, and addi-
tional ones can be easily added in an appropriate configuration file. Moreover, in
order to provide relevant feeds (e.g. appropriate <rss:title> or <dc:creator>
elements), the system uses a few conventions to must be respected in the SPARQL
query:

– ?uri — their URI of the element(s) to be retrieved;
– ?date — their creation / modification date;

and some optional ones:

– ?label — their label;
– ?author — their author19;

That way, the different elements of the RDF data that is retrieved are con-
verted into elements of the feeds. Notably, the use of a ?date variable is required
to order information by date and ensure that information in the feed is ordered
as expected, i.e. by update date. Moreover, any <item> element of the feed
(identified from the ?uri variable) can be a dereferencable URI, so that it can
be easily consumed by Linked Data aware clients. That way, we use simple RSS
or Atom feeds to transfer RDF information between the original triple-store and
the client(s) that request the changes notifications.

Furthermore, these queries (and the complete architecture proposed in this
paper) can be used not only to identify new data from a particular type be-
ing loaded in a store (sometimes with additional constraints, such as filtering
18 In addition, as we will describe later, sparqlPuSH provides a form-based interface to

directly register queries.
19 The ?author variable can bind either to the URI of an author, or to a literal iden-

tifying it, while the first way is obviously preferred in a Linked Data scenario.
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based on a given topic or author) but also to identify changes corresponding
to a particular entity that is being modified. For example, relying on the Talis
Changeset vocabulary, one can register a SPARQL query that will — based on
the following broadcast system — notify an alert as soon as new statements are
edited regarding the resource <http://example.org/FooBar>, as described in
Fig. 4.

PREFIX cs: <http :// purl.org/vocab/changeset/schema#>

SELECT ?uri ?author ?label ?date
WHERE {
?uri a cs:ChangeSet ;

cs:creatorName ?author ;
cs:changeReason ?label ;
cs:createdDate ?date ;
cs:subjectOfChange <http :// example.org/FooBar > .

} ORDER BY ASC(?date)

Fig. 4. Registering a SPARQL query to identify changes of a particular resource

4.3 Triggering events and broadcasting updates via PuSH hubs
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Fig. 5. Workflow of the sparqlPuSH changes notification, see text for details.

Once feeds have been registered in the system, the process works as follows
(Fig. 5):
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1. RDF data can be loaded in the RDF store through the sparqlPuSH interface,
that is compliant with SPARQL Update principles, so that it can be send
using HTTP POST. Actually, this interface just acts as proxy that launches
triggers when new data is loaded;

2. once the data have been loaded, the system runs all the registered SPARQL
queries and update — if needed — the according feeds20;

3. for each updated feed, a notification is sent to the the PuSH hub;
4. immediately, the hub broadcasts the information to all the clients that have

registered to this particular feed with it.

In practice, our experiments showed that once the data is loaded in the sparql-
PuSH interface, the clients receive it only a few seconds later, using the Google
public PuSH hub server21.

With regards to the triggering step, since the sparqlPuSH interface lives on
the top of any SPARQL endpoint, it is done by (1) sending the update query from
the interface to the store via HTTP, then (2) running all the registered queries
when it receives a response from this update query. However, this process could
be a bit cumbersome, especially when the sparqlPuSH interface and the original
RDF store are on the same server, as it still implies running the queries over
HTTP. To solve this issue, and as we will now discuss, the interface can be
adapted for some particular stores to use their internal API for querying, rather
than doing it via HTTP.

5 Implementation

We implemented sparqlPuSH in PHP, as a proxy that can be plugged on the
top of any RDF store supporting the currently standardised SPARQL Update
language, the SPARQL protocol via HTTP, as well as named graphs (in order
to register the queries and their mappings in a particular graph)22. The system
includes (i) an interface to let users register queries (Figure 6(a)) — while this
is generally done remotely, through clients that can then interpret the resulting
feed and register to the appropriate PuSH hub —, and (ii) an interface listing
the available RSS feeds, and the corresponding SPARQL queries (Figure 6(b)).

The sparqlPuSH implementation is available at http://code.google.com/
p/sparqlpush through SVN, and comes with an example client that can be
used to test the approach, in addition to the server part described in this paper.
This test client can (1) register SPARQL queries to any sparqlPuSH interface
(including the management of the PuSH hub registration when retrieving the
response feed) and (2) receive notifications from any PuSH hub to update its
interface its real-time (using JavaScript to check every second if a notification
has been received) In addition, a video is also available from the project website
in order to showcase the interest of approach.
20 In addition, their dct:modified value (as seen in Fig. 3) is updated.
21 http://pubsubhubbub.appspot.com/
22 These requirements being common features of many RDF stores.
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(a) (b)

Fig. 6. sparqlPuSH: (a) registering queries; (b) listing available queries.

Furthermore, as we previously mentioned, in addition to the generic SPARQL
connector, sparqlPuSH includes a direct interface to ARC2 using its PHP API.
That way, interactions between sparqlPuSH and the RDF store are not done
through HTTP but directly using the ARC2 API, as well as the triggering step,
making the approach even faster. New wrappers for other APIs could easily be
added, in order to avoid this HTTP interactions and making sparqlPuSH part
of the RDF store itself.

6 Conclusion

In this paper, we detailed an architecture for triggering data updates in RDF
store and broadcasting them in real-time to various clients. Our system, spar-
qlPuSH, has been made available by combining SPARQL queries, RSS / Atom
feeds, and the PubSubHubbub protocol. We believe that this approach can be
a first step towards a push-model for the Semantic Web, which becomes mostly
needed considering the evolution of the (Semantic) Web towards a continuous
stream of data.

In addition, while currently available as a plug-in for any RDF store, we
hope that this push approach can become a default model in various RDF store
implementations, enabling more capabilities to monitor, in real-time, changes
related to RDF data. In the future, we could also imagine to register the queries
to be monitored using C-SPARQL [4], instead of the current triggering approach.
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