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Abstract. Information provided on the Web is often hidden in databases and dy-

namically extracted by script pages according to some user input. Web information

systems follow this concept when they must handle a huge amount of fast changing

data that is somehow related (e.g. shoppers, route planers, yellow pages). In con-

trast to static pages it is very hard for traditional search engines to properly index

pages with non-static content in a way that Web users can perform a precise search.

The information that is provided through dynamic script pages is often called the

Hidden or Deep Web. We present a retrieval approach that uses the structure of the

database schemas and further schema information to calculate a similarity between

a structured query and registered Deep Web information systems. Our retrieval

process is a combination of structured and keyword-based retrieval. This combi-

nation should overcome the drawback of a solely keyword-based indexing method

which is insuÆcient to exactly describe the content of the Deep Web. Dynamically

and individually adjustable retrieval behavior further improves the useability of our

approach.

1 Introduction

The World-Wide-Web (WWW) as a global repository for information is a big
improvement for the quality of life of people around the world: Organizing
a journey, buying or selling goods, or just searching detailed and up-to-date
information becomes cheaper, faster, and easier. The main problem is to �nd
suitable pages to perform the individual tasks. The research e�orts taken to
solve this problem brought up a lot of di�erent technologies, e.g. to better
describe the content of Web pages (RDF [15]), the Web services (UDDI [14]),
and elaborated index and search strategies (pagerank used by Google [13]).

The WWW contains a lot of pages that are not explicitly made persis-
tent in a Web-accessible manner. These pages are dynamically constructed
by scripts or servlets according to some user input, e.g. travel destinations,
or product lists of Web shops. The set of those pages is called the Deep
Web. Information providers use dynamic pages when they have to handle a
mass of related information that is rapidly changing over time. Describing
this information in a way that traditional search engines can present them to
an interested user is only possible, if the Uniform Resource Locator (URL)
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is used to transmit user input to the Web site. Search engines feeded with
keywords like "ight", "from", "Frankfurt", "to", "Hawaii" would probably
not deliver a link to a travel agency, because "Frankfurt" and "Hawaii" is
an information of the Deep Web and therefore not available for the index
generation of search engines. A keyword description of script pages (the en-
try points to the Deep Web) can only describe very vague the Deep Web
information and the real content of a Web site. Additionally the main part of
the information provided by keywords relies on the relations between them
and are not expressed. A search engine for Deep Web information should use
this structural information, too.

It is interesting to see that the structural information (lost when a user's
question is transformed to a set of keywords) is actually used to manage the
information of the Deep Web: Most of the sites o�ering dynamic Web pages
store their data within relational databases for which Entity-Relationship
models (ER models [4]) accurately describe the content and relations. ER
models are abstract enough to deliver information about the stored data
without using the data itself. Imagine a search engine that indexes the inter-
nal ER models of Deep Web information systems and provides a front end
to formulate queries in a structural manner like ER modelling. This paper
presents a realization of this approach based on a framework for general model
retrieval [12]. The paper is structured as follows: We briey describe the com-
ponents of the framework and their application in the domain of ER models
in the next section. Section 3 evaluates the structural retrieval approach in
a class room experiment. Section 4 shows how the structural query approach
can be combined with the necessary keyword-based retrieval. Dynamic con-
trol of retrieval behavior is explained in section 5. Before we summarize and
conclude this paper, section 6 gives an overview of other approaches to search
for Deep Web information.

2 Structural Retrieval of ER models

The management of complex models like ER models is a very popular scien-
ti�c �eld. Mapping, matching, or merging models is required in many situa-
tions, e.g. when companies want to share data contained in di�erent kind of
databases or documents. There is a need of more abstract data descriptions
and operations to automatically perform the given tasks. Bernstein et al. de-

scribed in [1] an algebra on a generalized view of complex models. Matching
of models with respect to their inherent structure is one of the issues that
have to be tackled.

Firestorm [10] is a framework for the retrieval of models according to their
implicit graph structure. The details are presented in [11] and [12]. The core
of the framework is a representation of models through three-layer graphs
called Structured Service Models (SSM). This representation is based on the
concepts of Structured Modelling [6], which is used to formulate mathematical
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models. Three-layer graphs allow the design of algorithms that compute the
graph similarity between di�erent SSMs. After stating a query in a graphical
way the system returns an ordered list of the models that are most similar
to the query with respect to the graph structures.
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Fig. 1. Mapping between ER model and SSM

We extended the framework to the �eld of ER models by the de�nition
of a one-to-one mapping between ER models and SSMs following the rules
of [12]: Di�erent kind of entities become di�erent kind of nodes of the �rst
layer. Relationships become nodes of the third layer and the relations between
entities and dependencies between entities and relationships become nodes
on the second layer with types derived from the cardinalities of the relations.
Figure 1 shows a simple ER model and its corresponding SSM. The mapping
rules enforce that SSMs always decompose into two bipartite graphs. Apart of
the mappings we implemented graphical user interfaces used to state queries
and to visualize the stored SSMs as natural ER models.

The server part of Firestorm remains merely unchanged. It stores SSMs
in a relational database and provides algorithms to specify the similarity be-
tween SSMs. This similarity exploits the adjacency structure of SSM graphs.
Given two graphs G = (V;E) and G0 = (V 0; E0), we look at partial mappings
� of the nodes from G onto the nodes of G0 which only map nodes onto
nodes of the same type. The number q expresses the number of edges in G
that are implicitly mapped onto edges in G0, i.e. edges (v; w) 2 E such that
(�(v); �(w)) 2 E0. The matching quality realized by the mapping � is de�ned
as d(�) = 2q=(jEj+ jE0j). The similarity between two graphs is then de�ned
by the maximum over all matching qualities of mappings from G onto G0.
Mappings are always one to one. The matching quality is a rational number
between 0 and 1 with a value of 1 indicating that there exists a mapping be-
tween the library graph and the query graph that matches exactly all edges.
As we can assume w.l.o.g. that there are no isolated nodes in a SSM, this is
the case if and only if both graphs are isomorphic.
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The authors of [11] showed that �nding a mapping of optimal quality
is NP -hard. But the three-layer structure of SSMs supports the design of
heuristic and exact retrieval algorithms as well as a fast �lter. The exact al-
gorithm enumerates all feasible mappings of nodes from the second layer and
solves for each of them the matching problems on layers 1 and 3 to optimality
by using algorithms for weighted bipartite matching. The exact algorithm is
polynomial for a �xed number of nodes on layer 2, and a reasonable algorithm
for small numbers of nodes on layer 2. Filter and heuristic algorithms speed
up the retrieval time tremendously by reducing the set of graphs to which
the exact algorithm has to be applied. Further details of the algorithms are
explained in [11].

Fig. 2. Applet interface of Firestorm

As an example, �gure 2 shows the search for a site that deals with in-
formation in the context of online banking. Customers have accounts and
perform transactions. There is actually no online banking system registered
in Firestorm and we get a top match for a system that logs car accidents
because the graph structure is identical. Obviously this is not an answer we
want to achieve. So there is a need to combine the structural retrieval with
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context-related keyword search. Section 4 focuses on that task. Furthermore
we added new functionality to Firestorm to �ne-tune the retrieval algorithms
with respect to the retrieval situation of a user. These functionalities are ex-
plained in section 5. But �rst of all, reporting experiences with a class room
exercise will indicate that structural similarity of ER models is a good mea-
sure for the closeness of corresponding real world situations (if the context is
prede�ned).

3 Evaluation of Structural Retrieval

This section will show how well the structures of SSMs capture the semantics
of corresponding ER. Modelling is an art and one may argue that e.g. the
same real world situation can be modelled in very di�erent ways leading to
di�erent SSMs. The structural retrieval approach reduces the detection of
similarity between di�erent ER models to the graph similarity between their
SSMs but the retrieval quality depends on semantic similarity between ER
models. The restrictiveness in structure and available means to create ER
models somehow limits the modelling freedom but a mathematical quality
proof is out of sight.

As explained in the previous section Firestorm was extended to the do-
main of ER models. This means that the system can report the similarity
between two di�erent ER models. The focus of our working group at the
University of T�ubingen (Germany) is on database and information systems.
Part of a database course is to learn how to create ER models that describe
an aspect of the real world to be managed with a database. In this course
Firestorm is used by students to create and manage their ER models.

The course contains three exercises that require students to design ER
models for three di�erent real world cases. These cases are formulated as
natural language text. The text implies the naming of entities and relation-
ships so that we can concentrate only on the structure. Some sta� members
evaluated the solutions of the students and assigned credit points according
to how well the ER models represent the real world cases. For each exercise a
sta� member created a master model representing the expected solution. This
made it possible to evaluate whether high similarity on the SSMs (respectively
the corresponding ER models) reects a certain similarity according to the
semantics of the modelled real world cases, expressed by a high grade. A
positive answer would promise to apply the structural retrieval approach for
the domain of ER models.

These master models were used as queries to the system with the cor-
responding student models building the library. The system computed the
(graph) similarity between each student model and the master model. The
similarities were converted into credit points by simply multiplying the sim-
ilarities with maximal credit points.
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The results are encouraging. Figure 3 relates the credit points assigned by
the sta� members to the credit points assigned by Firestorm. The di�erences
in credit point assignment are marginal so it seems that graph similarity
between SSMs can be used to determine semantic similarity between ER
models (as long as the context is clear).
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Fig. 3. Credit point assignment (sta� vs. Firestorm )

4 Combining Structural and Keyword-based Retrieval

The results of the previous section are very promising but as the example
usage of section 2 shows structural retrieval on its own cannot distinguish
between di�erent contexts. The application of Firestorm on the Web with
thousands of sites o�ering heterogenous information needs a mechanism to
inuence the structural retrieval by something describing the context.

A meaningful context description is given by the names of the elements
(e.g. Entities, Relationships) that compose an ER model. To calculate the
structural similarity the algorithms map nodes on nodes and count the num-
ber of implicitly overlapping edges. For all algorithms we can de�ne weights
per edge without changing the algorithm structure. Structural retrieval can
then be combined with some kind of keyword-based retrieval in the following
way:

1. The system �lls a matrix that keeps the closeness between node names
for each combination of nodes. If the system only allows the usage of
names of a controlled vocabulary or names with a given semantic (e.g.
by RDF [15]) the normalized string distances (e.g. edit distance) express
the closeness by a value between 0 and 1 with a value 1 indicating that
two names have an identical meaning.

2. The retrieval algorithms use the values of the matrix to identify the weight
of realized edge mapping which is the mean value of the corresponding
node mapping matrix values.

The similarity between structural identical graphs that have no node
names in common will get much lower.
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5 Dynamic Recall/Precision Control

Like in any other retrieval system, the retrieval quality can be measured
in terms of Recall and Precision. Recall is the quotient of the number of
relevant ER models contained in the result set by the number of all relevant
ER models of the system with respect to a query. Precision is the quotient
of the number of relevant ER models contained in the result set and the
size of the result set with respect to a given query. Recall and precision are
no objective measures because each user has its own de�nition of relevance.
In the following we use recall and precision in a weaker sense de�ning that
all ER models are relevant with respect to a query if the similarity is more
than a certain threshold. The threshold can be de�ned by a user just before
starting a retrieval action. Additionally we implemented a functionality to
control the behavior of the structural retrieval algorithms.

Generic Connection

(*,1)

(*,N) (0,N)

(1,N)

(N,M)

(1,1)

(0,1)

Level 4Level 3Level 2Level 1

Fig. 4. Node type tree of second layer

The control functionality relies on a type tree of SSM nodes. As we know
from section 2 the elements of ER models are mapped onto SSM nodes of
di�erent types. We de�ne a type tree that starts with a generic root type and
and specializes the types along the tree paths. Figure 4 shows the subtree of
the second layer SSM node types for the domain of ER models. Following the
root type the second level de�nes the types of all nodes on the second layer.
These nodes represent connections between entities and relationships. The
third level of the tree distinguishes between (*,N) connections and (*,1)

connections that represent two di�erent kinds of connection cardinalities in
(min;max) notation. The fourth level of the tree captures the most speci�c
cardinality distinction ((0,1),(1,1),(0,N),(1,N) and (N,M)).

Assume that the SSM of the query model and the SSMs of all library
models only contain nodes of the most speci�c type tree levels. Before a user
triggers a retrieval action the user speci�es for each layer which tree level
should be used by the algorithms for the similarity computation, in other
words which subtypes can be matched to each other. This means e.g. that if
a users chooses the third tree level for the second layer the algorithms can
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map a node of type (0,N) on a node of type (1,N). This is impossible if the
user chooses the fourth tree level for the second layer.

The e�ect of this mechanism is that for a certain threshold choosing a
higher type level reduces the size of the result set. Some of the relevant
models may not appear in the result set but the precision of the remaining
models is higher. On the other hand setting a low type level leads to a large
result set with possibly a lot of irrelevant models. But irrelevant models can
contain a lot of hints that help to specify the type levels in a way that the
results meet a user's expectations. With this functionality a user can adjust
the retrieval system towards the individual sense of relevance and quality.

6 Related Work

Searching for information that is hidden in the Deep Web is not a new
task. Sites providing information generated by scripts out of data stored
in databases exist nearly as long as the Web exists. There are a number of
search engines that index those sites and query them according to some user
input. We look at some of those engines and relate them to the structural
retrieval approach.

One of the most popular commercial Deep Web search engines is LexiBot
[3] from BrightPlanet. It searches among 2200 databases and provides a query
interface for simple text or boolean queries. The users can adjust the search
strategies and result presentation to its own preferences.

Also from BrightPlanet is the free search engine CompletePlanet [2]. It
contains the addresses of about 103000 databases organized in a directory
structure with categories and subcategories. The search interface allows sim-
ple text input.

The LII [9] is a free search engine with an annotated, searchable subject
directory of about 9000 Web resources. The resources are selected and evalu-
ated by librarians for their usefulness to users of public libraries. Simple text
and boolean operators are the means to state queries.

The search engines of IntelliSeek (ProFusion [8] and InvisibleWeb [7])

resemble much the other mentioned directory-based search engines.

Neither of the presented search engines use the database structure of
Deep Web information systems. They describe the content of those systems
with keywords and organize them (by hand or automated) within a directory.
Query interfaces require simple text and boolean queries. They are easier to
use than our query interface that is based on ER models. But especially the
structural dependencies between di�erent information units captures much
more semantics and therefore allows a more precise search.
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7 Summary and Conclusion

This paper describes a structural retrieval approach to search for Web sites
that provide information contained in the Deep Web. Therefore we extend
the general model retrieval framework Firestorm to the domain of ER models.
Inuenced by the special requirements of the Web we describe a technique
to combine structural and keyword-based retrieval. A functionality for the
dynamic control of retrieval behavior based on type trees provides the users
with means to adjust the system with respect to the individual preferences
according to recall and precision.

Users have to state their queries to the system by specifying ER models
to describe the desired information in structural correlation. Many users are
unfamiliar with ER modelling but it is a standardized and powerful way
to express dependencies between information objects. The simple graphical
user interface should allow users with basic knowledge to specify their own
ER models.

Another drawback of the approach is the absence of ER models that Web
sites need to register with the system. Most of the target sites store their data
within relational databases. If they do not have ER models that describe their
databases a tool could probably create a model out of the database schema.

Apart of the sandbox evaluation presented in section 3 the structural
retrieval approach has yet to prove its applicability under the real world
conditions of the Web. Therefore we hope that many Web sites register to
our system to provide Web users a promising way to search for information
of the Deep Web.

Looking into the future the ongoing hype of the Semantic Web [5] brings
up many applications that require tools to handle semantic descriptions of
information. The semantic description is mostly done following the principles
of RDF [15]. RDF de�nitions resemble graphs that show the dependencies
among the individual elements. The management of RDF de�nitions can
bene�t a lot by an RDF extension of Firestorm.
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