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Abstract

Discovery of factors that lead to common navigational patterns can help in improving online infor-
mation presentation as well as in providing personalized content to users. It is, therefore, necessary to
develop techniques that can automatically characterize the users’ underlying navigational objectives and
to discover the hidden semantic relationships among users as well as between users and Web objects.
Typical approaches to Web usage mining, such as clustering of user sessions, can discover usage patterns
directly, but cannot identify the latent factors, intrinsic in users’ navigational behavior, that lead to such
patterns. In this paper, we propose an approach based on a latent variable model, called Iterative Prin-
cipal Factor Analysis, to discover such hidden factors in Web usage data. The hidden factors are then
used to create aggregate models of common user profiles which are, in turn, used to provide dynamic
recommendations to users. Our experimental results, performed on real Web usage data, verify that
the proposed principal factor approach results in better predictive user models, when compared to more
traditional approaches such as clustering and principal component analysis.

1 Introduction

Users of a Web site, generally exhibit task-oriented navigational behavior which may involve interactions
with one or more functional units within the site. The tasks performed by users are reflected in sets of pages
or Web objects that are commonly accessed together. Pages may be related in this way because they have
similar content, because they serve the same user task (such as a product purchase, or interacting with an
online application), or because they related to products that are frequently purchased together.

Observations of task-oriented navigational patterns can shed light on the “behavior types” associated
with typical site users. For example, in an e-commerce site, there may be many user groups with different
(but overlapping) behavior types. These may include visitors who are goal-oriented showing interests in a
specific product category, or visitors who tend to first browse many similar products in the same category
before placing items in their shopping cart (e.g., bargain shoppers), or visitors who engage in “window
shopping” by browsing through a variety of product pages in different categories without placing any items
into their shopping carts. Identifying these user tasks and behavior types may, for example, allow a site to
distinguish between those who show a high propensity to buy versus whose who don’t. This, in turn, can
lead to automatic tools that can tailor the content of pages for those users accordingly.

Web usage mining techniques [21], which capture navigational patterns of Web users, have achieved
great success in various application areas such as Web personalization [13, 15, 17], link prediction and
analysis [18], Web site evaluation or reorganization [19, 20], and e-commerce data analysis [10]. A variety of
Web usage mining algorithms have been developed to discover posterior Web site usage patterns, including
using association rules to derive frequently co-occurring pageview sets [14, 11], distance or model-based
clustering on either pageviews or user sessions [12, 16], and using stochastic models to make predictions
based on sequential patterns [18, 6]. Generally, these techniques capture standalone usage patterns at the
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pageview level. They, however, do not capture the intrinsic characteristics of Web users’ activities, nor can
they quantify the underlying and unobservable factors that lead to specific navigational patterns.

Latent variable models, such as Principal Component Analysis (PCA), have been widely used in a va-
riety of areas, most prominently for latent semantic indexing in information retrieval [5, 1]. More recently,
probabilistic Latent Semantic Analysis [8, 3] has gained attention because of its flexibility and its ability to
leverage probabilistic inference. Factor analysis models, which are established statistical models [7], are less
discussed in data mining research than PCA, possibly due to the model complexity and solution indeter-
minacy. Although the latent variable models, such those mentioned above, have been studied and applied
extensively, few of these approaches have been employed in the context of Web mining, in general, or for the
discovery of Web usage patterns, in particular.

In this paper we propose a Web usage mining approach to personalization based on Principal Factor
Analysis (PFA). Specifically, we use an algorithm called Iterative Principal Factor (IPF) Analysis to discover
the latent factors which characterize relationships among pages based on their usage. We, then, use the
discovered factors to create aggregate representations of common navigational patterns among user. We call
such patterns aggregate usage profiles (or simply usage profiles). Finally, the usage profiles are used, together
with a current user’s active session, to generate dynamic recommendations for the active user.

The primary assumption behind all latent variable models is that there is a set of common hidden factors
which “explain” a set of observations in co-occurrence data. In our case, we are interested in automatically
identifying the common factors that lead groups of users to visit certain pageviews together. Thus, in the
Web usage mining context, user sessions represent the set of observations, while pageviews contained in the
sessions represent the variables.

It should be noted that the more common Principal Component Analysis (PCA) can also be used to
identify latent variables (principal components). However, while PCA finds the principal components that
maximize the total variance of variables, the principal factor model discovers the structural factors underlying
the common variance of variables and excludes unique variances not related to other variables. Because of this
difference, PCA is commonly used for tasks such as dimensionality reduction in which preserving the overall
relationships between the variables is important. On the other hand, the Principal Factor Analysis is better
suited for identifying the factors that characterize unique relationships among sets of variables. Indeed, our
experimental results verify that the IPF approach results in better predictive models for generating dynamic
recommendations.

The paper is organized as follows. In Section 2 we discuss the modeling aspects of the principal factor
model for Web usage data, and we present the iterative principal factor extraction algorithm. In Section 3
we introduce our approach for constructing aggregate usage profiles on the basis of extracted latent factors.
Our recommendation algorithm based on the discovered usage profiles is introduced in Section 4. Section 5
presents our experimental results based on real usage data.

2 Web Usage Patterns as Latent Factors

We begin with the raw server logs of the site under analysis and perform the appropriate preprocessing steps
such as data cleaning, pageview identification, sessionization, and Web robot detection. A detailed discussion
of the various steps in usage data preprocessing is beyond the scope of the current paper. Interested reader
can find these details in [4]. The preprocessing tasks result in a set of n pageviews P = {p1, p2, · · · , pn}
and a set of m user sessions U = {u1, u2, · · · , um}. A pageview is an abstraction representing a set of
objects associated with a single user request. So, a pageview may consist of an individual Web page,
multiple pages (such as in the case of HTML frames), or a combination of pages and objects (e.g., database
records associated with dynamic applications). Following multivariate data analysis conventions, if we treat
pageviews as variables and user sessions as observations, we can represent the usage data as an m× n user-
pageview matrix S = [w(ui, pj)], where each element w(ui, pj) is the significance weight (a function of time
duration) of pageview j in user session i.

Our goal is to discover a set of latent factors C = {c1, c2, · · · , ck} from this data that “explain” the
underlying relationships among pageviews. These latent factors will be closely related to Web site’s functional
structure and Web users’ actual navigational tasks. The identification of such factors allows us to transform
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the usual representation of users sessions as a set or sequence of pageviews (pageview-level representation)
to a higher-level representation over the space of latent factors. Specifically, given the matrix S, of user-
pageview observations, each user session, �ui = [w(ui, pj)]1×n, can be transformed into a higher-level factor
space representation �uc

i = [ω(ui, cj)]1×k, where ωij is a significance weight of user ui with respect to factor
cj .

During a given session, a user may perform a single task or multiple tasks simultaneously. These tasks a
captured by the discovered latent factors. Thus, the higher-order factor-level representation of user sessions
can be used to identify the primary tasks performed by users according to the associated weights in each
factor dimension. Users with relatively high weights on a given factor dimension could be regarded as
prototypical users performing the associated task. By aggregating the profiles of such prototypical users we
can create user models that can be used for generating recommendations to other users exhibiting similar
navigational behavior. We divide this learning task into two major steps. First, we extract latent factors
representing pageview association patterns from usage data. Secondly, aggregate usage profiles representing
prototypical user navigational patterns are derived to be used in dynamic Web personalization.

2.1 The Latent Factor Model for Web Navigational Patterns

Let E(pi) denote the expectation of random variable pi and var(pi) denote the variance of pi (pageviews).
To simplify our discussion we assume E(pi) = 0 and var(pi) = 1. This assumption can be made without loss
of generality given that we can always obtain a z-score normalized observed value by subtracting the sample
mean p̄i and dividing by the standard deviation). Let PT = [p1, p2, · · · , pn]. Then the covariance matrix
of P is defined as cov(P) = [E(pipj)]n×n, and we have correlation matrix corr(P) = cov(P) given our zero
mean and unit variance assumptions.

We assume that Web users’ accesses to a pageview pi are influenced by a set of common latent factors
CT = [c1, c2, · · · , ck] as described in the linear function: pi = li1c1 + li2c2 + ...+ likck + ∆i, where coefficient
lij is the loading weight of pageview pi on unobservable common factor cj . Unique factor ∆i represents
unobservable unique portion of pi that are not accounted for by k common factors (such as individual
variable-specific variation and measurement error). This can be written in matrix format as

P = LC + ∆, (1)

where L is the loading coefficient matrix. Since both C and ∆ are unobservable, there are too many unknown
components in equation 1, we cannot solve the equation directly. However, we can approach the solution by
making the following assumptions on C and ∆:

1. Both common and unique factors have zero mean: E(C) = 0, and E(∆) = 0;

2. Common factors have unit variances and are uncorrelated with each other (orthonormal), i.e., cov(C) =
E(CCT ) = Ik×k (identity matrix)

3. Unique factors have their own variances while they are uncorrelated with each other. Let the diagonal
matrix Ψ = [ψi]n×n, where ψi = var(∆i), then cov(∆) = E(∆∆T ) = Ψ,

4. Common factors are uncorrelated with unique factors, i.e., cov(C,∆) = E(C∆T ) = 0.

Note that these assumptions are necessary to obtain an orthogonal factor model and the second assump-
tion could be relaxed to be cov(C) �= I resulting in a more complicated oblique factor model [9]. That is,
some of these latent factors will be correlated. As a rule of thumb, we can always solve the orthogonal
factor model first, followed by some oblique rotation criteria on factor axes as needed. Based on the above
assumptions, we can now derive important covariance relationships between pageviews, factors and loading
coefficients. For example, let cov(P,C) = [E(pi, cj)]n×k. Then the covariance between p and C can be
described as:

cov(P,C) = E
[
pCT

]
= E

[
(LC + ∆)CT

]

= LE(CCT ) + E(∆CT ) = L. (2)
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The covariance matrix of p can be described as:

cov(p) = E
[
ppT

]
= E

[
(LC + ∆)(LC + ∆)T

]

= LE(CCT )LT + LE(C∆T ) + E(∆CT )LT + E(∆∆T ) = LLT + Ψ. (3)

Equation (3) tells us that the variance of pi is just the sum of its squared loading coefficients plus a
unique variance not related to other variables:

var(pi) =
k∑

j=1

l2ij + ψi. (4)

Thus, the total variance of pageview pi is comprised of two parts: the communality part, denoted as h(pi) =∑k
j=1 l

2
ij , which is the common variance that is accounted for by k common factors; and the unique variance

part ψi that is not explained by common factors. The communality is essentially equivalent to the squared
multiple correlation coefficient R2 in the multiple regression sense, i.e., h(pi) is the proportion of total
variance in pi that is predictable by the k predictors (in this case, factors).

Equation (2) tells us that loading coefficients have clear statistical meaning: lij is just the covariance
between pageview pi and factor cj . That is cov(pi, cj) = lij . lij is also the correlation coefficient of pageview
pi and factor cj given our variable standardization assumption.

2.2 The IPF Algorithm for Factor Extraction in Web Navigation Data

There are several algorithms available to estimate the loadings and factors, including maximum likelihood
(ML) method, the centroid method, and image factor analysis. For a discussion of these and other ap-
proaches see [7]. The ML method usually assumes that the co-occurrence data has a Gaussian distribution.
This, however, does not generally hold in the context of Web usage data. Thus, we adapt a more robust
and computationally efficient method called iterative principal factor analysis (IPF) to perform the factor
extraction.

In IPF, the estimation of factor loading matrix can be solely based on the sample correlation matrix.
The sample correlation matrix of the usage data is simply computed as R(S) = STS given that the pi are
z-score standardized. There are three major steps in the IPF algorithm:

1. Initial communality estimates h(pi). The most popular method is squared multiple correlation coef-
ficient (SMC) [9, 7], which is defined as h(pi) = 1 − 1

γii
, where γii is the i-th diagonal element of

inverse correlation matrix [R(S)]−1. Thus, estimated unique variance ψi = 1 − h(pi) and the reduced
correlation matrix becomes R∗(S) = R(S) − Ψ. Note that the diagonal elements of R∗(S) represent
the common variances of pageviews (i.e., communalities).

2. Decomposition of the reduced correlation matrix R∗(S). Consider an eigen decomposition of a sym-
metric matrix, we can approximate R∗(S) by keeping k leading eigen vectors and corresponding k
largest eigen values:

R∗(S) = H(k)Λ
1
2
(k) × Λ

1
2
(k)H

T
(k) = LLT

where H(k) is a matrix consisting of k columns of eigen-vectors corresponding to the descendingly

ranked k largest eigen-values of R∗(S), Λ
1
2
(k) denotes a diagonal matrix whose diagonal elements are

square roots of corresponding k largest eigen values of R∗(S). Thus loading matrix could be estimated

as L = H(k)Λ
1
2
(k).

3. Updates of communality estimates. From L , we get re-estimated communality as h(pi) =
∑k

j=1 l
2
ij
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After the above steps, the diagonal elements of R∗(S) are replaced with the updated communalities.
Then, we iterates steps 2 and 3 until the difference between updated and previous communalities are mini-
mized within a certain threshold.

Given that initial solutions of loading matrices are usually not easily interpretable, appropriate trans-
formations such as orthogonal or oblique factor rotation procedures are usually performed on the loading
matrix to arrive at a simpler structure for better interpretability [9, 7]. Based on our experience, the rotated
factor patterns generally lead to better quality usage profiles while showing more interpretable patterns as
well.

3 Discovery of Aggregate Usage Profiles Based on Latent Factors

In this section we present the algorithm for deriving aggregate usage profiles based on the factor loading
matrix obtained through IPF.

3.1 The Factor Loading Matrix

The loading matrix L tells us how closely each pageview is related to each factor. We can further interpret
the meaning of each factor by selecting the most related pageviews. Each user’s activity pattern could be
represented as a mixture of these factors. These factors summarize the leading k prominent types of user
navigational tasks. The weight of a pageview in a certain factor reflects the relative importance of describing
the factor.

Furthermore, we can represent each factor as a pageview space vector for later comparison with user
sessions (also in pageview space). We can derive an aggregate usage profile for other similar users who have
the same dominant factor present in their sessions. This could be done by first comparing the similarity
between a user activity session with these factors. Specifically, for each column of the loading matrix L in
the factor model, we can generate a corresponding vector �cj = [l1j , l2j , · · · , lnj ], where lij is the loading of
pageview pi on factor cj .

3.2 Deriving Aggregate Usage Profiles from Factor Loadings

To obtain aggregate profiles from the discovered factors, we begin by projecting the user sessions (represented
as vectors of pagviews) onto the reduced-dimension space of latent factors. The component (factor) scores
can be regarded as an inner-product similarity computation of a user with the reduced dimensions. In
order to normalize the effect of diverse user browsing styles such as slow-surfers versus fast surfers we use
cosine coefficient to compute the user interest weight with respect to different factors. Specifically, we can
conceptualize user sessions by transforming a user-pageview matrix S to a user-factor matrix Sc as follows:

Sc = SL = [ω(ui, cj)]m×k ,

where ω(ui, cj) = �ui · �cj , �ui and �cj are both normalized to have unit length.
Thus, we have a conceptualized view of user activities beyond the pageview level, and we can further

discover the dominant and the secondary factors by examining the associated weights with the corresponding
factors. For example, some users may have only one significantly weighted factor, which might indicate that
the user is engaged in a single specific task; while other users may exhibit multiple interests during a session,
as reflected by high significant weights on more than one factor.

Given this representation, for each of the k latent factors (columns in the user-factor matrix SC), we
choose those users whose factor loading weight is greater than a certain threshold as a representative user
associated with that factor. Such a set of users U c = {uc

1, u
c
2, · · · , uc

m} forms a user segment whose members
have similar dominant interests while having probably diverse minor interests. In other words, users’ cross-
interests would be captured in such segments and each member will have different contributing weights.
Differentiating these contributing weights is important since they are directly used for generating the aggre-
gate usage profiles.
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To create an aggregate representation of the user segment U c, we compute the centroid of all the vectors
in U c, resulting in a representation of the segment as a set of factor-weight pairs. This is a similar approach
as the profile aggregation method, PACT, discussed in [15]. In PACT, user segments were generated by
performing clustering on the set of user sessions, and the cluster centroid was regarded as the aggregate
usage profile. In contrast, the user segments is the present approach are derived based on the factor loadings
obtained from the IPF algorithm. The algorithm of generating aggregate usage profiles is as follows:

1. For each factor c, choose all the user sessions with ω(ui, c) ≥ µ to get a candidate session set U c, where
µ is predefined threshold.

2. Represent each user session ui ∈ U c as a pageview vector and compute their centroid pageview vector
�v = (1/|U c|)∑

�ui · ω(ui, c), where |U c| denotes the total number of sessions in set U c.

3. For each factor c, output page vector �v. This pageview vector consists of a set of weights for pageviews
in P , which represent the relative significance of that pageview for the user segment associate with c.

The pageview-weight pairs obtained using the above aggregation process can be further ordered according
to the associated weights. In contrast to individual factors, these aggregate usage profiles contain informa-
tion about changing contexts during Web user’s online real navigation. In particular, different (possibly
related) tasks performed by a user during a session is reflected by pageviews in the aggregate profile that are
contributed by different latent factors. We regard a dominantly weighted pageviews in a usage profile as re-
flecting the main“theme” (interest) of the associated user segment. Furthermore, non-dominant pageviews,
reflect the diversity of minor “themes” in other factors and could be regarded as additional contextual
information. We provide some real examples of discovered aggregate usage profiles in Section 5.

4 Using the Latent Factors for Personalization

Web personalization usually refers to dynamically tailoring the presentation of a Web site according to the
interests or preferences of individual or groups of users. This can be accomplished by recommending Web
resources, such as Web pages or products, to a user by considering the current user’s active behavior with
his own historic patterns or best matched learned models of other users. The usage profiles generated based
on the algorithm of Section 3.2 provide an aggregate representation of all individual users’ navigational
activities in a particular group. They also provide the basis for automatically generating relevant pageview
recommendations.

Here, we use the discovered usage profiles from the IPF algorithm to generate top-N recommendations
based on a current user’s active session:

1. Each aggregate usage profile described in Section 3 can be conveniently represented as an n-dimensional
pageview vector �v = [wc

1, w
c
2, . . . , w

c
n], where wc

i is the weight associated with pageview pi in this profile.
Similarly, the active user session �a is represented as �a = [a1, a2, · · · , an], where ai = 1, if pageview pi

is visited, and otherwise ai = 0.

2. Choose the usage profile that best matches the active user session. The similarity match score is defined
using the cosine coefficient:

sim(�a,�v) =
∑

i (ai × wc
i )√∑

i (ai)2 ×
∑

i (wc
i )2

3. For the top matched usage profile �vc
max = argmax�vsim(�a,�v) together with the active session �a, we

compute a recommendation score: rec(�a, pi), for each pageview pi ∈ �vc
max:

rec(�a, pi) =
√
wc

i × sim(�a,�vc
max).

Thus, each pageview will receive a normalized recommendation score between 0 and 1. If the pageview
pi is already in the current active session �a, its recommendation score is set to zero.
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4. Select the N pageviews with the highest recommendation scores as the top-N recommendation set.

We will present our evaluation results on real usage data for the top-N recommendations in Section 5.

5 Experiments and Evaluation

In this section we evaluate the effectiveness of the PFA model for recommendations on two different data
sets. We also provide some examples of the generated aggregate usage profiles.

5.1 Data Sets and Experimental Methodology

The data sets used in our experiments are:

1. CTI data. This data set is based on the server logs of the host Computer Science department span-
ning a one-month period. The initial preprocessed data set contained more 100,000 sessions and over
4,000 pageviews. Further aggregation was performed to “roll up” low-support (infrequently accessed)
pageviews to their common root node in the site hierarchy. Furthermore, small sessions (containing
less than 6 pageviews) were filtered out. This resulted in a final data set containing 21,299 user sessions
and 692 Web pageviews. The site is highly dynamic, involving numerous online applications, including
online admissions application, online advising, online registration, and faculty-specific Intranet appli-
cations. Thus, we expect the discovered usage patterns to reflect various functional tasks performed
by diverse groups of users.

2. NC data. This data set is from Network Chicago which combines the programs and activities of the
Chicago Public Television and Radio (www.networkchicago.com). The data was collected over a period
of one month. Similar preprocessing and aggregation steps as in the case of the CTI data were also
applied here, resulting in a total of 4,987 user sessions and 295 pageviews were included for analysis.
In contrast to the CTI data, this site is comprised primarily of static pages grouped together based
on their association with specific content areas. In this case, we expect the generated usage profiles to
reflect common interests of users in one or more programs represented by the content areas.

Each data set was randomly divided into multiple training and test sets to use with 10-fold cross-
validation. The training sets were used to build the models while the test sets were used to evaluate the
user segments and the recommendations generated by the models. In all experiments, the results represent
averages over the 10 folds.

We extracted 24 factors for both CTI and NC data sets based on the initial scree plots [2]. The scree plot
is a plot of eigen-values (communalities of the reduced correlation matrix) against their descending order.
In our case, the initial 24 factors, corresponding to the largest eigen values, explain ≥ 50% of the common
variance based on the initial communality estimations.

5.2 Examples of Usage Patterns Based on the Latent Factors

Figure 1 shows examples of three aggregate usage profiles from the CTI data set. For each profile, the
top-weighted pageviews are listed using the associated pageview titles. For each pageview in a given profile
the associated latent factor (a number between 1 and 24), contributing that pageview to the profile, is also
given. Finally, we have provided an interpretation of each profile by identifying the dominant and secondary
tasks captured by the profile (with their associated factors).

For instance, Profile 1 clearly captures two functional tasks. The first (associated with factor 1) represents
the activity of faculty engaged in various online advising tasks, including login to the faculty Intranet,
searching for student records, viewing students’ course histories, etc. The second (less dominant) task
(associated with factor 6) represents other related faculty-specific tasks performed in the same section, such
looking at class rosters and events calendar.
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 Factor # Aggregate usage profiles Interpretation 

Profile #1 
 

1 
1 
1 
6 
1 
6 
6 
1 
6 

1.00 Intranet main page 
0.71 Online advising – student history 
0.59 Intranet main page – login 
0.50 Intranet – news 
0.38 Online advising – student search 
0.27 Intranet – calendar 
0.25 Intranet – faculty page 
0.24 Intranet – online advising page 
0.18 Intranet – faculty rosters 

Dominant Factor: 
- Online advising system 
   (factor #1) 
 
Secondary Factors: 
-Faculty Intranet system 
 (factor #6) 

Profile #2 
 

2 
2 
2 
2 
2 
9 
9 

0.70 Online application-step1 
0.70 Online application-step2 
0.58 Online application-finish 
0.42 Online application-restart 
0.38 Online application-login 
0.34 Admission- main page 
0.29 Admissions-requirements 

Dominant Factor: 
- Online applications 
  (factor #2) 
 
Secondary Factors: 
- Admission info search 
  (factor #9) 

Profile #3 
 
 

3 
3 
3 
3 
3 
15 
9 
15 
3 

0.89 People - faculty evaluation 
0.89 People - faculty search 
0.75 People - faculty info main page 
0.74 People - full-time faculty list 
0.56 People - faculty news 
0.46 Programs – course information 
0.30 Student Intranet login 
0.29 Course news main page 
0.25 People - part-time faculty list 

Dominant Factor: 
- faculty info search 
  (factor #3) 
 
Secondary Factors: 
- Course info search,     
- Making appointments,  
- Course news 
(factor #9 and factor #15) 

 

Figure 1: Aggregate usage profile examples from CTI data

As another example, Profile 2 also captures two different but related tasks, namely that of a prospective
student going through the online admissions application process (factor 2), and that of searching for gen-
eral admissions information and requirements (factor 9). Note that there may be groups of students who
perform each of these tasks independently and separately (reflected in other discovered profiles). However,
this particular profile captures the behavior of those students who, after checking on various admissions
requirements, have decided to go through the application process during the same session.

As a final example, Profile 3 shows, in part, the activity of current students who are in the process
of registering for courses. As reflected by the dominant factor, the profile indicates that one important
determining criteria for students’ course selection is the faculty teaching the courses, and particularly the
student evaluations of the faculty in past courses.

5.3 Evaluation of Recommendations

For evaluating the recommendation effectiveness we use a measure called hit ratio in the context of top-N
recommendation. For each user session in the evaluation set T , we took the first j pages as a representative
of an active user to generate a top-N recommendation set as described in section 4. We then compare the
recommendation set in the top matched profile �vc

max with the pageview (j + 1) in the evaluation session. If
the pageview (j + 1) appears in this recommendation set, we consider it as a hit. We define the hit ratio as
the total number of hits divided by the total number of sessions in the evaluation set.

Note that the hit ratio increases as the value of N (number of recommendations) increases. Thus, we pay
special attention to smaller number of recommendations that result in good hit ratios in our experiments
(generally between 5 and 10 recommendations).

For each of the data sets, we compare the hit ratio based on the aggregate profiles generated using the
IPF algorithm, against those derived based on PCA and PACT approaches. In the case of PCA, we used the
standard SVD (Singular Valued Decomposition) approach to identify the principal components. We then
used an approach similar to our proposed method, based on IPF, to derive the aggregate usage profiles. In
the case of PACT (described earlier), first clusters of user sessions were obtained using k-means clustering,
and then the aggregate usage profiles were derived as the cluster centroids.

Figure 2 and 3 depicts the hit ratios vs. recommendation set sizes for both CTI and NC data sets, across
the three approaches. The results show that the profiles based on the latent factor model have consistently
higher hit ratio values than both PACT and PCA. Such advantage continues in all ranges of recommendation
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Figure 2: Hit ratio evaluation on CTI data Figure 3: Hit ratio evaluation on NC data

set sizes. Interestingly, the results show that PACT performs in par with, or better than, PCA for the purpose
of generating dynamic recommendations. This may suggest that the standard approach of clustering user
sessions is better suited for distinguishing among Web user segments. This is likely due to the fact that
principal components are designed to maximize the total variance among variables, instead of isolating their
communalities (as is the case for the IPF model). However, clustering approahces, in contrast to PCA,
cannot directly identify latent factors which describe inter-relationships among pageviews.

6 Conclusions

Every Web site contains functional units that represent a variety of user tasks performed within those units.
The navigational patterns of users are, therefore, semantically related to the functional structure of the site.
Web site owners may have pre-defined functions and page categories. However, we are particularly interested
in how exactly users are utilizing these functions during real visits and the latent factors that underly the
task-oriented behavior of users.

We have introduced an approach based on iterative principal factor analysis that can automatically learn
hidden factors and to generate aggregate usage profiles, based on these factors, that represent common navi-
gational patterns. The discovered usage profiles can be used to dynamically predict a new user’s navigational
interests and recommend relevant pages or products. Our results show that this approach can successfully
uncover the patterns that characterize a Web site’s functional structure, and distinguish between different
types of user interests and tasks. Our experimental results show that the proposed factor model is better
able to capture the hidden relationships among users and Web objects, than both the standard PCA-based
approach and the traditional clustering approach. Furthermore, the standard clustering approaches, such as
PACT, that are often used for user segmentation, are generally unable to automatically identify the hidden
factors that “explain” the underlying reasons behind the discovered usage patterns.
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