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Abstract. This paper proposes an investigation about a re-ranking strat-
egy presented at SIGIR 2010. In that work we describe a re-ranking
strategy in which the output of a semantic based IR system is used to
re-weigh documents by exploiting inter-document similarities computed
on a vector space. The space is built using the Random Indexing tech-
nique. The effectiveness of the strategy has been evaluated in the context
of the CLEF Ad-Hoc Robust-WSD Task, while in this paper we propose
new experiments in the TREC Ad-Hoc Robust Track 2004.

1 Background and Motivation

A general approach to overcome the word ambiguity problem in IR involves the
representation of documents by word meanings. Among the most investigated
techniques are those that rely on WordNet1 synsets through which groups of
synonym words are uniquely identified and linked to each other by semantic re-
lations. The Robust-WSD task at Cross Language Evaluation Forum (CLEF) [1]
has shown that results improve when aggregation strategies are exploited. The
method proposed in [6] describes a different approach to document aggregation
based on a variation of the “inter-document similarities” [8] idea. The method
combines two retrieval strategies that work at two different representation levels:
keyword and synset. The ranked list of documents retrieved using the synset-
based representation (synset list) is exploited to re-rank the list of documents
retrieved using the keyword-based one (keyword list). The insight of this method
is that documents in the keyword list with the highest number of similar doc-
uments in the synset list should climb in the result set. The approach tries to
re-weigh documents in response to a query by promoting those documents with
the highest number of supporters. In this context, a supporter is a document
with content similar to the target one. Inter-document similarities is computed
relying on the Random Index technique to build a vector space in which similar
documents are represented close.

Let us denote by Lk and Ls the ranked lists of documents retrieved using key-
words and synsets representation, respectively. The idea behind our re-ranking
method is to give more evidence to the documents in Lk that are widely sup-
ported by similar documents occurring in both lists.
The method requires the following steps:

1 A semantic lexicon for the English language.



2 Pierpaolo Basile, Annalina Caputo, and Giovanni Semeraro

1. For each document di ∈ Lk compute the supporters(di, α), which is the set
of α documents {d1, ...dα} ⊂ Lk with the highest inter-document similarity
to di.

2. Get the overlap supporters = {dj ∈ Ls : dj ∈ supporters(di, α)} which is
the set of documents occurring in both Ls and supporters.

3. Assign to di a new score S(di) taking into account supporting documents
computed in the step 2. Formally:

S(di) = θ ∗ Ssupporters + (1− θ) ∗ Sk(di) (1)

where
Ssupporters =

∑
dj∈overlap supporters

Sk(dj) ∗ Ss(dj) (2)

and Sk(dj) is the score of dj in Lk, while Ss(dj) is the score of dj in Ls, and
θ is a free parameter used to smooth Ssupporters, which denotes the scores
combination of supporting documents.

2 The new setting

The proposed approach involves two retrieval strategies which work at two dif-
ferent representation levels: keyword and synset. The synset level requires the
disambiguation of the whole collections: CLEF 2009 Ad-hoc Robust Task and
TREC Ad-Hoc Robust Track 2004. The TREC collection counts 528,155 doc-
uments, while the CLEF 2009 collection consists of 166,717 documents disam-
biguated by the task organizers. The Word Sense Disambiguation (WSD) al-
gorithm [7] used by the CLEF organizers is not available, for this reason we
adopt our WSD strategy to disambiguate TREC documents. Our WSD method
is based on [5]. It is important to underline that our WSD strategy obtains
similar results wrt [7] in terms of precision when the two WSD algorithms are
evaluated “in vitro”. The WSD method used by the CLEF organizers obtains
0.578 as precision in SemEval-2007 All-Words Task, while our system obtains
0.59 in terms of precision using the dataset of Senseval-3 All-Words Task. The
two datasets are not directly comparable, but the results give an idea of the ef-
fectiveness of both WSD strategies. To perform the WSD algorithm, several text
processing operations are required such as tokenization, part-of-speech tagging
and lemmatization. We adopt META [2], a text processing tool able to perform
all the necessary natural language processing steps.

Moreover, to build the vector space in which similarity between documents is
computed, we adopt a strategy based on Random Indexing using a modified ver-
sion of Semantic Vectors package [9] able to work with large collections as TREC.
Our modified version works on computational aspects to improve performance
related to space and time.

Finally, we built a retrieval system [3] based on Lucene and the Okapi BM25
model for both levels of representation: keyword and synset. Stemming and stop
word removal are applied to the keyword-based representation of documents and



Semantic Re-ranking in Ad-hoc Robust Retrieval 3

topics. To evaluate the performance we executed several runs using the topics
provided in each track. In detail, the CLEF 2009 collection has 160 topics, while
the TREC collection has 259 topics. We used TITLE and DESCRIPTION topic
fields adopting two different boosting factors (TITLE=4, DESCRIPTION=1)
to highlight terms in the TITLE.

More details about the adopted IR system are in [3], while the Random
Indexing strategy exploited in this work is thoroughly described in [4].

3 Evaluation and Remarks

The goal of the evaluation is to prove that the re-ranking method proposed in
[6] is able to obtain good performance when both a different collection and a
different WSD algorithm are involved.

The proposed approach requires disambiguated documents. As well known,
WSD is a time consuming task. The disambiguation of the whole TREC collec-
tion has required about 6 days using a Linux-based PC with Intel Core2Quad
processor having 6 GB of RAM, while, in CLEF collection, we rely on dis-
ambiguated documents provided by the organizers. Comparing different WSD
algorithms is out of the scope of this work, while we want to evaluate the con-
tribution of synset-based document representation in our re-ranking approach.
We plan to perform CLEF disambiguation using our WSD method in future
evaluations.

The evaluation was performed using the MAP and GMAP measures. Ta-
ble 1 summarizes the main results. Foremost, we evaluated each system alone
(Keyword and Synset). Keyword was used as baseline of the evaluation. Then,
we evaluated an aggregation strategy, CombSUM . In particular we adopted a
modified version of that strategy to assign different weights to each list dur-
ing aggregation. Finally, the result of the proposed method has been denoted
by ReRank. After a tuning step, we set the weights for Lk and Ls to 0.8 and
0.2, respectively. Moreover, we tested several values of θ ∈ {0.1, 0.2, . . . , 0.5}
and α ∈ {5, 10, 20, 40}. Table 1 reports only the best results and the involved
parameters α and θ.

Table 1. Experimental Results

Collection Exp MAP GMAP

CLEF

Keyword 0.4205 0.1900
Synset 0.3201 0.1242
CombSUM 0.4252 0.1972
ReRank(θ = 0.3 α = 20) 0.4332 0.1989

TREC

Keyword 0.2745 0.1692
Synset 0.1360 0.0381
CombSUM 0.2729 0.1739
ReRank(θ = 0.2 α = 10) 0.2784 0.1754
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The ReRank method achieves the best results in terms of MAP and GMAP
in both the collections. These improvements are significant with respect to the
baseline Keyword; we validated our experiments using the non parametric Ran-
domization test, setting ρ to 5%. Results confirm our hypothesis: the ranking
provided by synsets (Ls) contributes significantly to the final document score.
Moreover, it is important to underline that, despite using a different WSD algo-
rithm to disambiguate the TREC collection, the performance are not affected.
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