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Abstract. In this article we would like to present our expwmtal approach to
automatic keyphrase extraction based on statistietthods and Wordnet-based
pattern evaluation. Automatic keyphrases are ingmorfor automatic tagging
and clustering because manually assigned keypheasasot sufficient in most
cases. Keyphrase candidates are extracted in a waey derived from
a combination of graph methods (TextRank) and $izlsmethods (TF*IDF).
Keyword candidates are merged with named entitielsstop words according
to NL POS (Part Of a Speech) patterns. Automatjpkeases are generated as
TF*IDF weighted unigrams. Keyphrases describe tainrndeas of documents
in a human-readable way. Evaluation of this appgrdacpresented in articles
extracted from News web sites. Each article costaimanually assigned
topics/categories which are used for keyword evaloa
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1 Introduction

In this paper we would like to present our experitak approach to automatic
keywords and keyphrase extraction. Our approactelg useful in cases where we
don’t have manual keywords assigned by the autharhere these keywords are not
sufficient. Our approach builds on ideas from TexiR [1] and RAKE [2] with
a combination of statistical (TF*IDF) and NLP metiso

Keywords are defined as a sequence of one or mordswand provide a compact
description of a document’s content. Keywords dtenoused to define queries within
information retrieval systems because they are &aslefine, remember, and share.
Keywords are usually corpus independent and cappked across multiple different
systems. For example, the Phrasier [3] system distaiments related to a primary
document's keywords and supports keyword anchorshgserlinks between
documents. The Keyphind system [4] uses keywordbhasasic building block for
an IR system especially for summarization and ehirsg tasks. Hulth [5] (2004)
describes Keegle, a system that provides extraagdords for web pages found by
a Google search engine.

Keyphrases consist of two or more keywords and daergities. In our approach,
keyphrases consist of keywords, named entitiesstmp words. Stop words can be
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an important part of a keyphrase, which increaseréadability and intelligibility of
a phrase in natural language. This idea was im$pie the RAKE system for
automatic keyword extraction from individual docurte

2 Related graph algorithms

In this section, we would like to discuss graphdmhsanking algorithms, especially
Google’s PageRank [6] and its implementation fat ttocument processing.

Google’s PageRank [6] is the first and most popglaph-based ranking algorithm
which has been successfully used by social netwarkation analysis, and link-
structure analysis of the World Wide Web. This alttpon is a way of deciding on
the importance of a node within a graph. The imgoaré of a node is evaluated basec
on global information recursively drawn from thegh. The graph node is important
when it is often recommended by other nodes. Ia #gecial case, if other web
documents contain links in the form of URI to thige.

The TextRank graph-based algorithm is a ranking ehéak graphs extracted from
text documents. The text is split into tokens whiepresent the nodes of the graph.
Nodes are connected with weighted edges basededlexital or semantic relations,
for example. TextRank algorithms use a co-occueeraation controlled by the
distance between word occurrences within a slidimgdow of maximum N words.
The best results were achieved for a maximum ofwwods which correspond with
N-gram based algorithms.

3 Algorithm for automatic keyword extraction

In this section, we would like to discuss our aggto to automatic keyword
extraction for documents. TextRank can be useddividual documents without any
other knowledge. Graph nodes ranking is made upewccurrences of tokens and the
score of the other nodes with edges to the cuoeet In our algorithm, the TF*IDF
score is used for better text token evaluatioremdtof the measure based only on n
grams. The next idea is based on two versions ef kbyword characteristic.
The keyword extraction problem can be divided into:

¢ Individual keyword extraction — individual words thvi a special and
important meaning, generally in the form of a noumamed entity.

o Keyphrase extraction and derivation — phrases oont&o or more
keywords and other information in a human-read&nm. This phrase can
contain verbs and stop words for better readabifiigort phrases can be
joined by their co-occurrence percentage number.

Our algorithm can be divided into three main steps:
1. Text preprocessing
2. Keyword extraction
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3. Keyphrase extraction

During the text preprocessing phase, the articletgent is divided into tokens and
non-significant characters are removed. Named iestitare recognized by

the elementary method: the first upper-case letidr corpus-based statistic is good
enough for this recognition. The tokens are divitigdtheir POS tag and generally
only nouns and adjectives can be declared as palt&rt/words. The next idea is to
choose only common words instead of unique oneywiiels are often used for

clustering and a keyword is useless when it isgagsl to only a few articles. This is
the reason why we remove tokens with low frequesmegt set up rules for general
nouns. There is no such rule for named entitie® A@maining tokens and named
entities are declared as keywords candidates. \I¢alate the TF*IDF score only for

these keyword candidates.

The keyword extraction phase contains only the pubtlfior removing useless
candidates whose TF*IDF score is lower than 1/8 afaximal value. This boundary
can be changed by the number of requested autokegticords.

The keyphrase extraction part can be describetidgetsteps:

e NLP method - interesting n-grams are chosen. Théehs based on their
POS tag patterns and the corpus frequency is cowmly for these n-grams.
These n-grams can be marked as keyphrase candidates

e A score of importance is counted for each keyphaselidate. This score
contains the n-gram corpus frequency and TF*IDFresdor each word.
The score is used for document keyphrase selection.

o Derivation — keyphrase candidates are merged wimeu entities or
individual keywords if their co-occurrence is sifigant for this document.

Used POS patterns:
A) POS patterns for 3-grams:
e (N or named entity), (V or A or stop word), (N axmed entity)
e 3x (named entity)
example: Tim Berners Lee

B) POS patterns for 2-grams
e A, (N or named entity)
e 2x (named entity)
example: Bill Gates

Used tags:
e N -—noun,
e V-—verb,
e A -—adjective,
e ‘“stop word"“ — a word from stop list,
e “named entity” — a potential named entity basediomple patterns like word

in the middle of the sentence with first capitaide
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Keywords and keyphrases are ordered by their TF*H3Bre and only the most
important keywords and keyphrases are used. Thébewwf used items naturally
depends on the requested number of these items.nuhiber can be chosen directly,
or by percentage measure from the score of theiteast

4 Evaluation

To evaluate performance, we tested our system stgaircollection of newspaper
articles about technology that were extracted ftbm Web. These articles contain
manually assigned keywords from a controlled didiy. These keywords were
chosen by the author of the article. Such keywargsmarked as topics in our case.
These topics cover the article content very sktehid capture only the basic idea of
the article. For example, the content of the atadntains the word “Google”, but the
manually assigned topic was “Google Inc”. This cha enough for article
classification, but for automatic keyword evaluatibis a further challenge.

We have decided that our news corpus is a colledtiom the “real world” and if
the results are satisfying, it would be usable étner general data collections.
Another reason was that this approach is very éxgertal and we had no better
article collection for evaluation. Initially, we dhight that these results would not be
satisfactory, but we were surprised by their higlevance. The size of the data set:
was chosen based on the number of the articlesvidrat available for the each subset
evaluation.
We have used three data sets:
A) Corpus of 500 articles with a small number of malgusssigned topics (600
different topics) by the author.
B) Corpus of 50 random articles with a small nhumbenm@ually assigned
topics. Each article contains approximately 3 matoscs.
C) Corpus of 50 random articles with manually assigiogilcs (by author) and
expanded, by 2-3 another human annotators, to dthportant topics
covered by the article. Each article contains axiprately 5 manual topics.

The statistics of precision and recall for partak¢ shown in Table 1. These values
are calculated for a different boundary configunatiof accepted keywords. This
threshold is set as the percentage difference fittanscore of the most important
keyword. Precision and recall are reduced becatisep classification difficulties.
There are about 600 various topics in this datasdtsome of them are very similar
for the human annotator, but not for our topic sif&sation module.

The topic classification is done only based onrthme of the topic, so for example:
topics “Google Inc.” and “Google operating systehdve the same score for these
automatic keywords: “Google” and “Android”.
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Table 1. Precision and recall for the corpus of 500 arsicle

Boundary 1% 10% 30% 50% 70% 90%
Precision 13.2% 18.9% 27% 31.8% 38.2% 40.8%
Recall 46.1% 33% 22.6% 16.5% 12.8% 10.53%

The statistics of precision and recall for partéBg shown in Table 2. This corpus
contains 50 random original articles. The mainegighce between evaluation A) and
B) is in the number of classification topics. Theme about 120 topics used for
classification so the precision and recall aredistiorted as much as in part A).

Table 2. Precision and recall for the corpus of 50 articles

Boundary 1% 10% 20% 30% 40% 50%  70%  90%

Precision  30% 38.6% 42.4% 48% 50% 49.4% 50.7% 55.2%
Recall 49% 33% 26.9% 23.7% 22% 18.5% 13.6% 12.9%

The statistics of precision and recall for partag shown in Table 3. This corpus
contains 50 articles with 2-3 additional human-datex topics. The total number of
manually added topics is about 5.

Table 3. The corpus of 50 articles with additional humanatations.

Boundary 1% 10% 20% 30%  40% 50%  70%  90%

Precision 37.4% 47.4% 53.9% 55.8% 59.12% 59.4% %0.®64%
Recall 54.6% 35.9% 29.3% 23.7% 22.4% 18.8% 14.1%.5%3

5 Conclusion and futurework

The proposed approach seems to be efficient entudie comparable with other
automatic keyword extraction systems. For examiile, RAKE system achieved
33.7% precision with 41.5% recall and the undiréclextRank achieved 31.2%
precision with 43.1% recall. Our approach achie¥@d% precision and 54.6% recall
for a small corpus with expanded number of annmati including the problem of
keyword generation and automatic clustering. We aasume that precision and
recall will be a little bit lower for a bigger carp. The most significant feature of
the corpus is the number of exact manual annottidrich are used for performance
tests.

In the future, we would like to compare our apptoaith other methods on their data
corpuses. These corpuses were not available anthiisent so we had to use our date
collection for the first evaluation tests. Autoneateywords will be used for mapping

the Linked Data topics to the articles and grapbedaknowledge extraction.
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