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Abstract

Automatic estimation of human activities is widely studied topic. However, the process becomes
difficult when we want to estimate activities from a video stream, because human activities are dy-
namic and complex. Our contribution is focused on activity estimation based on object behavior
through automatic analysis of video sequences. Another contribution is focused on providing a tool
with the aim of monitoring activities in a health-care environment. Our activity estimation process
was developed in four phases: The first phase includes the detection of the interactions in the setting
by slit-scanning technique; the second phase includes object recognition by composite correlation fil-
ters; the third phase follows several criteria for activity estimation. When the behavior of the objects
related to the activities is validated, the estimation of an activity is confirmed. Each activity is related
to the handling of objects, date and time of the activity, and activity description. All this informa-
tion is recorded in a database; and after this the last phase includes the activity representation, using
indexes for image recovery related to each activity, allowing us to create an activity representation.
The activities are estimated at a 92.72 percentage of accuracy including hygiene, feeding and taking
of vital signs.

1 Introduction

The tracking of human movement (human tracking [20]) using video sequences and the recognition of
the type of human activities (human activity recognition [4]) are important tasks with multiple applica-
tions for video surveillance: human computer interaction including teleconferencing and content-based
video-retrieval [19] from digital repositories and so forth. These areas have mainly focused on the con-
text retrieval based on data related to different kinds of environments [22]. It has contributed to the
development of computational systems capable of interpreting automatically a video sequence and ex-
tracting useful information. It is necessary to know which information is really relevant to the automation
process related to human activity recognition, in order to capture and include this kind of information in
the requirements analysis to develop specific algorithms.

Currently, one of the main used techniques for activity recognition is computer vision. The use of this
technique is attributable to the increased computational power that allows huge amounts of video to be
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processed and stored. However, automatic activity recognition is not a simple task due to the particular
way humans perform their activities and the different tools or objects used in those activities. Therefore,
the nature of human activities poses the following challenges: i) Recognizing concurrent activities; ii)
Recognizing interleaved activities; iii) Ambiguity of interpretation and iv) Recognizing multiple persons
as shown in [4].

Due to the availability of large and steadily growing amounts of visual and multimedia data, Con-
tent Based Image Retrieval (CBIR) has created thematic access methods that offer more than simple
text-based queries based on matching exact database fields. For example, in the medical field, digital
images used for diagnostics and therapy, are produced in ever increasing quantities. In reference [14]
was reported a review that concentrates on image retrieval in the medical domain, that does a system-
atic overview of techniques used, visual features employed, images indexed and medical departments
involved. Although the need for information in a quick and timely decision-making has been increasing
in hospital environment, a few research efforts have being reported for automatic activity retrieval. In
reference [18] was reported the need to maximize the attention span and decrease the spent time to record
health-care of patients where one option is the automation of recording of health-care activities. Many
systems propose to use text from the patient record [7] or studies [2] to search by content in distributed
data bases. Other researches classify the images to augment text-based search with visual information
analysis [8, 21] or a semi-automatic method for image annotation shown in [9] . Basically all systems
that give details use color and grey level features, mostly in the form of a histogram [17, 21].

The work cited above, it has assumed that images or video sequences are previously stored in several
data bases before the retrieval process; even images or video sequences are acquired or labeled in a man-
ual form. This work shows the whole process since acquisition to activity representation, and automatic
labeling of images in video sequences. We use the activity term as annotations in images that are linked
to one or several objects used in the health care activities.

One contribution of this paper is the activity estimation based on object behavior through automatic
analysis of video sequences. This approach automatically recognizes the human interactions that happen
in a specific setting, through handling several objects in a base location, which leads us to infer the ac-
tivity in an automatic fashion. To check when an activity happens, we recognize the interactions taking
into account a whole view of the scene. The information obtained from the recognition and behavior of
objects is processed and used to obtain visual representations of activities.
Another contribution is focused on providing a tool with the aim of monitoring activities in a particular
health-care environment. Specifically, we provide inferences and representations related to activities that
caregivers perform to the elderly. We identified four important activities related to health-care activities:
the taking of blood pressure; the measuring of blood glucose; the activity of providing patient hygiene
and the feeding activity.

This paper is organized as follows. In section 2, we present the implemented methods. Section 3
discusses the interactions in the scene. In section 4, we present the object recognition using composite
correlation filters. In section 5 we show the activity classifications. In section 6 we present how recover-
ing information is related to the activities. In section 7 we present our results. Finally, Section 8 presents
the conclusions and directions for future work.
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2 Methods

In our approach, activity recognition is focused on what is happening in the scene, where both object and
people are involved for their recognition, on tracking such objects from frame to frame, and on analyzing
object tracks to recognize their behavior in a scene. So, it is necessary to know and model the contex-
t/environment that we are interested in monitoring as mentioned in [20, 22, 5]. Therefore, we developed
a case study that provided us functional requirements to create a monitoring system. The case study also
considered the user’s requirements related to recovery and representation of the information based on
performed activities.

The study was conducted in a private nursing home in the city of Ensenada , Mexico. Figure 1 shows
the patient’s room being monitored and the areas where the interactions flow of humans and objects is
realized. We captured almost 400 hours of video sequences of the setting. The observational study was
recorded with two cameras as shown in Figures 1b and 1c.

Figure 1: (a)Position of the cameras in patient room; (b) A patient recorded with the camera with room
view (zone B); (c) The tools table recorded with the camera with tools view (zone A)

2.1 Methodology

This work is based on the hypothesis that human activities can be inferred by the interactions with objects
[16][6].For this reason, the proposed process for activity estimation was developed in four phases: The
first phase includes the detection of interactions between humans and objects in the scene through the
implementation of the slit-scanning technique proposed by [12, 3]. If an interaction is detected, it means
that an activity has started and must be validated.

Validation of an activity involves the recognition of objects that are handled in the setting, their be-
havior and the duration of the activity. The second phase takes care of object recognition, which was
implemented with composite correlation filters. In the case study we identified the kind of objects that
were related to a particular activity and the duration of each activity; so, as long as we have these features
we will be able to create an activity description. All this information is recorded in a database.

The third phase identifies objects behavior and it automatically links them to a specific activity. In
an activity, caregivers can use one, two or more objects, depending on the activity, the objects show a
different handling behavior, and so we need a recognition filter for each current object in the setting.

13



Automatic activity estimation in video sequences Martı́nez, Gonzalez, Pérez, Tentori

Confirmation of activities allows us to create both indexing and linking of the video sequenced im-
ages with each activity in the database, as well as recovering more information from the scene for con-
textual representation of the activity. This kind of representation can be used as a tool for quick reference
video related to monitoring. The last phase explains how the indexes are used for information retrieval
related to the activities that happened in the setting and it allows us to create an activity representation
and description. These four stages were adapted to the general framework of visual surveillance pro-

Figure 2: General framework to visual surveillance and our four stages implemented

posed by [11]. We adapted the object detection model for an optical flow model. The second adaptation
is related to the elimination of object segmentation module of the original framework. This adaptation
was necessary because the composite correlation filter method it does not need image segmentation to
recognize and track objects. Figure 2 shows the general framework that includes these adaptations in
the second stage (mentioned above) and stages related to this work that will be discussed later .

3 Detecting interactions

In healthcare environments for elders it is very important to know what kinds of interactions are per-
formed by caregiver towards them. For example, it is important to check when healthcare activities are
performed; therefore, it is necessary to check that the activities are being performed in a correct form.
We will use the term interaction to refer to the action in which a caregiver is handling objects and the
actions when the caregiver is moving from base location to the patient’s bed or vice versa . This is with
the purpose to know interactions in the scene. According to figure 1, interactions can be developed in
zones A and B. Interactions in zone A is when caregivers are handling objects in a base location. An
interaction in zone B is when someone performs an activity from base location to the patient’s bed or
vice versa. Interactions detection in both zones A and B are obtained using slit-scanning technique. This

Figure 3: Composite image over time, showing changes and perturbations in the scene

technique creates a composite image of video activities over time. Slit scanning, originally developed
in photography, exposes film to only a narrow slit from a scene; while panning the camera smoothly
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captures a normal scene, interesting images are created by irregular panning (spatially distorted scenes),
or when objects moving in the scene are seen as motion over space. The same approach is realized in
video by video slicing. Video slicing first extracts a scan line (vector) from a video frame, and then adds
that line to a composite image over time as shown in figure 3. The contiguous video slices in each row
give observers a sense of the video history, where changes and perturbations are easily seen as presented
in [15]

3.1 Interactions as cues

To get the interactions , we obtained two pixel vectors of each image in a video sequence as shown in
figure 4. Vector a belongs to the patient bed edge and the width size is a pixel (figure 4-(a)), and vector
b, belongs to the base location as shown in figure 4-(b). Position related to the two vectors is due to the
behavior that the caregivers showed in their activities. The main idea of handling of these two vectors
is to find drastic differences which are linked to interactions in the scene, being a sign that something
happens.
The process to obtain the interactions is as follows: Each vector is normalized using its highest value,
because highest values show a significant change related to the person or object in the scene. From
vector 2 to 30, we obtain the sum of the absolute difference by the incoming vector with its predecessor.
If there is a difference greater than 2, then the first vector is stored in a temporary variable, and also it is
considered that there is an interaction in the scene. In this way, the system starts to record the behavior
and take the significant changes as an interaction cue that is performed. We take into account the previous
15 minutes before the interactions happen in the scene, as a threshold reference to compare the behavior
in the scene versus lighting variations that happen in a day. When highest values exceed the threshold,
the interaction is checked in the room. Figure 4 shows an example related to the execution of blood

Figure 4: Analysis of blood pressure activity, a) Vector in zone B, b) Vector in zone A

pressure activity. The black line in figure 4b shows the result of the interactions performed in the zone
A. The red line in figure 4a shows the result of the interactions performed in the zone B. The process
starts without interactions in the room from frame 1 to 500 in figure 4. After that, a caregiver enters in
the room and moves to the base location where he puts an object on the table (from frame 501 to 550).
In this zone, the value of the line changes and remains high, and this is due to the object that was put
there as shown from frame 601 to 1750. In the range from frame 501 to 1801 it can be seen how the
lines are crossing, meaning the transition between zones from A to B. From frame 2101 to 2401 it can
be seen another example performed in the zone A. Finally, from frame 3150 to 3450 it can be seen two
interactions performed in the zone A but between them there is an interaction performed in the zone B.
The analysis showed that when there is not an activity performed in the room, the lines behavior is almost
constant and without exceeding a difference more than 25 points as shown in figure 4 from frame 1 to
frame 500. Several times peaks are visualized that belong to adjustments of the intensities of light that
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affected the cameras as shown in figure 4 from frame 1950 to 1980 in black line (figure 4b). When a
caregiver enters and leaves at an instant in the room, the lines in the graph shows a significant variation
as can be seen with the highest peaks in figure 4 from 3101 to 3201 among other times. However, when
a caregiver remains immobile, his variation leads to stabilization within a range of at least 15 as shown
from frame 501 to 1801 of the line in figure 4a.
Using slit-scanning technique it was possible to check the interactions performed in the setting. The
highest values are related to the activity performed when it starts or ends. Therefore, these highest values
represent a cue of interaction, namely something is happening in the scene. Based on these highest
values, the indexes related to these frames can be saved in a database as a cue of when the interaction
starts or ends. However, these data are just to begin the activity estimation, so in the following sections
are discussed the steps to consolidate the activity estimation.

4 Object recognition by correlation filters

Based on our study, we decided to create tags for the recognition of six objects related to four impo rtant
health activities: the baumanometer object is related to the activity of taking blood pressure; the dextrose
kit with the sample is related to the activity of measuring blood glucose; the tray is related to feeding
and there are three objects involved with the activity of patient hygiene such as the toilet paper, saline
solution and a lotion for the body. These objects are manipulated in a base location so that we confirm
the hypothesis for the inference of activities from the handling of objects. We used the optical flow ad-
vantage by composite correlation filters implementation as objects recognition and tracking method in
dynamic settings. To this end, we use MatLab as a programming language.

4.1 Non-linear composite correlation filters

Object recognition based on correlation filters computes a level of similarity between two images: i)
the reference images and ii) the test image or the captured setting frame as figure 5 shows. The image
of the workplace scene is used to test the filter in real time and it is matched with a reference image
previously recorded and used to train the filter. One of the advantages in using correlation filters is
that we can locate multiple objects without segmentation in a scene, reducing the processing time. We

Figure 5: Object recognition by composite correlation filter

implemented the kth-law synthetic-discriminant function because it has been shown that nonlinear filters
have tolerance to some object deformations and good performance in the presence of different types of
noise [1].
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The kth-law composite filter in the frequency domain is:[1]

ĥk = Ŝk((Ŝk)+Ŝk)−1c∗ (1)

Where the S matrix of size PxN (number of pixels in each images and number of training images), has
the vector form of the Fourier transform of each training image as its i-th column, S+ is the complex con-
jugate transpose of S and ()−1 denotes the inverse matrix. Vector c contains the desired cross-correlation
peak value for each training image and factor k is a nonlinear operator affecting the module of each
Fourier transform in S, k is a real value between 0 and 1. For doing the correlation operation we re-
ordered the vector h into his 2D form, and finally we get the filter H(u,v). The correlation operation
showed in figure 5 can be defined in terms of Fourier transform by

c(x,y) = T F−1(G(u,v)H∗(u,v)), (2)

where H∗(u,v) is the complex conjugate of the k-law filter, G(u,v) is the test scene preprocessed with
the nonlinear k-law factor, T F−1 is the inverse Fourier transform and c(x,y) is the correlation output.

5 Activity classification

The correlation values, obtained in the previous section, are converted to ones and zeros where1 stand
for an object that has been recognized and 0 when there is not any object in the scene. In this way we
converted the whole stream of video sequences in a train of pulses as can be seen in figure 6a and 6b.
Each activity can be composed by one, two or several objects. Each object has a different behavior
related and according to the activity it performs. An objects can appear in the setting one time, two times
or several times, producing a signature related to its behavior when entering and leaving the setting as
shown in figure 6; and is processed in a thread in which its behavior is analyzed. In order to relate each

Figure 6: Grouping Objects’ behavior in a specific activity, a) Activity using a simple object b) Activity
using two objects

object to an activity, it is necessary to validate three states; and every observed object must perform one
of them [13]:
i) Initialized, when an object is being set up and placed in its base location (e.g., the tools table).
ii) Activated, when object’s beat changes (e.g., from a motionless to a mobile state) or remains in the
same state (e.g., mobile) and;
iii) Suspended, when an artifact remains motionless and it is suspended.
These three states are checked all the time. Namely, the initialization phase starts when the first object
appears in the base location. This occurrence is an action and is recorded in a temporal database. When
the object is recognized, the time and date in which the event started are stored; then, the activated
state starts and checks the objects’ behavior in the base location. This means that an object’s behavior
is happening again. The time and date in which the recognized objects enters and leaves are recorded
again. Finally, once the period of time after the object disappears or remains motionless longer than a
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threshold, the activity is suspended. At this point, if the object’s behavior is similar to the programmed
behavior then the activity is inferred and data related to that activity (activity name, number of objects
recognized, date, activity time in which starts and ends, and the duration of the activity) are recorded in
the database. Criteria timeouts for mobility-immobility were proposed according to the average times
observed in the case study and is equal to the average total time of activity divided by the number of
appearances on the scene.
In order to implement this behavior signature in the inference of the four activities, it was necessary to
use concurrent processes. For each process, we classified the activities independently which allowed us
to infer several activities simultaneously. Each process is responsible for retrieving information relevant
to the object, and the proper analysis of that behavior.
Grouping objects and linking these groups to specific activities; and three states related to the object’s
behavior, allowed us to accomplish the early steps of the challenges related to activity recognition. Such
activities include concurrent activities, interleaved activities and ambiguity of interpretation, using vision
techniques. Each time an object enters or leaves the scene it will be recognized the index related to the
video sequence will be linked and will be recorded in the temporal database. This process will be
executed including the camera installed in the base location and the other cameras installed in the scene.
All this, allowed us to obtain a better representation related to the activity that is discussed in the next
section as an example of recovering a representation.

6 Recovering a representation

Building a representation based on activity interactions is a hard work, because it is necessary to know
what information is relevant related to specific points. Such points in this approach are obtained through
indexes created in the inference of the activity. The activity includes where the starting and ending
indexes are and also the indexes related to the handling object. Therefore, indexes are used for im-
age recovery related to each activity, allowing us to create an activity representation. In the same way,
slit-scanning technique gave us an interaction representation related to the scene as mentioned above,
however there are a few elements of the event to highlight.
We relied on our inference results where each activity is related to indexes and has a duration of exe-
cution. We selected timeline technique to create a representation based on a span of time (duration of
activity) in an easy way. The timeline allows us to a very rapid and detailed exploration of the video
history where each slice can highlight details related to an activity. We extend the timeline representa-
tion using slit-scanning technique by obtaining several vectors to complete a window size of 250, which
starts from 100 to 350 lines obtained of 250 frames of video sequence as shown in figure 7d. This kind
of view extends the exploration area, and in this case our representation allows us to show a better view
of the objects that are being used in a clear way as shown in figure 7b(4). Figure 7 shows an example in
which one hour was obtained (figure 7a) and four performed activities can be seen. Figure 7b shows a
specific activity performed in which can be seen the specific object used in the activity. After that, figure
7c shows a representation obtained in one minute. Finally, figure 7d shows the x position in which
starts getting the vectors and this position goes increasing and moves according to the frame in the video
sequence until the complete window size of 250 and restarts again at starting position of x and repeats
again the process.
Another representation is based on windows that are created by each activity. Where images are recov-
ered that is based on indexes related to the activity of video sequence. Namely, for each window created,
we obtain two images that are located in the middle zone of each one of them; also two other images are
located in the start and end of each window. For example figure 7b shows seven windows created in a
whole activity, so we obtained 28 images to represent the activity. We know that with this representation
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Figure 7: a)Slit-scanning’s window per hour, b)Per activity c)Per minute d)Getting a window with size
250

we can omit some details related to activity performance; however, our intention is to reduce the query
time in videos so that this does not become too tedious. Furthermore, this information can be configured
to send alarms related to risk events.

6.1 Gathering phases

In this subsection, we present our approach gathering the phases as a system. First, we introduce the
interactions in the setting. This phase is strongly linked to the object recognition (phase 2). Namely, the
system checks any interactions that happen in the scene. Once detected, the system is waiting that the
object recognition module gets the first result with the aim to record it in the database. After the system
continues awaiting that next interaction will happen in the adjacent area. Once time the system identified
several movements in both areas, the activity is confirmed and something happens in the setting.
On the other hand, for each time object recognition is done, these results are sent to the phase 3. In which,
the results are converted to create the activity estimation based on object behavior and their manipulation.
Finally, as result of this phase, we obtained the indexes related to the video sequences and it is possible
to construct an activity representation and determines whether it is necessary to send an alarm or simply
save the representation as a reference tool.

7 Results and discussion

The system was evaluated in the usability lab at UABC campus Ensenada, Mexico, over a period of
5 days and where we replicate the handling of the objects used within the activities inside the nursing
home. In this evaluation, we performed 11 activities per day: 4 hygiene activities, 3 feedings, 2 blood
pressure measure and 2 samples of glucose (dextrose). In total, we carried out 55 activities that were
recorded and processed. Our system was able to recognize 51 activities, and the rate of effectiveness
for activities inference was 92.72 percent. The missing activities that were not identified, were because,
these did not exceed the established threshold. This was due to occlusions, shadows and light changes,
affecting the outputs of correlation filters and producing results below threshold. Another cause was the
speed how caregivers perform the activity because the time for object recognition is not enough. On the
other hand, the interaction was used as cue to detect whether an activity is performed, but the activity is
confirmed only if the objects have a known behavior as described in Activity Classification Section.
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Figure 8: Object behavior to infer activities

7.1 Estimation and representation of activities

The execution of the activities was recorded by three cameras wvc53gca Linksys in the usability lab.
The video was captured using MPGe-4 format with a resolution of 320x240 pixels. One camera was
located on the top of the room; another one was located in proximity to the preparation table and the
third was located near to the left side of the patient. Figure 8 shows an activity performed related to the
blood pressure activity. Also figure 8a shows the video sequence captured in which it can be observed
that there are several objects however just one object is the target (dextrose kit object) and other ones
represent a kind of noise. The target object appears in the setting two times as shown in figure 8b. In
this process the three states of initialization, activation and suspension that are related to the object are
recognized. After that, the correlation results are converted in a train of pulses as shown in figure 8c.
Obtaining this conversion allowed us to create a meaning related to the activity and the train of pulses.
The information obtained of the conversion, belong to object recognition that in this case the object is the
baumanometer; number of occurrences; time and date in which the activity was performed; duration of
the activity; and a meaning that belongs to the behavior related to: 1) Object appears in the base location,
meaning that the user is interacting in the room; 2) the user is interacting with the patient because the
object is being used and 3) the object appears again and the user is recording the activity as shown in
figure 8 (1,2,3). Also, we obtained a representation that is based on the indexes of each frame, which was
obtained in the activity performed where we can highlight that: 1) the image in which first time the object
appears in the setting and the user is changing his position from zone A to zone B; 2) the image when
the object disappears of the base location; the image of the activity performed and the image obtained 2
seconds before that the object was removed of the patient; 3) the image when the user is recording the
activity; and the image where the object is removed to the base location.
Once the activity has been inferred, the information related to the activity is stored and available in the
database. The activity is labeled and is possible to identify it as ”Blood pressure activity”. Also, this
activity is linked to an abstract level that belongs to the vital signs activity.
These results allowed us to identify the interactions in the scene. Object recognition and classification
based on the states that arose according to objects’ behavior was accomplished. Finally, we presented an
activity representation whose aim is to provide a tool for checking the execution of the activities.

8 Conclusions and future work

We presented an approach for automatic activity estimation. Our approach was developed based on
a modified version of the general framework proposed by [10]. We divided our development in four
phases that includes recognizing of the interactions in the scene; object recognition through using com-
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posite correlation filter; activity classification; and two activity representations related to the healthcare
activities performed by caregivers in a visual fashion.

Using slit-scanning technique we checked the interactions that happen in a scene. The highest values
are related to the activity performed when it starts or ends. Therefore, these values represent a cue of
interaction, namely something is happening in the scene. Based on these highest values, the indexes
related to the activity are saved in a database as a cue of when the interaction starts or ends.

Grouping objects and linking these groups to specific activities allowed us to accomplish the early
steps of the challenges related to activity recognition. Such activities include concurrent activities, inter-
leaved activities and ambiguity of interpretation, using vision techniques.

Our algorithms were able to recognize 51 activities from 55 performed, thus the rate of effectiveness
for activities inference was 92.72 percent.
Indexes generation of a video sequences allowed us to obtain data related to activities such as time, date,
index of each frame and objects involved in a specific activity. Using slit-scanning technique, we ob-
tained a better and wider interpretation related to activity estimation through of a visual representation.
We know that with this representation we can omit some details related to activity performance; however,
our intention is to reduce the query time in videos so that this does not become too tedious. Furthermore,
this information can be configured to send alarms related to risk events.
On the other hand, for each activity estimation allows us to create annotation in a data base linked to the
indexes of the video sequences in real time. Using these indexes, we provide an abstract meaning that it
is possible to extend showing their components involved. At the same form, using these indexes through
linking to other video sequences acquired by other cameras, which are installed in the setting. Therefore,
to give another meaning to the activities, where it is easy to see and identify actions. Additionally, it is
possible to see specific situations like activities without to check all video sequence. Allowing that other
applications as shown [7, 2] will be focused on images retrieval specifically on these video segments.

This approach was implemented in Matlab, it is due to, allows matrix manipulations, plotting of
functions and data, implementation of algorithms, creation of user interfaces, and interfacing with pro-
grams written in other languages, including java, C, C++, and Fortran. However our intention is develop
this system in another language as java, because it provides several advantages like portability, general-
purpose, concurrent, and so forth. In addition, we must be aware of the amount of data that we can
obtain from handling video stream. It involves to the elderly, staff and relatives, but their perceptions and
implications have not been considered in this research. Other topics for us are the privacy and security
of data, but these are beyond our reach.
The evaluation of this work was developed in our usability lab, however our intention is to implement
this approach in real scenarios and this implies having a better performance in our filters. Also, to extend
this approach we have planned to recognize the people that are performing the activities in the room.
Another ongoing work is related to knowing and monitoring the postures of immobile patients. Finally,
we intend to improve our activity representation related to the activities by responding user requirements.
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