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Abstract. Collaborative filtering - one of the recommendattenhniques - has
been applied for e-learning recently. This techaiguakes an assumption that
each user rates for an item once. However, in eaunzd environment, each
student may perform a task (problem) several tiridsis, applying original
collaborative filtering for student's task recommiation may produce
unsatisfied results. We propose using context-awaoselels to utilize all
interactions (performances) of the given studeskt-faairs. This approach can
be applied not only for personalized learning emwvinent (e.g., recommending
tasks to students) but also for predicting studestformance. Evaluation
results show that the proposed approach works rbttéen the none-context
method, which only uses one recent performance.

1 Introduction

Recommender systems have been applied for e-lgatagk recently [1, 2]. One of
the techniques, for instance, is collaborativefittg, e.g. k-nearest neighbors (k-NN)
or matrix factorization, which takes into accouustjthe last rating of users, i.e. it
assumes that a user rates an item once. Howevegduoational environment, for
example, recommending tasks (or problems or exesfit® students, this assumption
might not hold since each student can perform #is& several times. Furthermore,
recommender system for educational purposes isrmplex and challenging research
direction since the preferred learning activitiéstoidents might pedagogically not be
the most adequate and recommendations in e-learshmuld be guided by
educational objectives, and not only by the uggegerences [3-5].

On the other hand, recommendation techniques hiés® lzeen applied for
predicting student performance recently [2, 6]. €etely, [6] proposed a temporal
collaborative filtering approach to automaticallsegict the correctness of students
problem solving in an intelligent math tutoring ®m. This approach utilized
multiple interactions for a student-problem pairusing k-NN method; [2] proposed
using matrix and tensor factorization to take iatcount the “slip” and “guess” latent
factors as well as the temporal effect in predgcstudent performance.

Previous work [2] pointed out that an approach Whises student performance
prediction for the recommendation of e-learningksasould tackle the above



mentioned problems since we can recommend the tagke students based on their
performance but not on their preferences. Using #dpiproach, one can recommend
similar tasks (exercises) to students and can méaterwhich tasks are notoriously

difficult for a given student. For example, theseai large bank of exercises where
students lose a lot of time solving problems whach too easy or too hard for them.
When a system is able to predict students' perfocmait could recommend more

appropriate exercises for them. Thus, we couldrfitiut the tasks with predicted high
performance / confidence since these tasks areday, or filter out the tasks with

predicted low performance (too hard) or both, dejpem on the goals of the e-

learning system [2].

This work proposes using context-aware models fdudent's task
recommendation which utilize multiple interactiofperformances) of a given
student-task pair. This approach can be applied omdy for predicting student
performance as in [2] but also for personalizedk tecommendation to students.
Here, we have not focused on building a real systemt on how to model the
student's task recommendation using context-awayeoach [7].

2 Data sets and Methods

In this section we first introduce the data set® then present the method without
taking into account the context (considered asselb®) and the proposed context-
aware methods.

2.1 Data sets

Two data sets are collected from the KDD Challeng2010
(pslcdatashop.web.cmu.edu/KDDCup), which will béech“Algebra” and “Bridge”
for short. We aggregated these data sets to geaftibutes: student IDs), problem
ID (i), problem view ) which tracks how many times the student has acted with
the problem, and performange (p O [0..1]) which is an average of successful
solutions (averaging from “correct first attempttréoute).

As described in the literature [8, 2], these d&® san be mapped to user-item-
rating in recommender systems. In this case, stadeecome users and problems
become items which are presented in a ma§ix @s in Figure 1a. In this work, the
context (“problem view” v) is taken into account, thus, each data set septed in a
three-mode tensos,(i, v) as illustrated in Figure 1c.

2.2 Baseline (Without Using Context)

Traditional collaborative filtering has an assuroptthat each user rates for each item
once, which means that only the last rating is uShailarly, in this work, the last
performancep of a student-problem pais,(i) is used (which ignores the multiple
interactions between students and problems) amdlyfira matrix factorization model



is applied. The following paragraph briefly summas the matrix factorization
method (please see the article [2] for more détails
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Fig. 1: An illustration of No-Context vs. Context-awapproach

Matrix factorization is the task of approximatingvaatrix X by the product of two
smaller matriceV andH, i.e.X ~WH' [9]. In the context of recommender systems
the matrixX is the partially observed ratings mat¥, O 0% ¥is a matrix where each
row sis a vector containingf latent factors describing the studemindH 0 0" is a
matrix where each rowis a vector containini{ latent factors describing the problem
i. Let wg and hy be the elements oV andH, respectively, then the performance
given by a studergto a probleni is predicted by:

Py :zwskhk :(\NHT)s,i (1)
k=L

whereW andH are model parameters which can be obtained bypéimiaation
process using either stochastic gradient descemlternating Least Squares [10]
given a criterion such as Root Mean Squared ERMSE) or Mean Absolute Error
(MAE).

2.3 Context-Aware Methods

We make use of two context-aware methodBrefiltering” and “Contextual
Modeling” [7] (in this work we use matrix and tensor fadtation approach instead
of heuristic-based and model-based approaches[@}.in

Pre-filtering (PF): As its name, this method requires pre-processimthe data sets.
To do this, the performanqeis aggregated (averaged) along the conteXthus, the
three-mode tensos,(i, v) now becomes the matrix as illustrated in Figure 1

After the pre-filtering step, we apply the matracforization method to factorize
on student-problem pairs, () as described in section 2.2.

Contextual Modeling (CM): In this method, the contextis preserved, thus, we have
to deal with the three-mode tensor. Given a tedsof size S x | x V, where the first
and the second mode describe the student anddb&pr as in previous sections; the
third mode describes the context (problem view) with size V. ThenZ can be
written as a sum of rank-1 tensors, using CANDECBAMRAFAC [10]:



K
Z= ZAka oh, oq, (2
k=1

where® is the outer produch, is a vector of scalar values, and each vewstdr 0°,
he O 0", andg, O OV describes the latent factors of student, problemd, context,
respectively. With this approach, the performanfcgtudents for problemi at context
v (problem view) is predicted by:

K
Pey = ZAkWskhkqvk 3
k=1

“Student bias/effect” and “problem bias/effect”: As shown in the literature [11, 8,

2], the prediction result can be improved if oneoirporates the biased terms to the

model. In educational setting, those biased terras“student bias/effect” which

models how good/clever a student is (i.e. how J{ikisl the student to perform a

problem correctly), and “problem bias/effect” whiotodels how difficult/easy the

problem is (i.e. how likely is the problem in gealeto be performed correctly) [2].
With these biases, the performancia the pre-filtering method becomes

K
ps':/'l+bs+h+zwﬂ<hk (4)
k=1
and the performangein the contextual modeling method (equation 3)obees
K
Psy =4 +b+b + Z/‘kwskhkqvk (5)
k=1

wherep is global averagdys is student bias, anl is problem bias (how to obtain
these values is already described the article [2]).

After the prediction phase, we can filter out thesks with predicted high
performance since these tasks are too easy, er (it the tasks with predicted low
performance (too hard) or both, depending on thalsgof the e-learning system.
Thus, the appropriate tasks can be delivered tests.

3 Experiments

We describe the experimental setting and then wsgnt the comparison results.

3.1 Experimental setting

We use just the first 5,000 problems in both Algeand Bridge data sets. We use 3-
fold cross-validation and paired t-test with sigrahce level 0.05 for all experiments.

We do hyper parameter search to determine thehlgpst parameters for all methods.

The Matlab Tensor Toolbox is used for experimen{icgmr.ca.sandia.gov/~tgkolda/

TensorToolbox).



3.2 Experimental results

Table 1 presents the mean absolute error (MAEhefdontext-aware methods (PF
and CM) which take into account the multiple intgi@ns of student-problem pairs
versus the baseline (without using context).

The PF and CM outperform the baseline method ekengh we have not used
the bias terms. Employing student-problem biasethéomodels, the context-aware
methods have statistically significantly improved the baseline (on Algebra data
set), and the PF method has promising results cadga the others. Without using
biased terms, the result of CM is slightly betteart PF.

Clearly, from these results we can see that théegbiaware methods are suitable
for taking into account the multiple interactioretween students and problems. Thus,
this approach can be a reasonable choice for palized learning environment,
especially recommending tasks (or problems or és@sgto the students.

Table 1. Mean absolute error of the Baseline vs. Contextiaidethods

Data set Baseline Context-Aware Methods
PF PF-Bias CM CM-Bias
Algebra  0.247+0.015 0.239+0.0170.188:0.015 0.239+0.016 0.233%0.012
Bridge 0.193£0.033 0.185+0.0300.15G:0.023 0.183+0.030 0.170+0.024
Average 0.220 0.212 0.169 0.211 0.202
PF: Pre-Filtering; CM: Contextual Modeling;
Algebra and Bridge-to-Algebra from 2008-2009 data sets

Moreover, the MAE improvements in the predictiondals implicitly mean that
the system can recommend the “right” tasks (exesgito the students, and thus, we
can help them reducing their time and effort inveg the tasks by filtering the ones
that are too easy or too hard for them. Using thasdext-aware models, we can
generate the performance for a given student-tagk go the remaining works are
wrapping around with an interface to deliver theomamendations. However, this
work is out of the scope of this paper, and isdelfor future work.

4 Conclusion

We proposed using context-aware models to utilizpeaformances (interactions) of
the given student-task pairs. We have shown thedgetimethods can improve the
prediction results compared to the none-contexthatgt which only uses the last
performance. This approach can apply not only fenspnalized recommending the
tasks to students but also for predicting studenfopmance.

It is well-known that factorization methods outperh the k-NNs collaborative
filtering [12]. However, the comparison of the aexttaware factorization methods
with the temporal collaborative filtering (usingNdNs as in [6]) is leaved for future
work.
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