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Preface 

The CAISE conference theme is linked this year with the coming Olympic and 
Paralympic Games, which bring together athletes from all the continents to celebrate 
sporting excellence but also human diversity. Diversity is an important concept for 
modern information systems. Information Systems (IS) are diverse by nature, as well 
as the processes for constructing such systems, their developers, their users… It is 
therefore the responsibility of the IS Engineering community to engineer information 
systems that operate in such diverse world. During the two last decades, essential 
challenges made their appearance in the area of Information Systems related to 
engineering, quality and interconnectivity of information systems. 

The CAiSE’11 Forum is a place within the CAiSE conference for presenting and 
discussing new ideas and tools related to information systems engineering. Intended 
to serve as an interactive platform, the forum aims at the presentation of fresh ideas, 
emerging new topics, controversial positions, as well as demonstration of innovative 
systems, tools and applications. The Forum session at the CAiSE conference will 
facilitate the interaction, discussion, and exchange of ideas among presenters and 
participants. 

Two types of submissions have been invited to the Forum:  
(1) Visionary short papers that present innovative research projects, which are still at 
a relatively early stage and do not necessarily include a full-scale validation.  
(2) Demo papers describing innovative tools and prototypes that implement the results 
of research efforts. The tools and prototypes will be presented as demos in the Forum. 

CAISE’11 Forum has received a record number of 46 submissions from 24 
countries (Argentine, Australia, Austria, Brazil, Bulgaria, Canada, France, Germany, 
Hungary, Ireland, Israel, Italy, Japan, Latvia, Luxembourg, The Netherlands, Norway, 
Portugal, South Africa, Spain, Sweden, Switzerland, United Kingdom, United States of 
America).  Among the submissions, 25 are demo papers and 21 are visionary papers.  

The management of paper submission and reviews was supported by the EasyChair 
conference system. Selecting the papers to be accepted has been a worthwhile effort. 
All papers received three reviews from the members of the Program Committee and 
the Program Board. Eventually, 23 high quality papers have been selected; among 
them 16 demo papers and 7 visionary papers. 

The CAISE’11 Pre-Proceedings available on this electronic support represent a 
collection of those 23 short research papers. Those papers included in the special 
proceedings issue titled “CAiSE’11 Forum” are published by CEUR. 

After CAiSE’11, authors of the selected papers will be invited to submit an 
extended version of their papers for post-proceedings that will be published as a 
Springer LNBIP volume. 

As the CAISE’11 Forum chair, I would like to express my gratitude to the Forum 
Program Board and the Program Committee for their efforts in providing very 



 

thorough evaluations of the submitted Forum papers. I wish also to thank all authors 
who submitted papers to the Forum for having shared their work with us.  

Last but not least, I would like to thank the CAISE’11 Program Committee Chairs 
and the Local Organisation Committee for their support. 

 
Paris, June 12th, 2011 
Selmin Nurcan 
CAISE’2011 Forum Chair 
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Abstract. Declarative approaches to process modeling promise a high
degree of flexibility. However, current declarative state-of-the-art model-
ing notations are, while sound on a technical level, hard to understand.
To cater for this problem, in particular to improve the understandabil-
ity of declarative process models as well as the communication between
domain experts and model builders, Test Driven Modeling (TDM) has
been proposed. In this tool paper we introduce Test Driven Modeling
Suite (TDMS) which provides operational support for TDM. We show
how TDMS realizes the concepts of TDM and how Cheetah Experimen-
tal Platform is used to make TDMS amenable for effective empirical
research. Finally, we provide a brief example to illustrate how the adop-
tion of TDMS brings out the intended positive effects of TDM for the
creation of declarative process models.

Key words: Declarative Business Process Models, Test Driven Model-
ing, Test Driven Modeling Suite.

1 Introduction

In today’s dynamic business environment the economic success of an enterprise
depends on its ability to react to various changes like shifts in customer’s atti-
tudes or the introduction of new regulations and exceptional circumstances [1].
Process-Aware Information Systems (PAISs) offer a promising perspective on
shaping this capability, resulting in growing interest to align information sys-
tems in a process-oriented way [2]. Yet, a critical success factor in applying
PAISs is the possibility of flexibly dealing with process changes [1]. To address
the need for flexible PAISs, competing paradigms enabling process changes and
process flexibility have been developed, e.g., adaptive processes [3], declarative
processes [4] and late binding and modeling [5].

Especially declarative processes have recently attracted the interest of re-
searchers, as they promise a high degree of flexibility [4]. Although the benefits
of declarative approaches seem rather evident [4], they are not widely adopted in
practice yet. In particular, as pointed out in [4], [6] ,[7], understandability prob-
lems hamper the usage of declarative process models. An approach tackling these
problems, the Test Driven Modeling (TDM) methodology, is presented in [7].
TDM aims at improving the understandability of declarative process models as
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well as the communication between domain experts [8] and model builders [8] by
adopting the concept of testcases from software engineering. This tool paper de-
scribes Test Driven Modeling Suite (TDMS)1 that provides operational support
for TDM.

The remainder of this tool paper is structured as follows: Section 2 briefly
introduces TDM. Then, Section 3 discusses the software architecture and features
of TDMS, while Section 4 illustrates the usage of TDMS by an example. Finally,
Section 5 concludes with a summary and an outlook.

2 Test Driven Modeling

In this section we briefly sketch what constitutes a declarative process model
and how TDM is intended to support the creation of declarative process mod-
els. Please note that we focus on TDMS and necessary backgrounds only. A
discussion of, e.g., related approaches, is out of scope and can be found in [7].

A declarative process model is characterized by a set of activities and a set
of constraints. In contrast to imperative process modeling languages like, e.g.,
BPMN, the control-flow is not explicitly, but implicitly defined through con-
straints which exclude forbidden behavior. For instance, a constraint in process
model S might specify that activity A is not allowed to be executed more than
once. Then, every process instance that contains not more than one execution
of A is considered to be a valid instance of S—independent of when A has been
executed. An exemplary declarative process model can be found in Fig. 4 (2).

While constraints focus on forbidden behavior, TDM introduces the concept
of testcases to focus on desired behavior of the process model. In particular, a
testcase consists of an execution trace (i.e., a sequence of activities that constitute
a process instance) as well as a set of assertions (i.e., conditions that must hold
at a certain state of the process instance) (cf. Fig. 1). The execution trace of
a testcase thereby specifies behavior that must be supported by the process
model, whereas assertions additionally allow to test for unwanted behavior, i.e.,
behavior that must be prohibited by the process model. A typical example for
an assertion would be to check whether activity N is executable at time M.

Consider, for illustration, the testcase depicted in Fig. 1. It contains the ex-
ecution trace <A,B> (1) as well as an execution assertion that specifies that
A cannot be executed between the completion of A and the start of B (2) and
termination assertions that specify that the process instance cannot be termi-
nated before the completion of A (3), however, it must be possible to terminate
after the completion of A (4). The times in Fig. 1 do not necessarily constitute
real times, but rather provide a timeline to test for control-flow behavior, i.e.,
define whether activities can be executed subsequently or in parallel. Further-
more testcases are validated automatically, i.e., no user interaction is required
to check whether the specified behavior is supported by the process model.

So far we have introduced the concept of testcases, in the following we will
sketch how their adoption intends to improve the communication between do-

1 Freely available from: http://www.zugal.info/tdms



Creating Declarative Process Models Using Test Driven Modeling Suite 3

Fig. 1. A Simple Testcase

main expert (DE) and model builder (MB). Testcases provide information in a
form that is not only understandable to the MB, but also understandable to the
DE, who usually does not have the knowledge to read formal process models [8].
Usually the DE needs the MB to retrieve information from the model, cf. Fig. 2
(2) and (3). Since testcases are understandable to the DE, they provide an ad-
ditional communication channel to the process model, cf. Fig. 2 (4) and (6). It
is important to stress that TDM’s intention is not to make the DE specify the
testcases in isolation. Rather, testcases should be created by the DE and the
MB together and provide a common basis for discussion.

Domain Expert (DE)

Model Builder (MB)

Domain
(1)

Test 1

Test 2

Test 3(4)

(2)

(6)

(3)

(5)

Fig. 2. Communication Flow

Besides improving the communication between DE and MB, testcases aim
at improving the MB’s understanding of the process model by providing an ad-
ditional point of view. As pointed out in [7], especially so-called hidden depen-
dencies [9], i.e., information that is not explicitly available in the process model
can impede a model’s understandability. An exemplary hidden dependency is
shown in Fig. 3 (2): A must be executed exactly once (cf. cardinality constraint
on A) and after A has been executed, B must be executed (cf. response con-
straint between A and B). Thus, B must be executed at least once for every
process instance. However, this information is present in the process model im-
plicitly only. Therefore the MB cannot rely on explicit information only, but has
to inspect the model carefully for such hidden dependencies. Using TDM this
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problem can be tackled by specifying a testcase that tests for this hidden de-
pendency as shown in Fig. 3 (1): the testcase specifies that the process instance
can only be terminated if B has been executed at least once. As soon as the MB
conducts changes to the process model that violate the testcase, the automated
validation of TDMS (cf. Section 3) immediately informs the MB.

Fig. 3. Hidden Dependency

3 Test Driven Modeling Suite

Up to now we have introduced the concept of TDM. This section deals with Test
Driven Modeling Suite (TDMS) which provides operational support for TDM.
In particular, Section 3.1 discusses the features of TDMS in detail. Subsequently,
Section 3.2 describes how TDMS is integrated with existing frameworks for em-
pirical research and business process execution.

3.1 Software Components

To provide an overview of TDMS’ features, all integrated components are illus-
trated in Fig. 4; each component will be described in detail in the following.
On the left hand side TDMS provides a graphical editor for editing testcases
(1). To the right, a graphical editor allows for designing the process model (2).
Whenever changes are conducted, TDMS immediately validates the testcases
against the process model and indicates failed testcases in the testcase overview
(3)—currently listing three testcases from which one failed. In addition, TDMS
provides a detailed problem message about failed testcases in (4). In this exam-
ple, the MB defined that the trace <A,B,B,B,A,C> must be supported by the
process model. However, as A must be executed exactly once (cf. the cardinal-
ity constraint on A), the process model does not support this trace. In TDMS
the failed testcase is indicated by the activity highlighted in (1), the testcases
marked in (3) and the detailed error message in (4).

Testcase Editor. As mentioned before, testcases are a central concept of TDM,
have precise semantics for the specification of behavior and still should be un-
derstandable to domain experts. To this end, TDMS provides a calendar-like
testcase editor as shown in Fig. 4 (1).
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Fig. 4. Screenshot of TDMS

Declarative Process Model Editor. The declarative process model editor,
as shown in Fig. 4 (2), provides a graphical editor for designing models in Dec-
SerFlow [4], i.e., a declarative process modeling language.

Testcase Creation and Validation. In order to create new testcases or to
delete existing ones, Fig. 4 (3) provides an outline of all testcases. Whenever a
testcases is created, edited or deleted, or, on the other hand, the process model
is changed, TDMS immediately validates all testcases and provides a detailed
problem message in Fig. 4 (4) if a testcase failed. It is important to stress that
the validation procedure is performed automatically, i.e, no user interaction is
required to validate the testcases.

In order to ensure that all components work properly, TDMS has been devel-
oped using Test Driven Development, where applicable. In addition, researchers
with different backgrounds, e.g., economics and computer sciences, have been
included to develop an intuitive user interface. In a recent application of TDMS
in a controlled experiment [10] no abnormal program behavior was observed. In
addition, students considered TDMS as intuitive and easy to use.

3.2 Integration of Test Driven Modeling Suite

TDM, as introduced in Section 2, focuses on the modeling of declarative pro-
cesses, TDMS provides the necessary operational support, i.e., tool support. To
this end, TDMS makes use of Cheetah Experimental Platform’s (CEP) [11] com-
ponents for empirical research and integrates Declare [12] for workflow execution,
as illustrated in Fig. 5 and detailed in the following.
Cheetah Experimental Platform as Basis. One of the design goals of TDMS
was to make it amenable for empirical research, i.e., it should be easy to employ
in experiments; data should be easy to collect and analyze. For this purpose,
TDMS was implemented as an experimental workflow activity of CEP, allowing
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Test Driven Modeling 
Suite

Cheetah Experimental 
Platform

Tests
+

Model
Declare Framework 
(Worfklow Engine)

Declare Worklist 
(Worfklow Client)

Export
and 

Deploy

Execute Process 
Instance

Process Modeling Process Execution

Fig. 5. Interplay of TDMS, CEP and Declare

TDMS to be integrated in any experimental workflow (i.e., a sequence of ac-
tivities performed during an experiment, cf. [11]). In addition, we use CEP to
instrument TDMS, i.e., to log each relevant user interaction to a central data
storage. This logging mechanism, in combination with CEP’s replay feature, al-
lows the researcher to inspect in detail how TDMS is used to create process
models and testcases by watching the process of modeling step-by-step.
Business Process Execution. In order to allow for the execution of declara-
tive process models created in TDMS, an export mechanism to Declare [12] is
provided. As illustrated in Fig. 5, testcases and process models are iteratively
created in TDMS. For deployment, the process model is converted into a format
that can be directly fed into the Declare framework, i.e., workflow engine. Then,
the Declare worklist allows for the execution of the process instance.

4 Example

A preliminary empirical evaluation shows the positive influence of TDM on cog-
nitive load and perceived quality during model maintenance [10]. To illustrate
the influence of TDMS on process modeling, we provide an example that shows
how a DE and a MB could use TDMS to create a process model and respective
testcases describing of how to supervise a master thesis (cf. Fig. 6–8). For the
sake of brevity, the example is kept on an abstract level and the following ab-
breviations are used:
D: Discuss topic P: Provide feedback G: Grade work

Starting from an empty process model, the DE lines out general properties
of the process: “When supervising a master thesis, at first the topic needs to be
discussed with the student. While the student works on his thesis, feedback may
be provided at any time. Finally, the thesis needs to be graded.”. Thus, possibly
with help of the MB, the DE inserts activities D, P and G in the testcase’s
execution trace (cf. Fig. 6); TDMS automatically creates respective activities in
the process model. Now, the DE and MB run the testcase and the test engine
reports that the testcase passes.

Subsequently, the DE and MB engage in a dialogue of questioning and
answering [13]—the MB challenges the model: “So every thesis must start by
discussing the topic?”. “Yes, indeed—you need to establish common knowledge
first.”, the DE replies. Thus, they create a new testcase capturing this require-
ment and run it. Apparently, the testcase fails as there are no constraints in the
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Fig. 6. Testcase 1: <D,P,G> Proposed by the DE

model yet. The MB inserts an init constraints on D (i.e., D must be the first
activity in every process instance); now the testcase passes (cf. Fig. 7).

Fig. 7. Testcase 2: Introduction of Init on D

Again, the MB challenges the model and asks: “Can the supervisor grade a
thesis multiple times?”. The DE replies: “No, of course not, each thesis must be
graded exactly once.” and together they specify a third testcase that ensures that
G must be executed exactly once. By automatically validating this testcase, it
becomes apparent that the current model allows G to be executed several times.
Thus, the MB introduces a cardinality constraint on G (cf. Fig. 8).

Fig. 8. Testcase 3: Introduction of Cardinality on G

While this example is kept small for the sake of brevity, it illustrates the
benefits of using TDMS for modeling. First, the DE, who is usually not trained
in reading or creating formal process models [8], is not required to modify the
model itself, rather he defines behavior through the specification of testcases
(possibly with the help of the MB). Second, testcases provide a common basis
for understanding, thus supporting communication between the DE and MB.
Third, behavior that is specified through testcases is validated automatically by
TDMS, thereby ensuring that model changes do not violate desired behavior.
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5 Summary and Outlook

TDMS, as described in this tool paper, provides operational support for the
TDM methodology. More specifically, TDMS allows for a tight integration of
declarative process models and testcases, thereby aiming at improving the com-
munication between domain expert and model builder as well as resolving hidden
dependencies. In addition, we sketched how we employ CEP as basis to make
TDMS amenable for empirical research and showed how the Declare system is
employed for the execution of declarative processes modeled in TDMS. Finally,
we illustrated the intended usage of TDMS, in particular the iterative develop-
ment of testcases and process model, with the help of a small example.

Future work focuses on further empirical validation: TDMS will be used in
case studies to investigate whether the proposed methods are feasible in prac-
tice. In addition, TDMS will be employed in further controlled experiments to
complement the case studies’ results with quantitative data.
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Abstract. In designing most systems, requirements analysts face many
competing requirements, such as performance, usability, costs, and so
forth. Ideally, analysts would like to quantitatively measure consequences
of solutions on requirements and risks, and extract stakeholders’ prefer-
ences in terms of numerical weights. However, during the early stages
of requirements and system design, it is hard to quantitatively measure
all factors on a similar scale and quantify stakeholders’ preferences. This
contribution proposes a semi-automated decision aid tool which allows
the use of available but potentially incomplete quantitative and qualita-
tive requirements and risk measures. It removed the need to elicit impor-
tance weights of requirements. Instead, stakeholders are asked how much
they would relax the demand on one objective to better achieve another.
The proposed tool extends the Even Swap method with formally defined
rules for suggesting the next swap to decision stakeholders.

Key words: Requirements trade-offs, qualitative decision analysis, preferences,
quantitative data.

1 Introduction

Requirements analysts need to make key decisions early in the project, such
as which architectural or design solution to employ [1]. Each alternative solu-
tion satisfies different functional and non-functional requirements to varying ex-
tents. Selecting a solution among multiple alternatives involves making trade-offs
among requirements, with respect to stakeholders’ preferences and consequences
of alternatives on the requirements. Requirements analysts and project leaders
also require objective risk measures to select good-enough countermeasures. In
practice, however, quantifying risk factors, estimating probability and damage
of risks, and quantifying the mitigating impacts of controls is challenging and
error-prone [2].

Related Work: Faced with the typical absence of reliable quantitative data,
some Requirements Engineering (RE) techniques, such as i* [3] and Tropos [4]
treat quality goals as soft goals. Goal model evaluation techniques such as [5–7],
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enable reasoning about the partial satisfaction of soft goals by propagating qual-
itative labels such as partially satisfied ( ), sufficiently satisfied ( ), partially
denied ( ), and fully denied ( ). In some other RE approaches, requirements
and alternatives are quantified by using ordinal measures or a probabilistic layer
for reasoning about partial goal satisfaction [8–11].

Some decision analysis methods evaluate consequences of alternative solu-
tions in terms of precise and meaningful quantitative measures [1, 8, 12]. Some
Multi-Criteria Decision Analysis (MCDA) methods such as Analytical Hierar-
chy Process (AHP) [13] and Even Swaps [14], circumvent the need to measure
requirements and consequences of solutions.

Problems: The main problems when making trade-offs among requirements
to decide over alternative design solutions are:

1. Manual Prioritization: extracting stakeholders’ preferences over multiple cri-
teria in terms of numerical importance weights is error-prone and labor-
intensive.

2. Incomparable Scales: aggregating requirements measures in different scales
is usually error-prone or not possible.

3. Extensive Data Collection: eliciting required information to make an objec-
tive decision usually involves an extensive data collection from stakeholders.

4. Lack of Quantitative Risk Factors: quantitatively measuring the probability
and damage of all risks is challenging, if possible at all.

5. Scalability: the decision problem may become complicated and impossible
to be analyzed manually due to several requirements and/or alternatives.

Contributions: This paper describes a decision aid tool that addresses above
problems. The tool adopts the Even Swaps multi-criteria decision analysis ap-
proach [14] to make trade-offs among requirements. The Even Swaps is a re-
cently introduced decision analysis method in management science that consists
of a chain of trading one decision criterion for another. These trades are called
swapping. Swaps are even, which means stakeholders are asked to hypothetically
improve one criterion, and in return, reduce another one proportionally (evenly).
The main advantage of this method when dealing with software requirements is
that it does not require extracting numerical importance weights and satisfac-
tion level of all requirements on the same scale. Requirements can be evaluated
in a mixture of scales and by different measurement methods.

Although the Even Swaps method solves the problem 1, 2, and 3 (mentioned
above), it can fail in practice due to scalability issues: when several software re-
quirements and alternative solutions need to be considered, decision stakeholders
may not be able to determine the best swap among numerous possibilities [15].
The main contribution of this paper is introducing an algorithm (and tool) that:

– Semi-automates the Even Swaps process, in the sense that the process is
still interactive with stakeholders while being performed and controlled by
an automated algorithm.

– The tool suggests which requirements to select for the next swap.
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2 Motivating Example

We illustrate the use of the tool by analyzing a prototypical Digital Rights
Managements (DRM) player [16]. The player gets an encrypted media and given
a valid user key, decrypts the media, and decodes the digital content to an
analogue audio. The user needs to purchase an activation code for the player,
and the player only works if the activation code is valid at the time of using the
player.

The DRM player contains two hard-coded credentials: Valid activation code
and Player key. A software cracker can use the DRM player without buying
activation code, either through static code analysis to extract the valid code or
by tampering the binary code to bypass the license checks. The main protection
strategies against Tampering the binary code attack are [16]:

1. Obfuscation: By obfuscating a program, the code is transformed into a form that
is more difficult for an adversary to understand or change than the original code.
Obfuscation adds an overhead to the code which causes performance drop downs.

2. Tamper Proofing: Tamper proofing algorithms detect that the program has been
modified. Once tampering has been detected, a tamper response is executed which
usually causes the program to fail.

3. Distribution with Physical Token: Physical tokens are hardware-based protections
that try to provide a safe environment for data, code and execution. By employing
a physical token, the user needs to show possession of a token to use the software.

Fig. 1. Consequences of alternative security solutions on the DRM player requirements
and the risk of tampering

These alternative security solutions have side-effects on other goals such as
portability, delay, and cost. The corresponding consequence table in Figure 1
contains heterogeneous data, i.e., different goals are evaluated in different scales
and by different techniques. Some of the criteria are measurable variables that
need to be minimized or maximized. For example, stakeholders are able to es-
timate Delay (G3) in milliseconds based on the properties and specification of
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alternatives. However, enough information is not available to quantitatively mea-
sure the risk of tampering attack, so consequences of alternatives on the damage
and probability of this risk is evaluated in the ordinal scale of Low, Medium
Low, Medium, Medium High, and High.

3 Basics of the Even Swaps Method

In an even swap, the decision analyst, collaborating with the stakeholders, hy-
pothetically changes the consequence of an alternative on one requirement, and
compensates this change with a preferentially equal change in the satisfaction
level of another requirement. Swaps aim to either make criteria irrelevant, in the
sense that both alternatives have equal consequences on the criteria, or create a
dominant alternative. Alternative A dominates alternative B, if A is better than
(or equal to) B on every criteria [15]. Irrelevant goals and dominated alternatives
can both be eliminated, and the process continues until only the most preferred
alternative remains [15].

Notation Remark. A swap between two goals gx and gy that changes the
satisfaction value of gx from x to x′ and compensates this change by modifying
the satisfaction level of gy from y to y′ is written as:

(gx : x → x′ ⇐⇒ gy : y → y′)

Case Study: The DRM Player Decision Scenario. We illustrate the Even
Swaps method by analyzing and comparing the first two alternatives security
solutions for the DRM player ( Figure 1):

1. Compare No security solution (A1) and Code obfuscation (A2)
2. Ask stakeholders: If the RiskDamg could be reduced from High to Medium, how

much Delay they would tolerate instead of 50 ms delay?
(RiskDamg : High → Medium ⇐⇒ Delay : 50ms →?)
Stakeholders agree with increasing the Delay to 500 ms.

3. Consequences of A1 are revised based on the above swap. The revised alternative
is called A′

1, which is a virtual alternative and subsidence of A1:
Consequences of A′

1 = {Medium, Medium, , 500ms, $0}
Consequences of A2 = {Medium, Medium, , 200ms, $20K}

4. RiskProb, RiskDamg, and Portability are irrelevant decision criteria and can be
removed:

Consequences of A′

1 = {500ms, $0}
Consequences of A2 = {200ms, $20K}

on {Delay, Cost}

5. Ask stakeholders: If the Delay could be reduced from 500 ms to 200 ms, what Cost
they would pay?

(Delay : 250ms → 200ms ⇐⇒ Cost : $0→?)
Stakeholders agree to pay $10K for A1.

6. Consequences of A′

1 are revised based on the above swap.
Consequences of A′

1 = {200ms, $10K}
Consequences of A2 = {200ms, $20K}

on {Delay, Cost}
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7. Delay is irrelevant and is removed.

8. With respect to price, A′

1 dominates A2.
9. A2 is removed from the problem and the process continues by applying the Swap

Method to A1 and A3.

4 The Automated Even Swaps Tool

This paper introduces a semi-automated Even Swaps tool, that given a conse-
quence table, suggests a chain of swaps to determine the overall best alternative.
The algorithm consists of several Even Swaps cycles. In the beginning of each
cycle, the algorithm selects a pair of alternatives for the next Even Swaps pro-
cess. The algorithm suggests a chain of swaps to stakeholders intending to find
the preferred alternative in the pair. The dominant alternative is kept in the
list of solutions, but the dominated alternative is removed. The algorithm then
selects another pair of alternatives to compare and a new cycle starts. These
cycles continue until one alternative remains, which is the best solution overall.

4.1 Automatically Suggesting Swaps

The decision aid algorithm has two main goals: 1) minimizing the number of
swapping steps required to make one of the alternatives dominant, and 2) gen-
erating swaps that are easy to make for stakeholders. Toward these goals, we
develop a set of rules in the following sections for suggesting the next swap to
stakeholders.

Goal one: Minimizing the number of swapping steps: The tool minimizes
the number of swapping steps in 2 ways: 1) suggests swaps that help make one of
the alternatives dominant, and 2) reuses previously made swaps to avoid asking
repetitive swap queries from stakeholders.

Rule 1: Make swaps that help toward creating a dominated alternative.

Swaps make one of the decision criteria irrelevant, which helps remove one goal
from the decision problem in each step. Removing criteria one by one is a time-
consuming approach to apply the Even Swaps process. The tool suggests swaps
that help toward making one of the alternatives dominated. That means if an
alternative such as A is dominant for n goals like g1, g2, ... gn, and B is a better
solution only for one goal, like g, then we need to remove g by swapping it with
one of those n goals. By removing g, solution A might still be dominant with
respect to all goals (g1, g2, ... gn). However, swapping any two goals from g1,
g2, ... gn will not change the situation between A and B and neither of them
becomes dominated with respect to all relevant and remaining goals.

In the Even Swaps process, between the pair of A1 and A2 in the DRM player
scenario, with respect to RiskDamg, A2 is a better solution, and with respect to
Delay and Cost, A1 is a better solution. Note that RiskPrb and Portability are
irrelevant. To reduce the number of swaps needed in the next step, RiskDamg
must be swapped with either Delay or Cost, aiming to remove RiskDamg, so
A1 would dominate A2 with respect to all relevant goals.
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Rule 2: Pick the most reusable swaps. When stakeholders make a swap,
their input can be reused for another alternative, without further consultation
with human stakeholders. This reduces the number of swap queries from stake-
holders. A swap from previous steps can be reused in the current step if the
goals and their values are identical with the previous swap. Assume stakeholders
have made a swap as (gx : x → x′ ⇔ gy : y → y′) in a previous cycle. Now to
decide between two alternatives such as A and B in a different cycle, this swap
is reusable iff:

- Consequences of A on gx and gy are equal to x and y

- Consequences of B on gx is x′

Under these conditions, alternative A can be replaced with A′ where conse-
quences of A′ on gx and gy are revised to be x′ and y′. Thus gx becomes an
irrelevant goal and can be removed.

Goal Two: Suggesting Easy Swaps: In addition to considering swaps reusabil-
ity, the algorithm suggests swaps that decision stakeholders would be willing to
make. Hammond et al. [14] suggest making the easiest swaps first, e.g., money
is an easy goal to swap. What would make a swap easy for stakeholders? For
example, stakeholders may easily agree to improve on a goal that is not suf-
ficiently satisfied and compensate it with decreasing the satisfaction level of a
requirement that is highly satisfied, to reach a balance among goals.

In addition, if consequences of two alternatives on the first goal of the swap
are close, with an insignificant change, such a goal can become irrelevant. In
this way, the goals that do not differentiate alternatives are eliminated from
the problem earlier. The tool swaps the first goal with another goal for which
consequences of alternatives are highly differentiable, because it would be more
probable that the revised virtual alternative after applying the swap is still better
than the other alternative.

Rule 3, make the easiest swap: When comparing two alternatives A and
B, two goals such as g1 and g2 are swapped where the satisfaction level of A on
g1 is minimum compared to any other goal, and the satisfaction level of g2 is
the highest level compared to other goals. We define a distance factor between
alternatives on every goal, which aggregates these desired properties into a value.
The distance factor on the goal gx is %(A, B, gx) and calculated as:

%(A, B, gx) =
|ax − bx| + ax

maxgx

where ax and bx are the consequences of A and B on gx. maxgx
is the maximum

satisfaction level of gx in the consequence table, and by dividing |ax − bx| + ax

to the maximum value, distance factors of different alternatives are normalized
to values in the scale of 0 to 2.

For example, the max of G4 in Figure 1 is (fully satisfied). For the goals
that need to minimized, the lower their value is, the higher the satisfaction level
would be. Thus, if the consequence of A on gx is ax, then ax is replaced with
maxgx

− ax. The tool revises the satisfaction level of goals in the consequence
table in Figure 1 are as:
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RiskProb RiskDamg G4 G3 c1

A1 Medium Low 0 200 ms $25 K
A2 Medium Low Medium Low 50 ms $5 K
A3 Medium Low Medium High 0 ms $10 K
A4 Medium High Medium High 150 ms $0 K

maxg Medium High Medium High 200 ms $25 K

These modifications to the consequence table are only used for calculating the
distance factor. Figure 2 shows the distance factors of A1 and A2 on the goals.
(For calculations, the interval scale of Low to High is mapped to the interval
values of 1 to 5, and , , , and are mapped to 3, 2, ,1, 0.)

Fig. 2. Distance factors of alternatives A1 and A2 on DRM player goals

By applying rule 1, we concluded that RiskDamg must be swapped with
either Delay or Cost. Based on rule 3, the lowest distance factor (RiskDamg)
must be swapped with the highest distance factor (Cost).

Rule 4, Swap goals with tangible scales: Tangible goals that are measured
in absolute values, such as costs or delays, are easier to trade [14]. The final
rule for suggesting the next swap is selecting goals that are measured in more
granular and tangible scales, because dealing with tangible factors is easier for
stakeholders. For example, costs in terms of money is more tangible than the
risk level expressed as Medium, Low, High. Therefore, the tool prefers goals that
are measured in absolute values to goals measured by percentages, percentages
are preferred to ordinal values, and ordinal values are preferred to qualitative
labels.

4.2 The Automated Swaps Suggestion Tool

The automated Even Swaps tool takes a set of goals and a consequence table,
and in each round of the Even Swaps method, identifies a list of potential goals
to be swapped next. The list is first generated by applying rule 1. Then the list
is trimmed by only keeping the most reusable swaps (rule 2). To find the best
swap, the tool applies rule 3, and if still there are more than one possible swap
for the next step, rule 4 is applied. A demo of the proposed tool in this paper is
available at [17]. The core features of the tool and a graphical user interface is
developed (in Java), and further improvements and tests are undergoing.

Given m goals, in each round, at most m − 1 swaps are made, and for n
alternatives, at most n−1 rounds of Even Swaps are needed. Thus, in the worst
case scenario, with m−1×n−1 swaps the best solution is identified. By reusing
swaps and applying rule 1, we aim to minimize this number.
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5 Conclusions and Limitations

In this work, we adopt and enhance the Even Swaps [14] method for analyzing
trade-offs among requirements when multiple alternative design solutions satisfy
different requirements to some extent. The main contribution of this tool is
applying a set of rules for suggesting next swaps to the decision stakeholders.
The algorithm and prototype tool are able to handle different types of input
data: absolute and ordinal values in different scales.

A threat to practicality of the tool is the diversity of evaluation scales in the
consequence table. Stakeholders may not be able to swap a goal measured in
absolute values with a goal that is evaluated by qualitative labels such as and
.

References

1. M. S. Feather, S. L. Cornford, K. A. Hicks, J. D. Kiper, and T. Menzies, “A
broad, quantitative model for making early requirements decisions,” IEEE Soft-
ware, vol. 25, pp. 49–56, 2008.

2. Security Risk Management Guide, Microsoft Corporation: Microsoft Solutions for
Security and Compliance and Microsoft Security Center of Excellence, 2006.

3. E. Yu, “Modeling Strategic Relationships for Process Reengineering,” Ph.D. dis-
sertation, University of Toronto, 1995.

4. P. Giorgini, J. Mylopoulos, E. Nicchiarelli, and R. Sebastiani, “Formal reasoning
techniques for goal models,” Journal of Data Semantics, vol. 1, pp. 1–20, 2003.

5. L. Chung, B. A. Nixon, E. Yu, and J. Mylopoulos, Non-Functional Requirements
in Software Engineering. Kluwer Academic, 1999.

6. J. Horkoff and E. Yu, “A Qualitative, Interactive Evaluation Procedure for Goal-
and Agent-Oriented Models,” in CAiSE Forum, 2009.

7. P. Giorgini, J. Mylopoulos, and R. Sebastiani, “Goal-oriented requirements analysis
and reasoning in the tropos methodology,” Eng. Appl. Artif. Intell., vol. 18, no. 2,
pp. 159–171, 2005.

8. W. Ma, L. Liu, H. Xie, H. Zhang, and J. Yin, “Preference model driven services
selection,” in Proc. of CAiSE’09, 2009, pp. 216–230.

9. P. Giorgini, G. Manson, and H. Mouratidis, “On security requirements analysis for
multi-agent systems.” in SELMAS’03, 2003.

10. Y. Asnar and P. Giorgini, “Modelling risk and identifying countermeasure in or-
ganizations,” 2006, pp. 55–66.

11. E. Letier and A. van Lamsweerde, “Reasoning about partial goal satisfaction for
requirements and design engineering,” in SIGSOFT ’04/FSE-12, 2004, pp. 53–62.

12. H. P. In, D. Olson, and T. Rodgers, “Multi-criteria preference analysis for system-
atic requirements negotiation,” in Proc. of the COMPSAC’02, ser. COMPSAC ’02,
2002, pp. 887–892.

13. T. Saaty, The Analytic Hierarchy Process, Planning, Piority Setting, Resource Al-
location. New york: McGraw-Hill, 1980.

14. J. S. Hammond, R. L. Keeney, and H. Raiffa, Smart choices : a practical guide to
making better life decisions. Broadway Books, 2002.
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Abstract. Process models are a widely established means to capture
business processes. Large organizations maintain process model collections
with hundreds of process models. Maintenance of these collections can
be supported by business process model abstraction. Given a detailed
model, an abstraction technique derives a coarse grained process model
that preserves the essential process properties. In this paper, we introduce
Flexab, a tool that realizes flexible process model abstraction. Arbitrary
groups of activities may be selected for abstraction. Flexab is realized
in a mashup environment, which allows for creating different abstracted
versions of a process model and comparing them on a single screen.

Keywords: Process Model Abstraction, Model Synthesis.

1 Introduction

In the last decades, there has been a remarkable uptake of business process
management (BPM). This trend emerged largely independent of any business
domain or organizational background. Organizations that adopt BPM often
manage the knowledge about their business processes by means of process models.
These models define how business activities are performed in coordination to
achieve a certain goal [16]. Large organizations maintain collections of hundreds
of process models. The sheer number along with potential overlap of process
models are challenges regarding the maintenance of such model collections.

Business process model abstraction (BPMA) emerged as a technique to
support the management of large model collections. Given a very detailed model,
it abstracts the process model by preserving essential process properties and
leaving out insignificant details. In this way, maintenance of model collections
can be centered around the most fine-grained model – more abstract models are
generated by an abstraction approach.

In this paper, we present Flexab, a tool for flexible business process model
abstraction. The tool is based on the abstraction approach introduced in [13]. In
contrast to other work on process model abstraction, e.g., [3, 7, 9, 10], it does not
impose structural restrictions when selecting activities that should be grouped
into more coarse-grained ones. Instead, it is flexible in the sense that arbitrary
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Fig. 1. Motivating example: initial model and activity grouping

groups of activities may be selected for abstraction. The question of how to define
control flow dependencies for these arbitrary groupings in the abstracted model
has been addressed in [13] using behavioral profiles. These profiles capture control
flow relations between pairs of activities. Flexab implements the approach in
a web-based environment. Using the Oryx framework [6], we created a mashup
environment. This environment features gadgets for the visualization of process
models and for providing the abstraction functionality. Using the Flexab gadgets,
different abstracted versions of a common process model can be created and
compared on a single screen. As such, our tool allows for different abstract views
on a detailed process model at the same time.

The remainder of this paper is structured accordingly. The next section
summarizes our approach to flexible abstraction of process models. Then, Section 3
introduces the implementation of this approach. We elaborate on the system
architecture and explain the realization of all steps of the abstraction in detail.
Finally, Section 4 reviews related work, before we conclude in Section 5.

2 Business Process Model Abstraction Approach

This section summarizes the approach to flexible abstraction of process models
that was introduced in [13]. This approach focuses on the control flow perspec-
tive and has been defined for a generic graph model. The latter captures the
commonalities of process modeling languages, i.e., a process model is a graph
consisting of activities and control nodes that realize the routing behavior (aka
gateways in BPMN and connectors in EPCs).

We illustrate the approach using the example depicted in Fig. 1. The lower
model PM represents a detailed model of a forecasting process. This models
contains several semantically related activities, indicated by the coloring in Fig. 1.
These activities may be grouped to arrive at an abstract process model. Our
abstraction approach allows for arbitrary grouping of activities, which may even
be overlapping (indicated by a two-colored activity background in Fig. 1). This
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flexibility is not offered by existing approaches, which allow to aggregate only
fragments, such as the groups F1 or F2 illustrated in Fig. 1.

Our abstraction approach comprises four steps. In the remainder of this
section, we explain each of these steps.

1. derive the behavioral profile BPPM of the process model PM
2. construct the behavioral profile BPPMa for the abstract process model PMa

3. if a well-structured model with profile BPPMa exists
4. then create PMa, else report to user.

1. Derivation of the Behavioral Profile BPPM . The approach leverages the
notion of a behavioral profile. Such a profile captures behavioral characteristics of
a process model by means of relations between pairs of activities. Two activities
are said to be in strict order, if one occurs always before the other in every trace
of the process model that contains both activities (e.g., (d) and (e) in Fig. 1).
Activities that never occur together in a single trace are exclusive according to
the behavioral profile (e.g., (c) and (d)). If two activities may occur in any order
in a trace, then they are in interleaving order (e.g., (a) and (b)). For the class of
process models considered by our approach (assuming the absence of behavioral
anomalies such as deadlocks), the relations of the behavioral profile are computed
in low polynomial time to the size of the model [15]. With BPPM , we refer to the
behavioral profile comprising the aforementioned relations for the model PM .

2. Construction of Behavioral Profile BPPMa . As the next step, we require
a user to select groups of activities in the detailed process model that should be
aggregated in the abstracted model. For our example in Fig. 1, a user defines
several aggregations for activities, such as the aggregation of activities Prepare
data for quick analysis and Perform quick data analysis that yields an activity
Perform quick analysis. Once aggregation dependencies have been defined, we
leverage the behavioral profile BPPM of PM to construct a behavioral profile
BPPMa for the abstract model PMa. This works as follows. For each pair of
coarse-grained activities x, y in PMa, we study the relations of the activities
in PM that are aggregated into activities x and y. As a result, we obtain a
dominating behavioral relation between the activities that are aggregated. This
approach has the advantage that behavioral relations between activity pairs of
PMa are discovered independently of each other. For the setting in Fig. 1, for
instance, we observe that both activities Prepare data for quick analysis and
Perform quick data analysis are in strict order with Generate forecast report.
Hence, the aggregated activity Perform quick analysis and activity Generate
forecast report are in strict order in the behavioral profile BPPMa .

3. Behavioral Profile Well-Structuredness Validation. The creation of the
behavioral profile for the abstract model may yield an inconsistent profile. That is,
we may obtain a behavioral profile for which there does not exist a process model
that satisfies certain requirements, e.g., that is free of behavioral anomalies and
free of duplicated activities, and shows the relations of this profile. An example
for an inconsistency would be a cyclic strict order dependency between activities
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(x before y before z before x). The implementation in Flexab deviates from the
synthesis proposed in [13], which is underspecified. Within Flexab, we analyze the
behavioral profile BPPMa following an approach proposed for different behavioral
relations to restructure process models [11]. Based on the profile relations, we
create a graph that represents the different behavioral dependencies between
activities. Then, a modular decomposition is applied to this graph. It identifies a
hierarchy of modules, groups of activities that have equal dependencies with the
remaining activities. The behavioral profile is well-structured if the decomposition
yields a hierarchy of modules and none of them is unstructured. If the behavioral
profile is well-structured, there exists a well-structured process model that is free
of behavioral anomalies and shows the respective profile.

4. Abstract Model Synthesis from BPPMa . Given a well-structured behav-
ioral profile for the abstract model, we create the abstract process model. All
modules, groups of activities that have equal relations to all remaining activities,
identified in the previous step directly translate into process model fragments. For
instance, a module comprising activities that are all pairwise exclusive to each
other is represented by an XOR-block containing the respective activities. Since
the modular decomposition yields a hierarchy of modules, we are able to stepwise
synthesis the process model. For our example, Fig. 1 illustrates the abstract
model PMa derived from the initial model PM . The model PMa, for instance,
reflects the strict order relation between activities Perform quick analysis and
Generate forecast report derived before.

3 Process Model Abstraction using Flexab

In this section, we elaborate on Flexab—an application enabling process model
abstraction. Flexab extends the Oryx framework, which we introduce first. Then,
we describe the Flexab architecture and illustrate the usage to demonstrate the
capabilities of Flexab.

Oryx. We implemented the business process model abstraction approach de-
scribed in Section 2 within the Oryx Framework. Oryx is an extensible modeling
framework bringing Web 2.0 technologies to business process designers. It allows
for web-based modeling following a zero-installation approach. Oryx identifies
each model by a URL, so that models can be shared by passing references rather
than by exchanging model documents in email attachments. The framework can
be extended in various directions. New languages are added by stencil sets that
define explicit model element typing, rules of the composition and connection
of elements, and the visualization of elements. Further, Oryx features a plugin
infrastructure to add new functionality.

Oryx is organized into client and server components. The client component,
the Oryx editor, realizes the modeling functionality. The editor is a JavaScript
application running in a web-browser. The server component, the Oryx backend,
stores process models, stencil sets, and fulfills other tasks, e.g., user management
and rendering of various model representations (SVG, PNG, or PDF). The
backend is implemented in Java.



Flexab – Flexible Business Process Model Abstraction 21

!"#$%&'
!(#)*+,-

!./01$+/

"#$%&'!2/#3+10/*

45+1+/!
6#-6+7

8($7/#)750,!
6#-6+7

!9/:;
!(#)*+,-

.#)*+,-

"0-+<$ =7+,)5<!$+7$

> >

=4?!
$+/@<+7

8($7/#)750,!
$+/@<+7

>

>

>

Fig. 2. Flexab architecture overview (FMC notation)

Oryx Mashup Framework. The Oryx editor addresses use cases that center
around a single model, i.e., a designer edits one model at a time and does not need
to trace dependencies with other models. However, several use cases, and process
model abstraction is one of them, require the designer to observe several models
simultaneously. The Oryx Mashup Framework provides an API for developing
applications in which several models are manipulated on one screen. Similar
to the Oryx Editor, the Mashup Framework is written in JavaScript and runs
within a browser. The framework organizes functionality by gadgets and provides
means to support communication between different gadgets. Each gadget not only
accumulates business logic, but also has a UI representation. The UI components
of gadgets are allocated on a dashboard. Typical gadgets provide model viewing
functionality or enable selection of model elements. Hence, the Oryx Mashup
Framework enables developers to create mashups for analyzing existing Oryx
models and for concurrent interaction with several models.

FLEXAB. We have used the Oryx Mashup Framework as the basis for Flexab.
Logically, the application is decomposed into the client-side and server-side
components. The client-side component is built as an extension of the Oryx
Mashup Framework. The server-side component is further distributed into the
Oryx backend and Mashup backend, see Fig. 2. The communication between these
three components is established by HTTP requests. The client-side component
renders the user interface of the application. A viewer gadget presents the initial
model that should be abstracted. The abstraction gadget, in turn, enables the
user to define activity groups. This is supported by the viewer gadget to allow for
populating groups with activities by simply selecting the activities in the viewer.
Finally, another instance of a viewer gadget is used to show the abstract model.

Once the abstraction is triggered, the abstraction gadget sends the user-
defined activity groups along with the initial process model to the abstraction
servlet on the server side. Given this input, the abstraction servlet performs
the abstraction algorithm and produces an abstract model. The abstraction
servlet is supported by an SVG servlet that is responsible for the generation of a
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Fig. 3. Screenshot of Flexab at the stage of activity group creation

SVG representation of the abstract model. To this end, it needs to retrieve the
respective stencil set from the Oryx backend.

From a user perspective, abstracting a process model in Flexab works as
follows. The user starts selecting the model to be abstracted. In response, the
application caters two gadgets: a viewer gadget and an abstraction gadget, see
Fig. 3. The user creates named activity groups, edits, and deletes the groups using
the controls of the abstraction gadget. The viewer gadget not only renders the
process model and provides zoom functionality, but also supports activity group
creation: the user populates groups selecting activities directly in the model.
Once the groups are finalized, the user initiates model transformation clicking
the abstraction button in the abstraction gadget. Then, Flexab abstracts the
model in the background and instantiates a new viewer gadget to visualize the
result of abstraction. Fig. 4 presents the UI constellation in terms of the complete
Mashup dashboard once model abstraction completes.

!"#$#%&'()'#*+&(,-*%(.*&/0)#1

2 345

56 7

489:

Fig. 4. Flexab presents the process model emerging from abstraction
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4 Related Work

Flexab supports the user in the creation of an abstract process model given a
detailed model. We identify three streams of related work, theoretical foundations
of process model abstraction, applications implementing abstraction functionality,
and research on process model generation.

In the recent years, a number of techniques for business process model
abstraction emerged, e.g., [3, 4, 7–9, 12, 13]. All of these works investigate the
theoretical principles of process model abstraction, while some address the
implementation aspects as well. In [3, 4, 7–9, 13] the primary challenge of process
model abstraction is addressed, i.e., structural model transformation. While the
approaches of [3, 4, 9] build on an explicit definition of a fragment to aggregate,
in [2, 10, 14] the fragments are discovered according to their properties. The
abstraction approach implemented in this work equips the user with the most
flexible way of activity aggregation. The question of how to identify model
elements that are candidates for abstraction has been tackled in [7, 8, 12].

A few ideas on business process model abstraction found their way into
implementations. The contribution of Bobrik, Reichert, and Bauer is realized
in the Proviado system [3] and the approach presented in [9] has also been
implemented in a prototype. As mentioned earlier, both approaches impose
restrictions on the selection of the activities that are avoided by our approach. In
the context of process mining, a mechanism for process simplification has been
realized as a ProM plugin [8]. In contrast to our work, this simplification is guided
by the occurrence frequency of activities in event logs. A system architecture for
an application realizing model abstraction has been presented in [7].

The employed method for the synthesis of abstract process models from
behavioral profiles belongs to the family of process model synthesis techniques.
Most prominently, the alpha-algorithm constructs a process model given an event
log [1]. The relations used in this algorithm differ to ours, since they are grounded
on direct successorship of activities. A number of approaches based on Petri net
formalism take the state space as an input for process model synthesis, e.g., [5].

5 Conclusion and Future Work

The theoretical aspects of business process model abstraction have been described
in numerous papers. Up until now, however, very few implementations of these
approaches have been presented. This paper showcases Flexab—an implementa-
tion of the business process model abstraction developed in [13]. Flexab builds
on the Oryx framework. Hence, it brings together the functionality of process
model abstraction and the Web 2.0 features of the Oryx framework including an
extensible Mashup framework.

We have to reflect on some limitations of Flexab. The abstraction is currently
restricted to Petri net models. Further, Flexab does not address the challenge of
naming activities in abstract process models. In future work, we want to extend
Flexab towards automation of process model abstraction. Since the current
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version of the tool requires the modeler to group model elements manually, the
natural next step is to develop functionality for the automatic discovery of activity
groups in process models.
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Discovering Hierarchical Process Models
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Abstract. Process models can be seen as “maps” describing the op-
erational processes of organizations. Traditional process discovery al-
gorithms have problems dealing with fine-grained event logs and less-
structured processes. The discovered models (i.e., “maps”) are spaghetti-
like and are difficult to comprehend or even misleading. One of the rea-
sons for this can be attributed to the fact that the discovered models
are flat (without any hierarchy). In this paper, we demonstrate the dis-
covery of hierarchical process models using a set of interrelated plugins
implemented in ProM.3 The hierarchy is enabled through the automated
discovery of abstractions (of activities) with domain significance.

Keywords: process discovery, process maps, hierarchical models, ab-
stractions, common execution patterns

1 Introduction

We have applied process mining techniques in over 100 organizations. These
practical experiences revealed two problems: (a) processes tend to be less struc-
tured than what stakeholders expect, and (b) events logs contain fine-grained
events whereas stakeholders would like to view processes at a more coarse-grained
level. In [1], we showed that common execution patterns (e.g., tandem arrays,
maximal repeats etc.) manifested in an event log can be used to create powerful
abstractions. These abstractions are used in our two-phase approach to process

discovery [2]. The first phase comprises of pre-processing the event log based on
abstractions (bringing the log to the desired level of granularity) and the sec-
ond phase deals with discovering the process maps while providing a seamless
zoom-in/out facility. Figure 1 highlights the difference between the traditional
approach to process discovery and our two-phase approach. Note that the process
model (map) discovered using the two-phase approach is much simpler.

The two-phase approach to process discovery [2] enables the discovery of hi-
erarchical process models. In this paper, we demonstrate the discovery of hierar-
chical process models using a chain of plugins implemented in ProM. The chain
of plugins and their order of application is illustrated in Figure 2.

3 ProM is an extensible framework that provides a comprehensive set of
tools/plugins for the discovery and analysis of process models from event logs. See
http://www.processmining.org for more information and to download ProM.
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Filtering

Filter Plugins

Event Log
s a m b c u d n j e
s a m q f h l l h g i k e
s a m f g h l h i k q e
s a m b c d n u j e
s a m f h l g i h l h k q e
s a m q f g i h l h k e
s a m q f g h l h i k e
s a m p c u d n r e
s a m b d n c u j e
s a m p d n c u r e

Traditional
Approach

Two-phase
Approach

Abstractions defined over
common execution patterns

Transformed
Log
X b Z j e
X q Y Y e
X Y Y q e
X b Z Z j e
X Y Y Y q e
X q Y Y Y e
X q Y Y Y e
X p Z r e
X b Z j e
X p Z r e

Pattern
Abstractions

Fuzzy Miner

Fig. 1: Traditional approach versus our two-phase approach to process discovery. ProM
plugins are used to filter the event log. ProM’s Pattern Abstractions plugin and the
Fuzzy Miner plugin are used to realize simple and intuitive models.

Simple
Filter(s)

Pattern
Abstractions

Fuzzy Miner

Fig. 2: The chaining of plugins that enables the discovery of hierarchical process models.

The event log may first be cleansed using some simple filters (e.g., adding
artificial start/end events, filtering events of a particular transaction type such as
considering only ‘complete’ events etc.). The Pattern Abstractions plugin is then
applied on this filtered log one or several times. The Pattern Abstractions plugin
has been implemented as a log visualizer in ProM and caters to the discovery

of common execution patterns, the definition of abstractions over them, and the

pre-processing of the event log with these abstractions. The transformed log (pre-
processed log with abstractions) obtained in iteration i is used as the input for
the Pattern Abstractions plugin in iteration i+1. It is this repetitive application
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of the Pattern Abstractions plugin that enables the definition of multiple levels
of hierarchy (new abstractions can be defined over existing abstractions). During
the pre-processing phase, for each defined abstraction, the Pattern Abstractions
plugin generates a sub-log that captures the manifestation of execution patterns
defined by that abstraction as its process instances. The Fuzzy Miner plugin
[3] is then applied on the transformed log obtained after the last iteration. The
Fuzzy Miner plugin in ProM has been enhanced to utilize the availability of
sub-logs for the defined abstractions. Process models are discovered for each of
the sub-logs and are displayed upon zooming in on its corresponding abstract
activity.

Running Example. We use the workflow of a simple digital photo copier as
our running example. The copier supports photocopying, scanning and printing
of documents in both color and gray modes. The scanned documents can be sent
to the user via email or FTP. Upon receipt of a job, the copier first generates
an image of the document and subsequently processes the image to enhance
its quality. Depending on whether the job request is for a copy/scan or print,
separate procedures are followed to generate an image. For print requests, the
document is first interpreted and then a rasterization procedure is followed to
form an image. The image is then written on the drum, developed, and fused on
to the paper.

We have modeled this workflow of the copier in CPN tools [4] and generated
event logs by simulation. We use one such event log in this paper. The event
log consists of 100 process instances, 76 event classes and 40, 995 events. The
event log contains fine-grained events pertaining to different procedures (e.g.,
image processing, image generation etc.) mentioned above. An analyst may not
be interested in such low level details. We demonstrate the discovery of the
workflow at various levels of abstractions for this event log.

2 Pattern Abstractions Plugin

The basic building blocks of the Pattern Abstractions plugin are shown in Fig-
ure 3. Figures 4 and 5 illustrate these building blocks.

Discover
Common
Execution
Patterns

Compute
Pattern
Metrics

Filter
Patterns

Form &
Select

Abstractions

Transform
Log

Fig. 3: Building blocks of the Pattern Abstractions plugin

– Discover Common Execution Patterns: The Pattern Abstractions plugin sup-
ports the discovery of tandem arrays (loop patterns) and maximal repeats
(common subsequence of activities within a process instance or across pro-
cess instances) [1]. These can be uncovered in linear time and space with
respect to the length of the traces.
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Discover Common
Execution Patterns

Compute
Pattern Metrics

Filter Patterns

Uncovered Patterns
Pattern

Metric Values

Fig. 4: The discovery of common execution patterns, computation of pattern metrics,
filtering and inspection of patterns in the Pattern Abstractions plugin.

– Compute Pattern Metrics: Various metrics (e.g, overlapping and non-over-
lapping frequency counts, instance count etc.) to assess the significance of
the uncovered patterns are supported.

– Filter Patterns: It could be the case that too many patterns are uncovered
from the event log. To manage this, features to filter patterns that are less
significant are supported.

– Form and Select Abstractions: Abstractions are defined over the filtered pat-
terns. Patterns that are closely related are grouped together to form ab-
stractions. The approach for forming abstractions is presented in [1]. Fur-
thermore, various features to edit/select abstractions such as merging two or
more abstractions and deleting activities related to a particular abstraction
are supported. Figure 5 depicts a few abstractions defined over loop patterns
for the copier event log e.g., half-toning, a procedure for enhancing the image
quality, is uncovered as an abstraction.

– Transform Log: The event log is pre-processed by replacing activity subse-
quences corresponding to abstractions. A replaced activity subsequence is
captured as a process instance in the sub-log for the corresponding abstract
activity.

At any iteration, if n abstractions are selected, the Pattern Abstractions plugin
generates a transformed log, and n sub-logs (one for each of the n chosen ab-
stractions). We recommend to process for loop patterns in the initial iterations
and maximal repeats in the subsequent iterations. For the example event log, we
have performed three iterations. The transformed log after the third iteration
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has 19 event classes and 1601 events. In the process, we have defined various
abstractions such as half-toning, image processing, capture image, etc.

Form AbstractionsSelect Abstractions

Transform Log

Fig. 5: The generation and selection of abstractions in the Pattern Abstractions plugin.

The Pattern Abstractions plugin supports additional features such as visu-
alizing patterns and exporting the traces that contain the patterns.

3 (Enhanced) Fuzzy Miner Plugin

The Fuzzy Miner [3, 5] is a process miner that mines an event log for a family
of process models using a “map” metaphor. As many maps exist that show the
city of Amsterdam at different levels of abstraction, also different maps exist
for a process model mined from an event log. In this map metaphor, an object
of interest in Amsterdam (like the Rijksmuseum or the Anne Frank House)
corresponds to a node in the process model, where streets (like the Kalverstraat
or the PC Hooftstraat) correspond to edges in the model. For sake of convenience,
we call a single map a fuzzy instance whereas we call a family of maps (like all
Amsterdam maps) a fuzzy model.

Like high-level maps only show major objects of interest and major streets,
high-level fuzzy instances also show only major elements (nodes and edges). For
this purpose, the Fuzzy Miner computes from the log a significance weight for
every element and an additional correlation weight for every edge. The higher
these weights are, the more major the element is considered to be. Furthermore,
the Fuzzy Miner uses a number of thresholds: Only elements that meet these
thresholds are shown. As such, these thresholds correspond to the required level
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of abstraction: The higher these thresholds are, the higher the level of abstraction
is. For sake of completeness we mention here that a fuzzy instance may contain
clusters of minor nodes: If some objects of interest on the Amsterdam map are
too minor to be shown by themselves on some map, they may be shown as a
single (and major) object provided that they are close enough. For this reason,
the Fuzzy Miner first attempts to cluster minor nodes into major cluster nodes,
and only if that does not work it will remove the minor node from the map.

Fig. 6: Fuzzy model and instance

Figure 6 shows an example fuzzy model (left-hand side) and fuzzy instance
(right-hand side). Note that both views show a fuzzy instance, but the fuzzy
model view allows the user to change the thresholds (by changing the sliders)
whereas the fuzzy instance view does not. The significance of a node is displayed
as part of its label (for example, the node “Transfer Image” has a significance of
0.253), the significance of an edge is visualized using its wideness (the wider the
edge, the more significant it is), and the correlation of an edge is visualized using
its color contrast (the darker the edge is, the more correlated its input node and
its output node are). The octagonal shaped nodes in the right-hand side view
correspond to the cluster nodes (one of the cluster nodes contain 4 activities
and the other contains 11 activities). All activities on the left hand side except
“Job Complete” are contained in a cluster node on the right. Apparently, the
significance weights for these nodes (0.262, 0.253, 0.250, 0.296 and 0.403) were
too low to be shown, which indicates that the corresponding threshold was set
to at least 0.403. Furthermore, the node “Interpret” (on the right) is highly self-
correlated, whereas the nodes “Transfer Image” and “Send SMTP” (on the left)
are moderately correlated.

The Fuzzy Miner has been enhanced to utilize the availability of sub-logs ob-

tained from the Pattern Abstractions plugin for the chosen abstractions. Fuzzy

models are discovered for each of the sub-logs and are displayed upon zooming in

on its corresponding abstract activity. Abstract activities are differentiated from
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other activities by means of a distinct color (a darker shade of blue, see also

Figure 6).
Figure 7 depicts the top-level process model of the copier example. This

model is generated from the transformed log obtained after the third iteration of
Pattern Abstractions plugin. The upper branch of the process model corresponds
to the creation of the document image for print requests while the lower branch
corresponds to image creation for copy/scan requests. The two branches meet
after the image is formed and the image is subjected to some image processing
functionality. The document is then printed or sent to the user via email or
FTP. The lower level details of image creation, image processing, print image
have been abstracted in this model. The Pattern Abstractions plugin enables the

discovery of such abstractions with strong domain (functional) significance. Upon
zooming in on the Image Processing abstraction, the process model depicted in
Figure 8 is shown. This sub-process in turn contains another abstract activity
viz., Half Toning (the level of hierarchy is two). Zooming in on this abstract
activity displays the sub-process defining it as depicted in Figure 8. Figure 9
depicts two other abstractions.

Interpretation of
pages in a document
to print

Rendering and
Screening of the
document

Capturing the Image
of the Document to
Copy/Scan

Image Processing

Printing the Image

Fig. 7: The top level process model of the copier event log. Blue (dark colored) nodes are
abstract activities that can be zoomed in. Upon zooming in, the sub-process defining
the abstraction is shown.

In this fashion, using the chain of plugins presented in this paper, one can
discover hierarchical process models.

4 Conclusions

We demonstrated the discovery of hierarchical process models using a chain of
plugins implemented in ProM. The repetitive application of Pattern Abstractions
plugin enables the discovery of multiple levels of hierarchy. We can use this
approach to create maps that (i) depict desired traits, (ii) eliminate irrelevant
details, (iii) reduce complexity, and (iv) improve comprehensibility.

Acknowledgments R.P.J.C. Bose and W.M.P. van der Aalst are grateful to
Philips Healthcare for funding the research in process mining.
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Image Processing

Half Toning

Fig. 8: The sub-process captured for the abstraction ‘Image Processing’ (in the top-
level model). This sub-process in turn contains another abstraction viz., ‘Half Toning’.
Upon zooming in on ‘Half Toning’, the sub-process defining that is shown.

Interpret Fusing

Fig. 9: The sub-processes for the abstractions ‘Interpret’ and ‘Fusing’. ‘Interpret’ is an
abstract activity at the top-level of the process model while ‘Fusing’ is an abstract
activity underneath the ‘Print Image’ abstraction.
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Abstract. Schematic Maps are mainly used for depicting transportation
networks. They are generated through a schematization process where
irrelevant details are eliminated and important details are emphasized.
This process, being manually performed by teams of expert designers,
is expensive and time consuming. Such manual execution is unsuitable
for the production of schematic maps for location-based services or on-
demand schematic maps, as near real-time and user-centered properties
are needed. This work proposes GeneX, a framework that can support
the automated generation of schematic maps. The framework and the
new algorithms developed were able to completely eliminate erroneous
map point placement, and to decrease by 33% the contention for map
point placement, producing schematic maps without human intervention
in soft real time.

Keywords: Schematic Maps, Software Framework, Public Transportation

1 Introduction

Schematic maps have been increasingly used in response to the need of bet-
ter and simpler maps to describe complex transport networks. This apparent
simplicity is achieved through a simplification process called “schematization
process” where choices are made regarding the level of detail and simplification.
A special type of schematic map, called spider map, has also appeared recently.
It presents innovative features such as a spider structure improve visual presen-
tation, user learning and spatial context communication. Schematic maps, by
their inherent simplicity and symbolic meaning are good maps for being used in
the transportation area as they are far more intuitive than conventional maps [1].
In fact as people travel more often, they need flexible and easy to understand
maps which may take in account their context [2]. Automation in the production
of maps is a key factor to achieve flexibility to tailor maps to user context, as
it happens with Location-Based Services [3]. There is the need, then, to develop
a software framework which could support efficiently and comprehensively the
automated generation of schematic maps. In this paper we propose and describe
a software framework which serves as an engine to the generation and test of
schematic maps.
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2 Schematic and Spider Maps

Some authors define schematic map as “an easy-to-follow diagrammatic repre-
sentation based on highly generalized lines which is in general used for showing
routes of transportation systems, such as subways, trams and buses, or for any
scenario in which streams of objects at nodes in a network play a role” [4]. One
remarkable schematic map applied to a transportation network was the Harry
Beck’s London Underground diagram. Beck’s map was considered both bold and
innovative, as for the first time lines were drawn either horizontally, vertically
or diagonally at 45. This map also uses differential zoom scaling and although
it gives the traveler some clues about the terrain features (ex: river) and his/her
location, it does not mimic the geography of London. Spider maps are special
schematic maps. Like schematic maps, the stops and lines of the transportation
network correspond to vertices and edges. However, they have enhanced features
such a spider architecture, thus having a specific set of characteristics which sets
them apart from schematic maps. Spider maps pay special attention to context
in order to enhance user learning and ease of use. A spider map such as the one
depicted in figure 1, comprehends three components:

– Hub: Describes the area in which the user is, as well as the surrounding
area with a higher degree of detail (buildings, roads, etc). The hub, as it is
the central part of the spider map, is the first component the user will look
at, as it makes uses of “focus and context” [5] and detail focusing techniques.
The hub may not comply with the 0/45/90 degrees line orientation.

– Lines: The lines follow the orthogonal orientation of the traditional schematic
maps, and describe the paths of the transport network where the user can
go through while being at the zone depicted by the hub.

– Stops: The stops are the destinations accessible to the user from the hub.

Fig. 1. Hospital de Sao Joao (Porto, Portugal) spider map. [6]

Visual simplicity of schematic maps is achieved through a sequential de-
cision process regarding the level and nature of detail and schematization. In
practice, this “schematization process” is still a manual process carried away
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by teams of expert designers. The automation of the schematization process
requires effective and efficient algorithms to achieve, in one hand, high quality
schematic maps which can be understood by people and, in the other hand, a
time-efficient process. Through schematization, certain map details are empha-
sized while others are deemphasized. It is fundamental to present the smallest
amount of information the user needs to learn the map to decrease user learning
time. Therefore information shall be reduced to its basic components to achieve
that goal. There are some studies regarding the automated drawing of schematic
maps [7] [8] [9] [10], nevertheless these studies tend to focus only some areas of
the problema and do not make a multidisciplinary approach. They mostly focus
on the schematization process [11]. Nollenburg [12] [13] makes a deep research
on the discrete mathematical foundations which are the basis of the algorithms
used in the drawing of schematic maps and makes some brief considerations
about their implementation. Nevertheless, his studies do not cover the human
perception factors nor a concrete computer framework for drawing schematic
maps. Silvana Avelar [1] [4] presents a broader study, by including some human
perception factors and studies the schematic maps on demand. She goes further
on by presenting a framework for electronic schematic maps which can answer
user queries and studies the automated generation of schematic maps. Neverthe-
less, the study of the human perception factors is limited to what she calls the
“aesthetic factors”. Most of the algorithms to design schematic maps retain a
common structure [14]. They use a graph to model the transportation network,
in which the vertices represent stops or turning points and the edges represent
the paths between two turning points.

3 The GeneX Framework

In this section, we present the GeneX framework which was developed through a
collaboration research performed by a team involving collaborators from FEUP
(http://www.fe.up.pt), OPT (http://www.opt.pt), STCP (http://www.stcp.pt),
FWT (http://www.fwt.co.uk), INEGI (www.inegi.up.pt), and that was funded
by INEGI. The GeneX framework is a software application designed to support
the following objectives:

1. The automatic generation of electronic schematic maps for complex trans-
portation networks in bounded time, through the flexible use and parame-
terization of schematization algorithms

2. To serve as a test lab to support the research of schematic maps.

By merging and processing different kinds of external information (trans-
portation networks, geographic and constraint information) through the use of
state-of-the-art algorithms, the framework generates schematic maps automati-
caly. The framework produces an SVG 3 file which can be used directly, printed
in paper or further processed. The framework alsos produce a statistics file to
measures several parameters about the framework functioning.
3 The Scalable Vectorial Graphic is XML language to describe vectorial bidimentional
graphics. It is an open format created by the World Wide Web Consortium
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3.1 Software Engineering Life Cycle model

The requirements elicitation and validation was performed together with the
project stakeholders, as part of a Joint Application Development (JAD) model
[15]. The contributions provided by the partners were highly regarded: from the
experts in information systems for transportation services (OPT), in optimiza-
tion algorithms (INEGI) and map design (FWT), to the final users of the system
(STCP). The development of this framework was considered, since the begining,
an interdisciplinar subject in which knowledge from several areas of the science
need to be integrated. Regarding functional requirements, the framework should
be capable of producing schematic and spider maps in a fully automated way,
about any location the user may select, using several schematization algorithms.
The framework should be able to obtain data through the use of a common
standard protocol data schema shared by the stakeholders. Another requirement
was that the producton of schematic maps should be time-bounded (by setting
deadlines or iterations number), to make it able to support Location-based ser-
vices. In order to serve as a test lab, the framework should allow the choice of
the algorithm and its parameters. The framework should also support different
schematization algorithms (genetic, linear, tabu search, GRASP, etc) and pro-
vide a common protocol to implement them. This set of functional requirements
needs to be supported by a set of non-funcional requirements, which compre-
hends usability, performance and interoperability. Usability is fundamental as
the schematic maps produced by the framework have a strong user learning
component: the maps produced, as well all possible interactions should be as
intuitive as possible to be quickly learned and understood by their users. The
designers and the final user team members provide insightful highlights in this
area. To be able to support location-based services, the framework should execute
the algorithm and produce the correspondent schematic map in near real time.
Therefore, the framework was designed to perform as a soft real-time system [16].
A standardized transport network data specificication was implemented and a
common interface for the algorithms was designed to achieve interoperability.
Extensive use of reusable components [17] [18] was also made. The framework
was developed by using C# Language, as a modern Object Oriented language
which supported the requirement list.

3.2 Architecture and Data Model

The architecture of the framework follows a modular structure, with two main
modules: the data preparation module and the algorithm execution module. Fig-
ure 2 shows the GeneX framwork package diagram, depicting its components.

The data aquisition and preparation module is responsible for preparing the
data to be used by the algorithm execution module. The user selects graphically
the location where he wants the spider/schematic map to be centered (hub).
The module then extracts raw data from the transport network database and
organizes it into a data structure by using the Spider Map Library. The spider
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Fig. 2. GeneX Framework Package Diagram

map library is a complex set of C# classes that support the serialization and
communicaton of the spider and schematic map structure. The algorithm exe-
cution module reads the XML file and transforms the data into an internal data
structure (to improve component reuse by the schematization algorithms). At
the user interface, the user can choose the schematization algorithm (from the
AlgLib algorithms package) to execute and its options and performance measure-
ment metrics. The business logic is then responsible for calling and executing the
algorithm and to produce the final result, which can be an SVG (Scalable Vector
Graphics) or a binary file containing serialized data. The SVG file is produced
by using a library that allows the conversion of a spider map data structure in
an SVG file called Abstract Graphs Library [6].

3.3 The HPPO Algorithm

The AlgLib package provides a foundation for the execution and configuration
of the schematization algorithms. Each algorithm has to implement the same
communication interface functions, in order to be used by the execution module:

– spiderMap execute(spiderMap, parameterList) performs the execu-
tion of the algorithm. The arguments are the spider map XML structure
that was opened by the execution module, and the algorithm parameter list,
already set up by the user. This function returns a spiderMap data structure
which is the processed spider/schematic map. That structure can then be
output to a SVG or serialized binary file.

– parameterList getParameters() the module calls this parameter function
to get the list of the algorithm parameters that can be set by the user.

We have implemented a preliminary schematization algorithm that we called
“Heuristic Point Placement Optimization” (HPPO). HPPO, aligns map points
(corresponding to the transportation network stops and stations) to a regular
grid, by positioning each map point in the nearest grid intersection. For high
density or non regular density transportation maps, map station contention for
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grid intersections will happen. In this case, the HPPO smartly solves the con-
tention through an heuristic algorithm. By using regular expressions, the point
labels are also taken into account when placing network vertices, by determining
the similarity degree of node labels in conjunction with its geographic location
in order to produce a decision about the location to plot the node where the con-
tention arises. The use of regular expressions is based in a finite-state automaton
which scans strings in order to find the degree of similarity. We are not only re-
lying in geographical information, but merging knowledge from different science
fields theory to make a higher quality judgement on how to solve the contention,
such as computer science and operations research. For each map point, HPPO
starts by checking if the nearest grid intersection is empty. If it is, then there
is no contention and the point is plotted there. If the grid intersection is not
empty, then we have a contention. This means that the geographical coordinates
of the nodes are equal, or at least, within the same decision range concerning
the square grid resolution. The automaton also tells us the degree of similarity.
If the degree of similarity is higher than the predefined threshold level, then we
assume that both nodes refer to the same location. In this case, they should be
both plotted in the same grid intersection. If the degree of similarity is lower
than the threshold, then it is important to distinguish them and plot them in
different grid intersections while maintaining the topological relation between
them. In this case, we get the topological relation between the two points (based
on their coordinates) and try to move the node to the adequate grid intersection.
It was found that preserving the topological relation between map points is of
fundamental importance when developing map design frameworks. If contention
happens again (what can happen in a highly crowded map or with a loose square
grid), then we have two options: or we may continue this cycle recursively until
the topological relation is violated, or we may decide if we shall plot the node
into the suggested grid intersection. To limit the processing time, we discarded
the recursive approach in our algorithm. Being so, we analyse the proposed grid
intersection. If contention happens again we check the degree of label similarity
through our automaton, and if is higher than the threshold, we plot the point
there. If not, we analyse both the first and the actual grid intersections suggested
and we add the node where there are less nodes plotted. The pseudoalgorithm
is described in figure 3.

4 Results

The GeneX Framework was able to generate in a fully automated way schematic
and spider maps for every location requested. It is also a very important tool as a
test lab for the schematization algorithms that are being developed. Although the
framework is still under development and the algorithms in the AlgLib are being
improved and enhanced, it is already being used for the production of schematic
and spider maps. Maps produced with this framework are already available for
public use in the cities of Porto and Lisbon. Concerning our HPPO algorithm,
it showed good results, as it can be observed in figure 4. Other advantage of
HPPO is that if different nodes refer to the same place, this algorithm can ignore
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Fig. 3. HPPO pseudoalgorithm description.

contention and plots them correctly in the same grid intersection (grouping). In
addition, all the topological relations are still preserved.

Fig. 4. Frequency matrixes showing Bad Cells (in red) when not using HPPO(left)
and using HPPO(right) for the Porto downtown spider map. HPPO reduced Bad Cells
from 9 no 6, while preserving topological relations

5 Conclusions and Future Work

The GeneX framework was used to produce spider maps that are being used in
the cities Porto and Lisbon, it has proved effective in generating spider maps.
Nevertheless, these maps were not completely produced by an automated pro-
cess, as some manual changes were necessary to improve the visual appearance,
which is the most difficult aspect to model in the algorithms. The quality of the
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results of the HPPO algorithm is quite good, showing a significant decrease in
bad cells. The algorithms need to be perfected in order to increase the quality of
the results and to make them directly usable (without any manual processing).
The algorithms need to further improve aspects such as visual line distiction,
stop label organization and geographical constraints. Some development of the
framework is also needed to support Location-based services, such a “request
manager” which can feed user requests to the framework and reply to them.
Other issues that need further study are the adaptation of the resulting maps
to different devices. All this work also needs to be complemented and validated
with usability tests and analysis.
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Abstract. DBIScholar is a free iPhone App that allows for the retrieval

and analysis of academic citations. As raw input DBIScholar uses data

from Google Scholar. Based on their analysis, a number of citation met-

rics (e.g., h- and g-index, total number of citations) is calculated. Result

are available on screen, but can be also stored and used by other Apps

(e.g., email). We believe that DBIScholar and its services will be use-

ful for authors to track the evolution of their citation metrics. Future

releases will also cover other mobile platforms (e.g., Android).

Keywords: Citation Metrics, iPhone App, H-Index, G-Index

1 Introduction

Smart phones have become an indispensable work equipment for many people.
As technology is evolving, CPUs have become faster, memory larger and batteries
more efficient. Techniques like UMTS as well as the increasing coverage of WLAN
access points provide fast mobile Internet connections and enable mobile client
applications to communicate with servers located anywhere. Being equipped with
a GPS unit together with a respective framework further allows for localisation
and navigation functionalities within mobile applications. In the meantime smart
phones have proven to be a useful platform for everyday applications. However, it
still has to be proven whether contemporary smart phone technology is ready for
enabling more sophisticated business applications. We evaluated this by realizing
advanced applications on the iPhone as one of the most advanced smart phone
platforms currently available. An important issue was to explore the capabilities
and restrictions existing for iPhone application development. To elaborate on
this we developed the DBIScholar iPhone App for calculating citation indices
based on Google Scholar data. Since the application turned out to be more
mature than a prototype and also provides interesting features for the scientific
community we have decided to make it available for free. It can be downloaded
from Apple’s App Store [4].

The major DBIScholar feature presented in this paper is to calculate two
scholarly indices, namely the h- and g-index. Both indices aim at measuring the
productivity and impact of the work published by a scholar. They are based
on the number the top most cited publications are referenced by other papers.
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The h-index was defined by J. E. Hirsch in his paper ”An index to quantify an
individual’s scientific research output” [11] in 2005 as the maximum number n
of papers with citation numbers >= n. The g-index, in turn, was introduced
by Leo Egghe in his paper ”Theory and practice of the g-index” [9] in 2006 as
an improvement to the h-index. The g-index is defined as the unique number
such that the n most cited articles (together) received at least n2 citations. The
definition of the g-index inherits most properties of the formula of the h-index.
In addition, it better takes into account the (few) very best cited articles of an
author. The h-index is robust in the sense that it is insensitive to lowly cited
papers as well as outstanding highly cited papers. Egghe claims the latter to
be a drawback as the evolution of the most cited papers is not being taken into
account at all. Once a paper is selected to belong to the top h papers, it does not
influence the calculation of the h-index in subsequent years even if it doubles its
number of citations [13]. However, the h-index still seems to be the most popular
metrics used for citation analysis.

There are online resources listing the h-indices of the best scholars in their
field such as the website ”The h Index for Computer Science” [14] and ”Arnet-
miner” [1]. To calculate the h-index of a scholar accurately, it is necessary to
know the exact citation counts of her publications. There are a few comprehen-
sive data sources such Web of Science [7], Scopus [6] and Google Scholar [2],
which can provide this data in a more or less accurate manner. [8] and [10] dis-
cuss and compare these sources in the context of calculating h- and g-indices.
Calculation results definitely vary depending on the data source used, and dif-
ferent opinions exist which data source serves best for such calculations. Due to
the fact that Google Scholar is the only data source freely available, we use it for
our application. As an advantage search results can be reproduced by anyone.

The remainder of this paper is organized as follows. Section 2 gives a short
overview of the DBIScholar architecture. Section 3 describes its main features
in detail. Finally, Section 4 gives an outlook on future work.

2 DBIScholar Architecture

As aforementioned our original goal was to analyse smart phone technologies
in terms of business capabilities. Therefore, we considered the idea to develop
an application for calculating scholarly indices to be an appropriate task as it
involves data retrieval, processing, storage, and visualization. To study as many
aspects of iPhone application development as possible and to gain experience
on the performance and capabilities of contemporary devices, we decided to
implement all functionality within the application instead of outsourcing parts
to a server. The flow chart from Fig. 1 illustrates the workflow comprising data
retrieval, processing and storage in DBIScholar.

To calculate the h- and g-indices of a particular author, the application’s
initial interface presents a form to enter the scholar of interest. An advanced
form additionally allows the user to specify further details such as publication
dates and subject areas similar to the advanced search form offered by Google
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Fig. 1: DBIScholar Search Workflow

Scholar [3] and tools like Publish & Perish [5]. After specifying an author and
submitting the filled search form, a respective URL is created to request the cor-
responding document containing the data of interest from Google Scholar. In the
given context this data includes all citation counts concerning the publications
of the specified scholar. If there is no cached data, the application requests the
document from the created URL. Otherwise, the indices are calculated based on
cached data and are immediately presented to the user. If the search returns a
valid document it is pre-processed for parsing. In this context we had to consider
that any document provided by Google Scholar may contain a maximum of one
hundred results (publications). If a scholar has published a higher number of
papers, it becomes necessary to request further documents after having parsed
the first one. Additionally, to implement the caching mechanism, the query URL
has to be saved after parsing the first document.

3 DBIScholar Features

Index Calculation. DBIScholar features are structured into three tabs. The
left tab is the one initially presented to the user after having launched the ap-
plication. Its root view presents a form allowing the user to search for the pub-
lications of a specific scholar (cf. Fig. 2a). If the search matches any result the
publication counts of all retrieved publications are determined, the h- and g-
indices are calculated, and the obtained results are presented to the user (cf.
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Fig. 2b). The user then has the options to save the results, to email them (in-
cluding all publications the results are based on), or to display the publications.

Deleting and Merging Publication Entries. To be able to calculate the
indices of a scholar as precise as possible, it is necessary to check whether all
publications retrieved during the search actually belong to the scholar of interest.
In this context all papers actually contributing to the h- and g-indices are marked
in yellow and green colours (cf. Fig. 2c). Thus it is essential to ensure that all
these publications belong to the scholar of interest and not to another one with
similar name or search criteria.

To allow users to discard publications of ”wrong” authors, DBIScholar pro-
vides the functionality to delete publications from the list by swiping the finger
across it an pressing the appearing ”Delete” button. Deleted publications are
added at the end of the list to the ”Rejects” section. Deleting publications from
the ”Rejects” section, in turn, allows restoring them. DBIScholar assumes that
publications can be uniquely identified by their titles. Occasionally, it happens
that Google’s search engine delivers multiple publications with the exact same
title as result of a search. It may also happen that the same publication is listed
multiple times because it was published under different titles or in different form
(e.g. as journal paper and a technical report). All cases in which the same pub-
lication is listed multiple times are undesirable and are most likely caused by
”confusion” of the search engine. In such a case the items should be merged into a
single representative publication, and all citation counts be added up. Generally,
it is up to the user to figure out which publications are the same. DBIScholar
then allows her to merge the identified publications using the ”Merge” button
in the navigation bar of the publications list view (cf. Fig. 2c). In DBIScholar it
is possible to merge any publication with others. The publication with the high-
est citation count is then kept as the representative publication and is marked
with ”Merge #count” in red colour in the publications list view (where count
corresponds to the number of papers merged with this publication).

Advanced Search Form. In the initially presented root view (cf. Fig. 2a),
the user has the option to extend the form by tapping ”Advanced Search...”.
Amongst others, the advanced search form allows users to specify a subject area
or to limit the publications to a certain period of time. This can be especially
useful when search results include many publications of an author or multiple
authors with similar names. Instead of deleting all the publications of ”wrong”
authors, it can be an option to use the advanced search to retrieve less non-fitting
publications.

Displaying Publications. After selecting any publication in the list view,
DBIScholar provides further details on it. The appearing user interface offers up
to four additional functions. First, if a link to the publication file is available the
respective document can be displayed. Second, an ”Email Link” button allows
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users to send this link via email. Third, if the publication has been merged with
others, the ”Dissolve” button displays a user interface which allows demerging
existing items. Fourth, statistics on citations of the respective paper can be
displayed (cf. Sect. 3).

Reuse Settings of a Previous Search. Both the search form and the ad-
vanced search form allow users to re-apply the settings they have made in the
context of a previous query (e.g., to merge certain publications or to delete
them). For this purpose DBIScholar allows them to turn on this feature before
submitting a query. The App then checks whether the user has submitted the
same query before. In this case, it will look for all settings the user has performed
on the publications list of her previous search. These are then applied to the pub-
lications list obtained as result of the current query as well. However, there are
cases for which this feature does not perform well. Occasionally, a single query
delivers multiple publications with the exact same title. As another exception a
search request might not deliver exactly the same title for an identical publica-
tion as another search. Actually, this happens in rare cases. DBIScholar then is
unable to figure out that the two publications are actually the same.

(a) Search (b) Search Results (c) Publications

Fig. 2: Search Tab

Managing Search Results. The history of all conducted and stored queries
may be displayed by tapping the ”History” tab on the root view of DBIScholar
(cf. Fig. 3a). The history list of previous queries then differentiates between
cached and saved queries indicated either by a transparent or a shiny blue floppy
disk (cf. Fig. 3a). A history entry itself displays the author’s name and the date



70 Pre-proceedings of CAISE’11 Forum

of the query. When selecting an entry from the history list, the displayed user
interface is exactly the same as the one obtained when initially triggering a
search. Thus all features introduced so far are also accessible within the ”History”
tab. The only difference is that the results view, which displays the calculated
indices, provides further details of the queries instead of instructions on how to
edit the results after initially triggering a query.

Comparison. The root view of the history tab provides another interesting
feature offered by the ”Compare” button in the navigation bar (cf. Fig. 3a).
After pressing this button the user may select two queries form the history to
compare their results with each other. Doing so the two indices for both queries
are displayed in the same screen (cf. Fig. 3b). The two colours yellow and green,
which are also used to differentiate between publications solely contributing to
the h-index and those contributing to the g-index, are now being used to differ-
entiate between the two results (cf. Fig. 3b). Again, it is possible to display the
publications the results are based on. The publications of both searches are then
displayed in the same list (cf. Fig. 3c). The colours indicate to which of the two
searches a publication belongs. If one publication belongs to both search results,
it is displayed in neutral colour (i.e. blue). To compare the citation counts of
the two searches anyway, these are displayed in a small section on the left. The
citation count of the publication belonging to the second search (green) is being
displayed in relation to the first one and thus may display values such as +1,
−3, or 0. Note that this feature is not only interesting to compare two scholars,
but also to track changes of the citation counts of publications belonging to the
same author and their impact on the indices over time. This can be done by
submitting the same search once in a while. When comparing the latest search
with a previous one, users can find out whether citation counts of their papers
have changed or whether this led to updated indices.

Graph Feature. DBIScholar allows users to visualize the evolution of the cita-
tion counts of a particular publication over time. The respective graph is based
on all publications citing this publication. Particularly, it enables predictions
on the future evolution of the citation counts. Users have the option to switch
between a detailed view (cf. Fig. 4a) providing the exact citation counts per
year, and another progression graph (cf. Fig. 4b) showing the progression of the
citation counts on a single screen. Since Google Scholar does not always provide
a publication date, accuracy of the graphs varies. A percentage icon on top of
the graph view indicates (cf. Fig. 4a) its accuracy in percentage based on the
total publication count allocated in the graph. By clicking the percentage icon,
this exact issue is described in a separate screen as illustrated by Fig. 4c. Finally,
it is also possible to send an image of the graph to any email address.
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(a) History Root View (b) Index Comparison (c) Citation Comparison

Fig. 3: History Tab

(a) Detailed Graph (b) Progression Graph

(c) Graph Accuracy

Fig. 4: Graph Views
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4 Outlook

Since it turned out to be a mature application providing useful features for
researchers, we will invest further efforts to enhance DBIScholar. One idea is
to visualize the evolution of the indices based on the dates of all publications
citing an author of interest. This feature would be analogue to the one described
in Section 3 for the citation counts of one particular paper. Another extension
will be the integration of an offline access feature allowing users to download
publications to access them at any time. Some articles about the h index claim
that it is possible for authors to manipulate their indices by citing their own
publications [12]. Thus, another interesting feature is to count the number of self-
citations and to calculate the percentage based on the overall citation count. To
further improve DBIScholar and to extend it with additional features we would
appreciate getting feedback via Apple’s App Store rating system [4] or email.
Finally, we will provide DBIScholar on other mobile platforms (e.g. Android and
Windows Phone 7) in future.
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Abstract. A major problem in achieving security goals in application
development is the overwhelming amount of security-related information,
variety of tools, and numerous security risks and vulnerabilities. Software
analysts, developers, and testers are not often able to identify relevant
security knowledge. Many security tools focus only on detecting vulner-
abilities, but the embedded available security guidelines are usually not
directly auditable. To fill these gaps, we introduce a new tool, called
SD Elements, which focuses on prevention of vulnerabilities as opposed
to detection. SD Elements is a centralized security knowledge base that
covers different development life cycle phases, so security is built into the
application from the early phases of the life cycle. Users are able to spec-
ify technologies, platforms, requirements, and programming languages,
and SD Elements tailor security guidelines for different projects accord-
ing to the user specifications. It enables businesses to provide tangible
security audit evidence and trace compliance with security standards.
The tool is currently being beta tested in varieties of firms, by different
roles, and in different development phases.

Keywords: Application security, security requirements, development guidelines,
security knowledge, test case.

1 Introduction

The software engineering community is slowly beginning to realize that infor-
mation security is also important for software whose primary function is not
related to security [1]. Since prevention is often more economical than remedi-
ation, empirical security knowledge such as common attacks and vulnerabilities
are made public and available for practitioners through web-based portals such
as NVD [2], CWE [3], OWASP [4]. Security standards, such as PCI DSS [5] or
ISO [6] provide high level guidelines and impose several compliance requirements
to application developers.
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In reality, software analysts, developers, and testers are overwhelmed with
the amount of available information and variety of tools they can employ. Ana-
lysts are given massive lists of security requirements, guidelines, and standards,
and they need to provide tangible and audit-able evidence that the products
comply with security guidelines. Employing tools can help application testers.
However, security testing tools are usually intimidating and their adoption rate
is low, specially because application developers and testers are not often secu-
rity experts. Testers also need to tailor the testing scripts for the platforms and
technologies that they use.

The bottom line for practitioners is finding the relevant body of information
to their projects. However, there is a significant gap between the existing body
of empirical knowledge collected in (web-based) knowledge portals and actual
development demands.

1.1 Contributions

To fill the current gaps, we introduce a secure application development manage-
ment tool, called SD Elements, which provides a set of core values to application
developers, system analysts, and quality assurance teams.

SD Elements is a web-based knowledge repository of security guidelines, em-
powered by a retrieval tool. SD Elements surveys users to learn about the nature
of the project, platform, language, and technologies, and then it tailors security
knowledge:

– Generates relevant security requirements.
– Provides tailored guidelines on secure architecture design.
– Provides reusable development standards for different development platforms

and technologies.
– Provides sample tested code for implementing the standards.
– Creates a list of security test cases (and check lists) to enable non-expert

developers systematically test security requirements.
– Integrates into application life cycle management and bug tracking tools such

as Quality Center and trac.
– Ranks the risks related to standards which helps with prioritization of de-

velopment guidelines and security requirements.

SD Elements focuses on vulnerability prevention instead of detection. It inte-
grates security knowledge into the development life cycle, thus, security is built
into the application from the early phases. SD Elements provides a compliance
mechanism, i.e., users can trace which guidelines are employed, implemented,
and tested. This provides businesses with tangible and traceable evidence for
audit purposes. Finally, it provides requirements, implementation, and testing
guidelines, in situations that compliance with PCI DSS and HIPPA is needed.

2 SD Elements Architecture

SD Elements users will be software developers such as requirements analysts,
programmers, testers, project leaders, and security analysts. For each project,
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SD Elements surveys the developers about the nature of the project, security
features and users of the application, types information being handled by the
application, business drivers and policies, platforms, technologies, programming
languages, and application interfaces. By collecting these information about the
project, SD Elements retrieves a customized set of guidelines and requirements,
appropriate for specific projects.

For example, application general questions (Figure 1) uncover the type of
application, type of web server, programming languages, platforms, third party
technologies and libraries. The survey also enables users to provide more de-
tails about the features and functions of the project. For example, developers
can specify whether the application being developed involves interactions with
operating system, file-upload function, authentication of end users, etc.

Fig. 1. SD Elements Survey (application general questions)

The answer to the questions enable the tool to refine the rest of questions as
well as retrieve relevant security guidelines and requirements. These guidelines
in the SD elements knowledge base are developed according to:

– Current vulnerabilities for different technologies, platforms, and languages.
Each guideline or requirement corresponds to a vulnerability in Common
Weakness Enumeration list of vulnerabilities [3].

– Best practices and existing standards such as OWASP [4], WASC threat
classification [7]; empirical data about commonly-exploitable applications in
web applications based on years of penetration testing; threat models, and
source code review; and regulatory compliance including PCI DSS, HIPPA
HITECH, GLBA, NERC CIP, and international privacy laws.
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2.1 Knowledge Retrieval Engine

SD Elements’ knowledge storage and retrieval is based on Boolean logic. The
knowledge retrieval engine provides security guidelines, based on what users
has specified. For example, if users select a J2EE project, then SD Elements
concludes the user will be developing a web application that is probably multi-
tiered, etc. Thus it does not require overwhelming efforts for users and project
owners to describe the nature of project for receiving useful information. Project
managers can get security guidelines as well, without knowing much of technical
details.

2.2 SD Elements Knowledge Base Architecture

Figure 2 depicts a high level overview of the SD Elements’ knowledge base ar-
chitecture. The contents of the knowledge base are vulnerabilities, security stan-
dards, and implementation of the standards. By answering the survey questions,
a set of properties about the project are gathered. Each property entails a set
of content. The tool is implemented in Django which allows creating models to
generate the data base schemas.

Fig. 2. High level architecture of SD Elements knowledge base

3 Integration with Software Development Life Cycle

SD Elements helps in management of secure application development. It facili-
tates building security into the application, from the early requirements stage,
and considering security in mind at the design and implementation activities. Fi-
nally, it provides step-by-step test cases to help non-security experts test relevant
cases to their application.

3.1 Requirements Generation

SD Elements supports application security requirements analysis:
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– Surveys analysts about the project settings.
– Generates a list of relevant security requirements (in different categories)

which are tailored with respect to the project settings.
– Links generated requirements to relevant vulnerabilities.
– Links the generated requirements to a design/implementation guidelines and

test cases.
– Lists the requirements criteria of acceptance. These criteria are actually the

test cases. Thus, analysts will know from the early stages, how the require-
ments will be tested.

3.2 Design and Development Guidelines

SD Elements provides project-specific implementation guidelines. Suggested guide-
lines correspond to the list of security requirements and settings of the project.
Sample (and tested) code, whenever applicable, is provided as part of the con-
tent. For example, for the HTML encoding for JSPs, SD Elements provide a
sample code as depicted in Figure 3. Figure 4 shows an example list of develop-
ment guidelines in the authentication category.

Fig. 3. Standard encoding format, sample code

3.3 Application Testing

SD Elements generates step by step test cases, that include failure conditions,
sample scripts (if needed), guidelines about testing tools, and guiding videos. By
the time the users get to the testing phase, SD Elements has provided proper
security requirements and implementation guidelines. Thus, although test cases
are provided, the emphasis is on preventing vulnerabilities instead of detection.
Test cases are linked to security requirements, and user can specify a test is
passed. Then, the requirements status is changed (to satisfied) as well. Figure 5
shows a screen shot of a sample test case.
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Fig. 4. A sample development guideline generated by SD Elements tool for a banking
application

3.4 Umbrella Processes

Incremental survey: The survey section of the tool can be answered gradually
and incrementally, i.e., the more questions answered by the user, the more specific
and accurate guidelines are retrieved by SD Elements.

A Traceability System: Users can trace which guidelines they have applied,
which ones are not applicable, and which guidelines are outstanding. Applicable
guidelines and implementation standards can be added to bug tracking systems
and generated requirements can be imported to general requirements documents
such as PDF and doc files.

4 Beta Test Plan

SD Elements will be in beta test in a variety of sectors, such as energy, inde-
pendent software vendors, healthcare, and financial services. It will be mostly
championed by application security managers and development team leaders.
The beta tests will help us investigate various aspects of real world application
of SD Elements. By the end of the beta test phase, we will have concrete data
to evaluate usefulness and usability of SD Elements in real world practice.

1. How and in what logical path users browse the standards.
2. How the standards and requirements are applied in different phases of de-

velopment and by what roles.
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Fig. 5. A sample SD Elements test case

3. Whether users treat guidelines only as an after the fact check list or devel-
opers use guidelines in daily development tasks.

4. Whether SD Elements help developers actually prevent the introduction of
potential vulnerabilities into the code.

5. Whether users find SD Elements intuitive and usable.
6. Whether users need additional security knowledge sources in addition to SD

Elements.

5 Related Work

Various web-based software vulnerability knowledge bases provide a shared and
standard way for identifying, specifying, and measuring software weaknesses and
vulnerabilities. Common Weakness Enumeration (CWE) [3] provides a unified,
measurable set of software weaknesses for enabling effective discussion, descrip-
tion, selection, and use of software security tools and services that can find
these weaknesses in source code and operational systems. National Vulnerability
Database (NVD) portal provides a search engine over the Common Vulnera-
bility and Exposure (CVE) and Common Configuration Enumeration (CCE)
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databases. However, these knowledge portals usually lack specific guidelines to
prevent the introduction of vulnerabilities. The burden of identifying relevant
vulnerabilities in the massive lists of these portals is on developers. SD Elements
solves these issues by providing customized guidelines for preventing CWE vul-
nerabilities.

The need for security guideline customization has been addressed in another
tool called TeamMentor [8]. TeamMentor only provides two layers of guidelines
filtering: 1) technology and 2) role of the user. Thus, still a massive list of guide-
lines without specific categorization is provided to the user. A link between
the suggested guidelines for different phases of life cycle is not considered, thus
traceability is not possible. Project specific features and functionalities are not
used to generate the list of guidelines, and still software developers can become
overwhelmed with the large list of guidelines.

6 Conclusions and Future Work

SD Elements is a web-based security knowledge base that provides security
guidelines for different development life cycle phases. The main goals of SD El-
ements is to build security into the application, from the early phases of the life
cycle. The outstanding contribution of SD Elements is tailoring the guidelines
according to project description. SD Elements helps businesses provide tangible
security audit evidence and trace compliance with security standards.

The results of the beta tests will help us investigate whether by applying
SD Elements, more vulnerabilities are actually prevented. In future releases, SD
Elements will be customizable to different domains and businesses. End user
administrators will be able to add their own questions, answers, and content
items so that they can support any technology stack. Also, we will continuously
add more content, thus SD Elements will work as a subscription service rather
than a single tool.

References

1. I. A. Tondel, M. G. Jaatun, and P. H. Meland, “Security requirements for the rest
of us: A survey,” IEEE Software, vol. 25, pp. 20–27, 2008.

2. National Vulnerability Database. http://nvd.nist.gov/.
3. Common Weakness Enumeration. http://cwe.mitre.org/.
4. OWASP. http://www.owasp.org/.
5. PCI Secutity Standard Council, Data Security Standards (PCI DSS).

https://www.pcisecuritystandards.org/.
6. M. J. Kenning, “Security management standard — iso 17799/bs 7799,” BT Tech-

nology Journal, vol. 19, no. 3, pp. 132–136, 2001.
7. Web Application Security Consortuim Threat Classification v2.0.

http://projects.webappsec.org.
8. Secure Development Standards. http://securityinnovation.com/products/team-

mentor/.



SecTro: A CASE Tool for Modelling Security in 

Requirements Engineering using Secure Tropos 

Michalis Pavlidis and Shareeful Islam 
 

School of Computing, IT and Engineering, University of East London, UK 

m.pavlidis@ieee.org, shareeful@uel.ac.uk 

Abstract. Secure Tropos is an extension of Tropos methodology, which 

considers security throughout the whole development process. The main 

concept of Secure Tropos is the security constraint that captures constraints 

regarding security. Similarly, the concepts of dependency, goal, task, resource, 

and capability were also extended with security in mind. In this paper we 

present the SecTro tool, a CASE tool that guides and supports the developers in 

the construction of the appropriate models of Secure Tropos.   

Keywords: Security, goal modelling, requirements engineering, Secure Tropos, 

CASE tools. 

1   Introduction 

As the use of information systems is increasing rapidly everyday in finance, 

military, education, health care, and transportation, the need of security is increasing 

respectively. The stored information in many cases is sensitive and has to be secured 

by protecting it from any attack. In other words, there should be cost effective and 

operationally effective protection from undesirable events [1]. 

It is already agreed by the industry and research community, that security has to be 

considered from the early phases of the software development process [2]. Having 

defined the security requirements along with the functional requirements will enable 

the better comprehension of the system’s security issues and limit the conflicts 

between the security and functional requirements for more secure information 

systems [1]. 

Secure Tropos is a security requirements engineering methodology that considers 

security throughout the whole development process [1]. The approach identifies, 

models and analyses the security issues from the early stages of software development 

within the organization and social settings [2]. But, the fact that it considers security 

from the early stages of software development, results in a serious increase of the 

activities in the software development stages and therefore requires the existence of a 

software tool to support the development process [2]. This paper demonstrates a tool, 

named SecTro, which assists the security analysts in constructing the relevant Secure 

Tropos diagrams that are required in order to identify, model and analyze the security 

issues.  
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The rest of the paper is structured as follows. Section 2 is a review on Secure 

Tropos. Section 3 illustrates the tool that supports Secure Tropos. Section 4 discusses 

the related work while section 5 concludes the paper and presents future work. 

2   Secure Tropos Methodology 

 Secure Tropos is an extension of Tropos methodology that takes security into 

account and is based on the concept of security constraint. Also, the Tropos concepts 

of dependency, goal, task, resource, and capability were also extended with security 

in mind and formed the secure entities [1, 3]. Secure Tropos includes the following 

modelling activities, the security reference modelling, the security constraint 

modelling, the secure entities modelling, and the secure capability modelling. In 

addition, it consists of four stages, the early requirements, the late requirements, the 

architectural design, and the detailed design stages. The metamodel of Secure Tropos 

[4] is shown in Fig. 1 and for a more detailed description of Secure Tropos please 

refer to [1], [3]. 

 

Fig.1. Secure Tropos metamodel. 
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3   The SecTro Tool 

3.1. SecTro Architecture  

SecTro is a standalone application that was built with the Java programming 

language making it a portable application across different platforms. The package 

diagram is shown in Fig.  2 and descriptions of the packages are given in Table 1. The 

class diagram of the classes that are responsible for the drawing functionality of the 

tool is shown in Fig.  3. In the ElementType class belong all the elements that can be 

drawn, such as an actor and a hard goal, and in the LinkType class belong all the links 

between the elements, such as the “plays” link and the “satisfies” link. The class 

diagram of the graphical user interface (GUI) package is shown in Fig. 4. 

 

Fig. 2. Package diagram of SecTro. 

 
Table 1. Description of the SecTro packages. 

Package Description 

sectro The parent package that includes the main class and all the sub 

packages 

sectro.drawing Contains the generalized class for all the drawing objects 

(DrawingObject) and the elements and links packages 

sectro.drawing.elements Contains the classes for all the drawing elements (Actor, 

HardGoal,Resource, Plan, etc.) 

sectro.drawing.links Contains the generalized class for all the Links (Link) and the 

classes for all the drawing links (LinkDependency, LinkRestricts, 

LinkPlays, etc.) 

sectro.gui Contains all the classes related to the user interface (MainForm, 

ToolBar, MenuBar, etc.) 

sectro.util  Contains all the utility classes (ImageUtil, XMLUtil, FileUtil, etc.) 
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Fig. 3. Class diagram of the SecTro drawing functionality. 

 

Fig. 4. SecTro GUI class diagram. 

 

3.2. SecTro Layout and Functionalities 

SecTro’s workspace (Fig. 5) consists of the drawing canvas in the centre, on the 

top there is a series of tabs for showing the developed diagrams for each stage of 

Secure Tropos, the project explorer and the properties panel are on the right side, the 

toolbox (Fig. 6) is on the left side, and the SecTro assistant at the bottom of the 

workspace. The graphical representations of all the concepts of Secure Tropos by the 

SecTro tool are shown in Fig. 7 and the graphical representation of the secure 

dependency is shown in Fig. 8. 
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Fig. 5. SecTro workspace. 

             

Fig. 6. SecTro toolbox. 

 
Fig. 7. Secure Tropos notation. 

 
Fig. 8. Secure Dependency. 
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The main functionalities of the SecTro are to support the developer in the 

modelling activities of Secure Tropos. Therefore, the tool enables the developer to 

perform security reference modelling (Fig. 9), security constraint modelling (Fig. 10), 

secure entities modelling (Fig. 11), and secure capability modelling. During these 

activities the tool has a mechanism for checking the rules and constraints and informs 

the developer for any error. Also, the SecTro assistant panel shows more information 

about the rules and constrains, the concepts and the meta-models. In this way it assists 

the developer in the learning process of Secure Tropos methodology. Furthermore, the 

tool enables the developer to export the diagrams as images and in XML format. 

 

Fig. 9. Security reference modelling. 

 

Fig. 10. Security constraint modelling. 

 

Fig. 11. Secure entities modelling. 
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During the architectural design the architecture of the system is defined. The tool 

can automatically generate the architecture style and the system decomposition. 

However, the activities of the architectural design can be a very difficult task for a 

developer without knowledge of security. Finally, in most cases, during the end of the 

architectural design the security attack testing takes places, where the design of the 

system is tested against the security requirements [5]. The tool automatically 

generates for the developer the security attack scenario template and the security test 

case template. 

4  Related Work 

Although Secure Tropos is still in research and it is difficult to develop a CASE 

tool for a methodology that is still in research, the i* modelling framework has been 

out for some years and a number of related CASE tools were developed to support it.  

OME [6], OpenOME [7], REDEPEND-REACT [8], TAOM4e [9], GR-Tool [10], T-

Tool [9], ST-Tool [11], J-PRiM [12], jUCMNav [13], SNet Tool [14], and 

DesCARTES [15] are some examples of such tools. 

The aforementioned tools, although they were developed for different ultimate 

purposes, they all provide support for the i* modelling framework, which is the 

modelling framework that was adopted by Secure Tropos as well. But, Secure Tropos 

introduces new concepts that none of the previous tools enables their graphical 

representation, i.e. security constraint, secure goal, secure plan, secure resource, and 

secure capability. Also, the previous tools don’t provide support for the modelling 

activities that Secure Tropos introduces, i.e. security constraint modelling, secure 

entities modelling, and secure capability modelling. So, despite the fact that 

experienced users with Secure Tropos can make conventions and use the previous 

tools to construct single diagrams; these tools are not adequate to support the Secure 

Tropos methodology. 

5  Conclusions and Future Work 

The tool supports the developers in the modelling activities of the early and late 

requirements and architectural design stages of Secure Tropos by assisting them in the 

construction of the relevant concepts and models that are required during the new 

modelling activities. Its user-friendly interface makes it easy to use and assists 

security analysts who are not familiar with the methodology, by providing them with 

information about the methodology concepts, stages, and metamodels. Also, it 

enforces rules and constraints and provides valuable feedback on various actions of 

the developers in an interactive way.  The tool has already been used by the students 

of university of East London to model and analyse security issues of a real industry 

case study.  However, the tool does not support the modelling activities of the detailed 

design stage and we consider this as future work. In addition, future work includes the 

extension of the XML Schema in order to validate more models of the methodology.  
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Abstract. Adobe Lightroom is an example of a domain-specific infor-
mation management tool that has adopted many of the practices that
have become well-established within the research community such as
automatic metadata extraction, fast keyword-based retrieval and query-
based collections for the management of images. It also supports the
workflow of professional photographers. We will present a web-based
system that transfers some of these advanced concepts to the realm of
research publications. The new application introduces sophisticated fa-
cilities for classifying publications in different dimensions based on com-
bined notions of flagging, tagging, ratings and colours in addition to
manual organisation and sorting in collections. Retrieval and discovery
in a potentially large publication corpus is achieved by providing efficient
browsing techniques based on a faceted search interface and user-driven
categorisation.
Keywords: domain-specific information management tools, faceted
browsing, search interface

1 Introduction

Adobe Lightroom1 is an example of a domain-specific information management
tool for digital photographs. Many professional photographers use it to browse
and manage large collections of digital photographs as well as performing post-
production activities in an efficient way [9]. In order to support the management
of thousands of pictures, it has adopted many of the practices that have become
well-established within the research community such as automatic metadata
extraction, fast keyword-based retrieval and query-based collections. Another
popular example is Apple’s iTunes2 which provides similar features for manag-
ing music and video files. Both systems incorporate advanced organisation and
retrieval techniques considered as emerging research trends in information man-
agement and human-computer interaction such as dynamic, faceted search [1,
2, 4, 14], sophisticated tagging systems [3, 11, 12] and the integration of web re-
sources [7].

1 http://www.adobe.com/products/photoshoplightroom
2 http://www./apple.com/itunes
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We aim to transfer the ideas and concepts introduced by state-of-the-art
information management tools for digital media to other domains and different
types of personal information. As a first step, we have developed a system for the
management of research publications in the form of PDF documents and their
associated metadata. Our system provides a faceted search interface similar to
Adobe Lightroom, but adapted for effectively browsing research publications by
taking into account both available metadata specific to publications as well as
user-defined criteria. We will show how the system can support researchers in
tasks and workflows related to scientific publishing, for example, when carrying
out a literature review in order to collect and manage related work.

We will start with an overview of related work in Sect. 2, followed by a pre-
sentation of the use case that motivates the system and supported workflows
in Sect. 3. In Sect. 4, we will outline the interaction with the system and de-
scribe the key elements of the user interface. Section 5 gives an overview of the
implementation and our demonstration is summarised in Sect. 6.

2 Background

As well as supporting advanced means of organising and searching for data,
Adobe Lightroom [9] differs from most information management tools in terms
of its extensive support for the entire information workflow from the capture
and storage of images, through the organisation and processing of them, to the
publishing of images in a variety of formats such as slideshows and web pages.
In addition, images can be published to Web 2.0 sites such as Facebook and
Flickr. Existing publication management systems such as Mendeley Desktop or
EndNote also provide search facilities and tools for managing publications using
categories, labels and favourites. However, in constrast to Lightroom, they do
not provide different views for different workflows and neither adapt the user
interface to the current task the user is performing, nor do they provide helpful
abstractions in different phases of a larger management and review process.

Other systems designed to improve information retrieval through the use of
semantic data include Haystack [8] and iMecho [2]. Haystack allows users to store
references to arbitrary objects of interest along with any other properties, i.e.
attributes and relationships, that they consider to be important. These proper-
ties can then be used to support both faceted querying and associative browsing.
iMecho takes these ideas further by building associative links between resources
from implicit access patterns of user activity sequences. In addition to support-
ing various kinds of search services, it is important that personal information
management systems can help users organise their information. The basic hier-
archical model of the file system and the desktop metaphor continue to dominate
even though many studies have shown that users often struggle to organise their
resources in a way that suits their activities [15]. While many alternatives have
been proposed over the years, including the document piles of Lifestreams [5]
and the collection-based approach of MyLifeBits [6] that allows an information
item to be categorised into arbitrary collections, these have had little influence
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on desktop systems. However, alternatives to the hierarchical model of organi-
sation can be seen, not only in various Web 2.0 applications such as Flickr, but
also within desktop applications such as Adobe Lightroom.

While studies proclaim tagging as a viable substitute for file-based document
management [12], so far no adequate user interface solution that supports a
transition away from traditional document management has been proposed. One
of the predominant problems with manual tagging is the increased effort and
cognitive load for users. Facets on the other hand are usually easier to deal with
than free-form tags, especially when they can be extracted semi-automatically.
Note that facets do not have to be text-based, but can also incorporate colours,
groups or numeric values such as ratings. Faceted search is still a very active
area of research and several innovative visualisations have been proposed, e.g.
[10, 13].

3 System and Use Case

We will illustrate the Lightroom information management paradigm at the core
of our system by considering the example of managing scientific publications
for a literature review. Researchers typically gather and compile their reading
lists of relevant publications from various sources. They then read and classify
them according to relevance and other attributes based on personal preferences
in order to select the set of most relevant papers for a specific work. Given that
a literature review may involve a huge number of publications, a publication
management tool that provides a flexible and lightweight approach to efficient
categorisation as well as fast searching and retrieval can help achieve that task
more efficiently. By adopting the Lightroom model, we have designed the system
illustrated in Fig. 1 that supports the management and classification of research
publications along multiple degrees of freedom.

Figure 1 shows a screenshot of the application as we have used it to gather
related work for this particular paper. The publications managed by the system
have been imported from existing BibTeX files so that the system has access to
the publication metadata such as title, author, booktitle, year and location. The
tool offers a faceted search bar at the top where the bibliography can be filtered
according to various attributes. For example, we can quickly filter and display
only those publications that have been published at CAISE in previous years,
and then continue to filter by authors as well as a specific year or location.

In the centre, all publications that meet the search criteria are displayed
as boxes, with the title at the top followed by an excerpt of the abstract and
additional metadata. In our example, we have organised the publications into
three collections. The collection on the left-hand side contains all publications
that are part of the reading list compiled for this paper. The collection in the
middle is a hand-picked selection of publications that are related to the topic of
faceted browsing and the collection on the right contains papers about existing
personal information management tools. These collections were created directly
in the browser simply by dragging and dropping publication entries from one
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Fig. 1. Publication system populated with the related work from this paper

collection to another. Note that the faceted search bar on top filters the content
of all collections, which is useful when searching across multiple publication
libraries.

All publications currently displayed can also be directly manipulated using
the in-place editing controls for colouring and rating at the bottom of each box. In
our example, we have used these features to colour important publications in red
and rate them according to relevance, as can be seen by the stars at the bottom
of each entry. Making combined use of multiple and orthogonal classification
dimensions allowed us to classify the relevant publications and quickly choose
the ones to be referenced in this paper.

4 Lightroom Paradigm for Publication Management

The most important step in designing the proposed system was to decide which
concepts from Lightroom are suitable for the management of research publica-
tions and how they would translate to the new domain and different metadata.
Figure 2 highlights the key features of our search interface that align it with
the use of metadata and faceted search in Lightroom, but it also illustrates
the changes we had to make when moving from digital photographs to research
publications.

Similar to Lightroom, we distinguish between metadata and user-driven at-
tributes. Metadata can be extracted directly from the BibTeX source and define
the publications in terms of various dimensions which can then be used as facets
in faceted browsing. Suitable candidates for facets are attributes where the same
values appear multiple times and ideally cluster the information space into sig-
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Fig. 2. Faceted search interface for research publications

nificantly large groups. For each of these facets, the user interface offers a list
of attribute values inferred from the data that can be selected and combined
to perform faceted browsing. In terms of research publications, the candidates
we have chosen are Authors, Conference/Journal, Locations and Year (top of
Fig. 2). Note that the publication title is not a suitable candidate as the title is
usually unique and better used in combination with keyword-based retrieval.

On the other hand, user-driven attributes introduce a way for users to classify
publications, which allows them to quickly organise, manage and browse their
publication corpus. Examples of user-driven attributes in our system include
colours, ratings and different kinds of flagging, e.g. to mark read/unread papers.
These user-driven attributes can then also be queried with corresponding toggle
buttons and sliders that hide or show matching publications (bottom of Fig. 2).

The main advantage of faceted browsing is that users can only perform selec-
tions that actually yield results. Additionally, facets can be re-calculated after
every refinement to immediately give the user some feedback about the result
size of further selections. All selections and restrictions are performed in real-
time and the results are immediately shown to the user. When designing the
faceted search interface for the publication domain, it was important to consider
the types of queries a user may want to perform. Since publications are often
the combined effort of more than one author, our system provides several search
modes for the Authors facet. In the first mode, several authors can be selected
simultaneously, selecting all the publications that have been written by any of
the selected authors. The second mode is similar to the first one, but performs
a conjunction of selected authors resulting in all publications that have been
written by selected authors collaboratively. The last mode allows publications
to be filtered by first author only.

Another important difference when moving to research publications relates
to how Lightroom visualises the contents of photo collections where it makes
extensive use of thumbnails that can be directly created from the pictures. For
other types of information, it is typically required to dynamically look up or even
create thumbnails derived from metadata, e.g. album art for MP3s or individual
frames from movies. While, in our case, the generation of thumbnail images
from the PDF is technically possible, it was considered impractical as the scaled
down version of a text document might be barely readable and often provides
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only a snapshot of the first page. In addition, the two-column layout used by
many research publications provides very few visual cues that might help users
remember a particular publication based on its thumbnail. That is why we opted
for an approach where we create an appropriate representation based on the
publication’s metadata such as title, authors and abstract. In Fig. 3, an example
of our visual representation of a single publication is given. These “thumbnails”
are enhanced with small, unobtrusive user interface elements which enable users
to directly manipulate some key attributes as mentioned before.

Fig. 3. Visual representation of a single publication with direct attribute manipulation

Finally, our system also supports the creation and maintenance of different
collections of research publications. These can, for example, be used to maintain
personal or shared reading lists, individual publication lists as well as all publi-
cations of a research group. Our solution allows ad-hoc lists to be quickly created
that can be laid out spatially as illustrated in Fig. 4. Using this approach, users
are free to arrange the publications according to their preferences since individ-
ual publications can be moved, not only within a collection, but also between
collections using simple drag-and-drop interactions.

5 Implementation

The system is based on a rich client web architecture and was created based
on the popular jQuery web framework3 in order to support rich and responsive
interactions as well as a look-and-feel similar to the original Adobe Lightroom.
The server-side components were implemented based on CakePHP4—a PHP
web development framework with well-suited abstractions along the MVC de-
sign pattern—and are responsible for user account registration and login as well
as the storage and retrieval of publication collections. Facet calculation and fil-
tering in the client is based on AJAX and HTML DOM manipulation techniques

3 http://www.jquery.com
4 http://www.cakephp.org
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Fig. 4. Management and sorting of research publications in collections

that allow us to reduce loading time of publication entries and dynamically show
and hide them according to whether they match the search criteria. We have also
developed a number of tools for converting BiBTeX to XML and RSS formats,
allowing for easy import of existing bibliographies as well as exporting publi-
cation lists managed with our system. Moreover, a lightweight version of the
system, with only faceted search rather than publication management capabil-
ities enabled, can be integrated with existing web sites, e.g. those of research
groups, and allow visitors to quickly filter and browse publication databases.

6 Demonstration

In our demonstration, we will show the publication management system de-
scribed in this paper. We will provide several example publication databases,
including personal and shared reading lists for different topics, but we will also
give the opportunity for interested parties to explore the novel management facil-
ities using their own bibliographies imported from BibTeX. In this way, visitors
will be able to experience a Lightroom-like publication management system for
themselves and test whether it enables them to browse and search individual or
groups of publications more efficiently.
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Abstract. This paper presents the Analysis of Networked Links (AnnL) tool 
that supports the principles and practices for the planning for viable enterprises, 
through such disciplines as Enterprise Engineering (including Enterprise Archi-
tecture, Governance, and Service Management).  It shows how the software can 
be used throughout the lifecycle of Enterprise Engineering, providing synchro-
nized  reports not readily available in other tools.   

Keywords. Enterprise Engineering, Systems Planning, Analysis of networked 
Links, Work systems 

1 Introduction 

This paper describes the use of a tool that can be used to plan an enterprise so that it is 
viable. This tool – Analysis of networked Links (AnnL) – can be used from strategic 
through to tactical planning; from enterprise-wide portfolio management to detailed 
service design.  The design of the tool is based upon the experience of using it for 
over 15 years in preparing more than 50 strategic plans, Business Cases, tender 
evaluations, architecture risk analyses, and policy developments. 

Every enterprise consists of a set of processes that convert inputs into outputs as 
products or services.  These processes require people using resources to do their job 
within socio-technical systems, which we will call ‘work systems’ [1].  If the enter-
prise is to be viable then these work systems must be planned (decisions made and 
resources allocated) so that the enterprise as a whole can act in time to avoid the ef-
fect of risks or to take up opportunities. 

We will consider how the AnnL tool supports general managers (as they are de-
signers too [2]) or specialists such as strategic planners, Business Process Managers/ 
Decision managers, Enterprise Architects, or Service Managers - gathered under the 
label of Enterprise Engineering in either the European [2] or US [3] meaning- in their 
planning of work systems that make up viable enterprises. 

There are five risks in the existing techniques and tools for Enterprise Engineering: 

• Incomplete consideration of all resources – Until recently the most important re-
sources, Who and Whom, were overlooked in the commonly used Enterprise Ar-
chitecture frameworks.  Recently, we have seen the emergence of Human Views, 
thankfully [5]. There is almost no mention of Worth in any framework, including 
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Zachman (as recently pointed out by [6]).  Only one tool, Abacus [7], helps in de-
termining the cost of ownership of architectures – despite the mention of Economic 
views in GERAM [8] (or ISO 15704, if you prefer).  Even Archimate, which does 
provide a notation schema that applies to most of the layers (resources) in a work 
system, misses skills, worth, facilities, and time.  We need techniques and tools 
that cover all of the resources. 

• Insufficient consideration of alignment – Currently, Enterprise Architecting looks 
the wrong way.  It concentrates upon integrating resources across processes - along 
the rows in Table 1.  We do have Business Motivation Models or Enterprise Vi-
sions to give the ‘big picture’.  We do have diagrams that show the relationship be-
tween capabilities and functions (business services) and activities and, ultimately, 
data or physical resources.  Unfortunately, most viewpoints cover only two layers 
in an architecture.  It is hard to align the resources over all of the levels.  There are 
some exceptions: service maps used in Service Management do show the top-to-
bottom alignment of resources to objectives, with [9] giving such an example using 
Archimate notation.  We need to be able to align all resources in this way. 

• Lack of unified approach – There is confusion in the use of different notation, 
terms, and approaches.  There are attempts to develop standards in notation - 
UML, SysML or Archimate [4] - but we still need notations that address all of the 
layers of planning; from business motivation to implementation plans, such as 
physical data models or network blueprints. 

• Documentation rather than design – Although some tools, such as Systems Archi-
tect or Abacus, provide simulation, risk management, or costing support for the de-
sign of architectures, most tools are merely documentation aides (as noted also by 
[10]).  They do little to help in planning, providing only views of the intended de-
sign for buyers and blueprints for builders.  

• Addressing the wrong audience – Most Enterprise Engineering tools are intended 
for use by specialist enterprise modelers rather than by general managers.  They 
produce detailed visual representations of possible systems to be considered by 
verbally skilled senior managers as part of their decisions about the acquisition of 
resources.  We need to support the decision-making process of these managers 
rather than just feeding them incomprehensible models. 

AnnL is designed to remedy all of these risks.  

2 Use of AnnL Tool  

All that is necessary to use AnnL is to list items (resources) then link them.  AnnL 
uses the categories of the items, the initial estimates of their parameters, and the na-
ture of the links between the items to prepare graphical, numerical, or verbal reports 
to decision makers so they can judge best what should be done.  

These items and the nature of their links come from the data model in Figure 1.   
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Fig. 1. Data Model for the AnnL Tool 

The data model is derived from the need for AnnL to support the planning practices 
and the Principles of Planning that are given on the Systems Planning Mentor website 
at www.layrib.com, from where the software and its manual also can be downloaded.   

Through this data model, AnnL enables a planner to consider the consequence of 
pressures that are of concern to the various key points-of-view; who are then willing 
to pay to have resources with requisite value (capability, capacity, constraints) to use 
to avoid the negative consequences and enhance the positive; to measure the risks of 
the options that have been generated from combinations of alternative resources 
thought to have the requisite capability; to determine the price risk of the options 
through a cost model of the resources needed to carry out the tasks that implement the 
options; and to describe the Action Plan for carrying out the tasks using these re-
sources, according to blueprints (‘viewpoints’) that guide those people who are im-
plementing that option with the least price and performance risk. 

It is this list-link operation that is the key difference between AnnL and other En-
terprise Architecture or data modeling tools.  AnnL involves building a database (a 
linked list, of course) from which the diagrams or tables are generated rather than 
starting with a diagram and then building an ‘encyclopedia’.  This approach was also 
advocated by [11], independently from, and well after, the inception of AnnL.  Their 
approach does not cover the range of resources or reports as AnnL.   

Abacus from Avolution [7] also uses this approach, although mostly when building 
an architectural description from existing lists of resources rather than during the 
initial design process.  As an aside, AnnL could be developed into a library within 
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Abacus, using it as the engine for producing the Reports rather than the current use of 
Excel macros, but there are sufficient differences in approach, outlined below, to 
warrant AnnL standing alone. 

List Items.  So, the first action in AnnL is to list the items to be linked.  Figure 2 
shows an extract from the Input sheet.  The planners describe each resource or action 
or stakeholder in the left most column.  They classify each item, according to the type 
of resource or action, in the middle columns.  Then they give initial estimates (using 
low-likely-high values, if necessary) in the right most columns.   

 
Item Description Item Type Re-

source 
Sub-resource Low Likely High 

Grow business  Values: capable Way Business service 1000 1500 2500 

Increase cash flow for 
BUP 

Values: capable Worth Income - Earnings 500 700   

Win new business  Values: capable Way Business service       

Fig. 2. Input for AnnL, showing description of items, their classification, and initial estimates 
(extract from Excel) 

In order to ensure semantic consistency, the planner classifies each item by using a 
pick list that draws upon the checklist of resources in the data model.  The pick list in 
the successive columns alters according to what has been picked for the higher classi-
fication.  For example, if ‘Way’ has been chosen as the relevant resource for a value 
then the sub-resources in the next column are only those part of the ‘Way’ checklist.   

Of course, this step is easier said than done.  There are many planning practices, 
described on the Systems Planning Mentor website, that need to be used by planners 
to make sure this list is correct. 

Link Items.  The other main action in building AnnL is to link the items.  These 
links show the nature and extent of the relationship between the different items. 

The links are made through pick lists, as shown in Figure 2.  The resource at the 
head of the link is picked; then the resource forming the tail is picked from a list tai-
lored to the head.  AnnL then automatically moves to the rows for the tail items.  
Finally, the link is entered in the rows corresponding to the tails of each link, using 
more pick lists to ensure that the nature of the link is semantically consistent for the 
items being linked.   

As for listing the items, the planners need to draw upon their expertise and the 
planning practices to determine what these links should be. 

One of the differences between AnnL and other Enterprise Engineering tools is 
that AnnL can use, encourages the use of, verbal input.  The extent of the links can be 
numeric (0.1 – 1) or verbal (very weak, vw, – very strong, vs), for example.  Simi-
larly, as shown later, AnnL can report numerically or verbally; whatever the recipi-
ents of the Reports prefer. 
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Fig. 3. List of Links, showing the pick lists that are used to link head items and row items (to 

the left), with the extent of the link inserted into the three columns to the right 

That is all that has to be done by the planners.  AnnL does the rest: carrying out the 
variety of analyses and producing the models that the planners need, in whatever for-
mat that they wish. 

3 Applications for Enterprise Engineering 

AnnL produces many different Reports, according to the application of planning.  The 
Reports contain various versions of the trees, tables (‘matrices’ or ‘catalogs’ in 
TOGAF terms), or words that are the result of the calculations carried out by AnnL, 
using the type of items and the links between them. 

One of the major advantages of AnnL is that it enables all of the many documents 
that make up a Business Case or the design of an Enterprise Architecture to be syn-
chronized easily.  Each time a planner changes an item or its link, AnnL will auto-
matically update all of the Reports containing that item and link. That is, the new 
reports can reflect not only changes in editing of items, such as names, but also 
changes in the logic underlying the relationships between the components.  This abil-
ity is rare in most Enterprise Architecture tools. 

Examples of these Reports are given below.  These examples show the variety of 
formats and results that can be produced by AnnL. The underlying algorithms used in 
the analyses are available from the Mentor site.  

The following examples are taken from a case study (loosely) based upon an actual 
project.  Anonymity is protected - as is the author.  The case study involves a high-
level strategic decision by Business Utility Providers (BUP) to take an initiative form-
ing a new business line in hiring out specialist but redundant staff.  There are a num-
ber of decisions to be made at the strategic, operational, and tactical level.  After these 
decisions (whether to centralize or decentralize the business line or to outsource the 
IT, for example) have been made then AnnL can prepare the blueprints for the project 
managers or the systems builders. 

There is not enough space to show the full portfolio of reports.  The following 
viewpoints [12] were chosen because they show the results of techniques that only 
AnnL provides or bring out the versatility of AnnL or they are more compact than the 
diagrams that might be preferable in the actual case and so can fit in the page limit. 
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Consequence Chain.  One of the techniques used in strategic planning is the mod-
eling of the consequences of external or internal pressures upon the enterprise.  The 
intention of this viewpoint is to assist planners in finding points of intervention that 
break the chain leading to risks or amplify the chain leading to opportunities.  These 
interventions are values (descriptions of the required resource, such as a procedure for 
winning more business or a facility in a less risky location).  The set of values that 
intervene in the chains describe the capability of the strategic initiative. 

Figure 4 shows a consequence chain in the N2 or Design Structure Matrix [13] 
viewpoint. Of course, this example is but a very small subset of the full analysis. This 
viewpoint can be easier to use than the equivalent diagrammatic map for the more 
complicated circumstances in the usual architectural description [14].  This example 
shows how the value of ‘Win new business’ breaks the link to the risk of ‘lose more 
staff’; nothing gets past this intervention.  The numbers at the head of each column 
are a result of the modeling of the consequences from the cost of the risk back to the 
initial drivers of the risk (considering other drivers not shown in this example).  So 
‘win new business’ is an important capability. 

 

 

Fig. 4. Consequence chain in N2 viewpoint. Intervening value shown in grey. 

Influence of Points of View.  Figure 5 shows the influence between the points-of-
view (stakeholders).  This analysis starts with estimates of the initial power of the 
stakeholders according to their position, entered on the list of items.  AnnL combines 
this estimate with the extent of the influences, shown in the links, to determine who 
inherits the most power.  

The viewpoint uses strings to represent the influence from one point-of-view to the 
next.  The ditto (“) marks represent a repetition of the item on a previous line. 

The diagram shows that the PS Association representative influences the Politi-
cians who influence the Government, and so on.  There is a branch at Government, 
who influences both the Department of Labour and the BUP Board.  The Suppliers 
start their own string, which intersects with the other at the BUP People CEO. 
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PS Prof 
Association 
[10] 

Politicians[8] Government[6] Dept of 
Labour[2] 

BUP 
Board 
[1] 

BUP Peo-
ple CEO [1] 

Finance 
Group [0] 

" " " " " " BUP HR 
Department 
[0] 

" " "  BUP 
Board 
[1] 

BUP Peo-
ple CEO [1] 

Finance 
Group [0] 

Suppliers of 
services[5] 

    BUP Peo-
ple CEO [1] 

Finance 
Group [0] 

"     " BUP HR 
Department  

Fig. 5. Stakeholder Influence Diagram, using the Strings viewpoint 

The numbers in brackets are the results of the calculations of cascading influence, 
which can be used to determine which point-of-views are key (Politicians and Suppli-
ers in this case). AnnL does produce other tables with this information in more detail.  
It is dangerous politically to show this report to the actual points-of-view. 

This analysis is essential for the proper design of a system [2, 5, 15] but it is not 
available in most Enterprise Engineering tools.  Nor is the Strings viewpoint. 

Values Statement.  AnnL can generate values trees (or means-ends tree or Func-
tional Decomposition Diagrams), as can most tools.  More usefully, AnnL also gener-
ates verbal descriptions of values, for the senior decision-makers who are more com-
fortable with words than with diagrams, as shown in Table 1, AnnL uses the links 
between values and sub-values, and the extent to which the key stakeholders are will-
ing to pay for each value, to determine the words (‘must’, ‘should’, ..) expressing the 
criticality of each value.  It generates this table and the equivalent visual tree. 

Table 1. Ideal State Description, listing the objectives and constraints that form the require-
ments of the system 

In order to contribute to meeting the goal of winning new BUP business, the 
BUP CEO 
  a.  Must increase awareness of staff capabilities  
  b.  Should improve exposure to market  
  c.  Might increase expertise of BUP staff 
whilst meeting the constraints: 
  a.  Must comply with corporate policy about … 
       etc   

Design Analysis Display.  Although Enterprise Engineering should be about de-
sign, most Enterprise Engineering tools are useful for documenting a design rather 
than for designing.  They rarely help in creating ideas for options.  AnnL extends the 
powerful creativity technique of (General) Morphological Analysis [16] through the 
use of Design Analysis Displays (see www.layrib.com).   

Figure 6 shows an example of a Design Analysis Display.  The diamonds are de-
sign decisions formed by each of the capability values that intervene in the Conse-
quence Chain. The boxes are alternative solutions for these design decisions.  A path 
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through all of the alternatives is an option.  In the example, there are 13 possible op-
tions. 

 
Fig. 6. Design Analysis Display 

AnnL can use the judgment of the planners (shown in the links representing the as-
sessment of the alternatives against the pertinent values) to show the ‘best’ paths. 

Business case report.  The design of work systems involves finding the option 
with the least performance and price risk.  As shown in Table 2, AnnL produces a 
“Risk Picture” for decision-makers to use to trade off the performance risks of options 
against their total cost of ownership, adjusted for the time of expenditure. It shows the 
output in words or numbers, to fit to the cognitive style of the audience. 

Table 2. Business Case Report, showing cost-benefit analysis, and description of risks 

    D
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Price         

Income    $-     $-     $-    

Outgoes    $(199,000)  $(248,000)  $(74,000) 

Nett Present Value    $(199,000)  $(248,000)  $(74,000) 

(Discount rate)   0% 5% 7% 

Risk Cost    $2,443,182   $3,125,000   $2,386,364  

Risk Adjusted Price    $(2,642,182)  $(3,373,000)  $(2,460,364) 

Performance Impact    

Grow business  essential should not should not might not 

Make use of staff  essential   might  

Comply with policies  .. essential might not should not  

Improve exposure  nice to have   might not might not 
The planner can use different financial metrics.  They include cost-benefit ratios, 

Return on Investment, Internal Rate of Return, Nett Present Value, and (preferably) 
Risk-Adjusted Price – where the costs of failing to meet the values are added to the 
price.  Abacus seems to be the only other tool to carry out such calculations. 

Action Plan.  AnnL can produce detailed Action Plans, as shown in Table 4.  They 
list the tasks for implementing processes, who is responsible for the tasks, the assets 
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needed and the budget for them, and the measurement of the quality of these tasks.  
This Report is in a format more familiar to managers. 

AnnL also produces associated Reports.  They include the list of roles, grouped 
over tasks; total budget for each task; and consolidated list of qualities (performance 
measures).  These other Reports are generated at the same time as the Action Plan. 

Table 3. Action Plan (incomplete) 

1 
Who 
does receives Task Detail Assets  Budget  Time Quality 

1.1  BUP 
Board  

 BUP 
People 
CEO  

Approve 
Placement 
Business  

      Year 
1  

  

1.2 
  

 BUP 
People 
CEO  
HR 
Group 

PS 
Profes-
sional 
Associa-
tion  Project 
staff 

Notify 
staff of 
change in 
business 

Pay off 
opponents 

  
  

  
  

0.5  
Year 
1  
0.5  
Year 
2  

 90% 
staff 
in-
formed 
in 24 
hours 

1.3  Fi-
nance 
Group  

Suppliers 
of serv-
ices 

Buy 
equipment 
on eBay 

Get guide-
lines 

 
Opera
tors  

 
-15000 

Year 
2  

 

There is feedback between the Action Plan and the Business Case.  The Action 
Plan shows the task and resources needed to implement an option.  The costs of these 
resources automatically appear in the pricing of the options in the Business Case. 

Implementation Reports.  AnnL can produce a number of reports that are useful 
builders of systems.  Some Reports are to evaluate design options.  Other Reports are 
produced after the Business Case has been accepted, as it is not very useful to worry 
about modeling something so we can do it better, if we do not need to do it at all.   

These Reports could include a variety of Enterprise Architecture viewpoints.  It is 
intended to extend AnnL to be able to produce all of the TOGAF viewpoints and the 
new AusDAF viewpoints (which include all of the MODAF v1.2.004 and DODAF 
2.02 viewpoints plus some of its own). 

4 Conclusion 

The AnnL tool supports all of the planning needed to ensure an enterprise is viable.  It 
uses a comprehensive checklist (WHAT) to provide a complete and consistent con-
sideration of the resources at the various steps in the planning process.   

All the planners need to do is to list and link items.  AnnL then produces the Re-
ports that support the design of architecture, in the formats that are most acceptable to 
the various audiences.  These Reports are readily updated and synchronized. 

If Enterprise Engineers use AnnL when planning work systems then they are free 
to use their insight and experience, systematically and with full analytical support, 
without being caught up in the drudgery of documentation. 
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Abstract. Most requirements elicitation methods do not explicitly pro-

vide a systematic way for deciding the boundary of the usage context that

should be taken into account because it is essentially difficult to decide

which context element should be included as the system requirements. If

a developer explores the context boundary in an ad-hoc manner, the de-

veloper will be faced with the frame problem because there are unlimited

context elements in the real world where the target system exists. There

are many application domains that should take into account the frame

problem: security, safety, network threats, and user interactions. To deal

with this problem, this paper proposes a new type of requirements anal-

ysis method for exploring the context boundary using guide words, a set

of hint words for finding a context element affecting the system behavior.

The target of our method is embedded systems that can be abstracted as

a sensor-and-actuator machine exchanging the physical value between a

system and its context. In our method, only the value-context elements,

a kind of value objects, are extracted as the associated context elements.

By applying the guide words, we can explore only a sequence of context

elements affecting the data value and avoid falling into the frame problem

at the requirements analysis phase.

Keywords: Context analysis, Frame problem, Embedded systems.

1 Introduction

Many embedded systems not only affect their context through actuators but also
are affected by their context through sensors. The term context refers to the real
world such as the usage environment that affects the system behavior.

In most cases, context is only roughly analyzed in comparison to functional
or non-functional system requirements. As a result, unexpected behavior may
emerge in a system if a developer does not recognize any possible conflicting
combinations between the system and its context. It is also difficult to decide
the boundary of the context that should be taken into account: which context
element, an object existing outside of the system, should be included as the tar-
gets of requirements analysis. If a developer explores the context boundary in an
ad-hoc manner, he or she will be faced with the frame problem [7] because there
are unlimited context elements in the real world where the system exists. The
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frame problem is the problem of representing the effects of the system behavior
in logic without explicitly specifying a large number of conditions not affected
by the behavior.

To deal with the frame problem in embedded systems, we propose CAMEmb
(Context Analysis Method for Embedded systems), a context-dependent require-
ments analysis method. A context model is constructed from the initial system
requirements by using the UML Profile for Context Analysis. This context model
clarifies the relation between a system and its context. In CAMEmb, only the
value-context elements, a kind of value objects, are extracted as the associated
context elements because many embedded systems are abstracted as a sensor-
and-actuator machine exchanging the physical value between a system and its
context. Applying the Guide Words for Context Analysis, we can explore only a
sequence of context elements directly or indirectly affecting the data value ob-
served or controlled by the system sensors and actuators. Other context elements
not affecting the system observation and control are not taken into account be-
cause these context elements do not affect the system behavior. We can deal with
the frame problem because we only have to consider limited number of context
elements as the context of the target system.

The remainder of this paper is structured as follows. In Section 2, problems
in the current requirements analysis methods are pointed out in terms of the
frame problem. In Section 3 and 4, CAMEmb is introduced to deal with the
frame problem. In Section 5, we discuss on the relation between CAMEmb and
the problem frame approach [5]. Moreover, we discuss how to apply our idea to
other domains such as security. Concluding remarks are provided in Section 6.

2 Motivation

In this section, typical problems in the current requirements analysis methods
are pointed out by describing the specification of an electric pot as an example.

2.1 Motivating Example

An electric pot is an embedded system for boiling water. Here, for simplicity,
only the following is considered: 1) the pot has three hardware components: a
heater, a thermostat, and a water level sensor; 2) the pot controls the water
temperature by turning on or off the heater; 3) the pot changes its mode from
the heating mode to the retaining mode when the temperature becomes 100
Celsius; and 4) the pot observes the volume from the water level sensor that
detects whether water is below or above a certain base level.

In case of the electric pot, the water temperature should be taken into ac-
count as an important context element. Here, as an example, let us consider
the specification that controls the water temperature. In most cases, this spec-
ification is described by implicitly taking into account the specific context—for
example, such the context that water is boiled under the normal air pressure. A
developer describes the software logic corresponding to the specific context—in
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this case, the pot continues to turn on a heater switch until the water temper-
ature becomes 100 Celsius. Below is the specification described in pseudo code.
This function describes that a controller continues to turn on a heater while the
value of the temperature obtained from a thermostat is below 100 Celsius. The
Boil function behaves correctly under the normal circumstance.

// Boil function

while thermostat.GetTemperature() < 100.0

do heater.On();

Although this traditional approach is effective, there is room for improve-
ments because it does not explicitly consider the context elements such as water
and air pressure. The above Boil specification looks correct. However, faults
may occur if the expected context is changed—for example, the circumstance of
the low air pressure. Because the boiling point is below 100 Celsius under this
circumstance, the software controller continues to heat water even if its temper-
ature becomes the boiling point. As a result, water evaporates and finally its
volume will be empty. The water level sensor observes the volume, and the pot
stops heating. Although this behavior satisfies the above system specification,
the pot may be useless for the people who use it up on high mountains where
the air pressure is low.

2.2 Problems to be tackled

The boundary of the context should be determined from stakeholders’ require-
ments. If we consider climbers as customers of the pot, we have to admit that
we failed in eliciting requirements in the above example.

It is not easy to define the context boundary even if the target users of
the system are determined. A developer will be faced with the frame problem
because there are unlimited context elements in the real world. There are some
studies that take into account the real world as a modeling target. For example,
Greenspan, S. et al. claim the necessity of introducing real world knowledge
into requirement specifications [2]. But, current requirements elicitation methods
do not answer a question: how and why do we find air pressure as a context
element ? Of course, domain knowledge and past experiences are important to
find this kind of requirements elicitation. Moreover, we admit that there are no
complete methods to overcome the frame problem. However, at the same time, we
need a method for systematically exploring the context boundary because many
incidents that occur in the real embedded systems are caused by insufficient
context analysis. That is, unexpected context influence that cannot be predicted
in the requirements elicitation phase tends to cause a crucial incident. Many
engineers in the industry face this problem.
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Fig. 1. Context analysis model for an electric pot

3 CAMEmb

CAMEmb is a context analysis method for dealing with the problem pointed
out in Section 2. CAMEmb complements the insufficiency of the traditional
requirements analysis methods.

3.1 Context analysis model

Figure 1 illustrates the result of context analysis for an electric pot. The upper
side and the lower side show a system and its context, respectively. The details of
the Controller in the context model are described in the system analysis model.
Sensors and actuators for observing or controlling the context are regarded as the
interface components that separate the context from a system. Figure 1 shows
only the structural aspect of the context modeling. The details of the Controller
and the behavioral aspect of the context model are omitted due to the space
limitation. In CAMEmb, the behavioral aspect is modeled using state machine
diagrams. The structural aspect plays an important role in exploring the context
boundary as mentioned below.

3.2 UML profile for context analysis

A UML profile is provided for context analysis. This profile can describe sys-
tem elements, context elements, and associations between them: four kinds of
stereotypes including � Context �, � Hardware �, � Sensor �, and
� Actuator � are defined as an extension of the UML class (� Sensor � and
� Actuator � are subtypes of � Hardware �); and five kinds of stereotypes
including � Observe �, � Control �, � Transfer �, � Affect �, and
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Fig. 2. Stepwise context analysis using guide words (for illustration only)

� Noise � are defined as an extension of the UML association. The arrow of
� Observe� and� Control� indicates the target of observation and control.
The arrow of � Noise � and � Affect � indicates the source of noise and
affect, respectively. The arrow of � Transfer � indicates the source of trans-
formation. The associations between Controller and three hardware components
(sensors and actuators) indicate the phenomena such as sending a command
from software to hardware and receiving data from hardware. However, stereo-
types for these phenomena are not provided in our UML profile because they
should be considered in system analysis not in context analysis.

4 Stepwise context analysis using guide words

The context model shown in Figure 1 is created as illustrated in Figure 2. Figure
2 shows only the image of context analysis procedures. Please refer to Figure 1
when a detailed analysis result is needed.

Step1: extract directly observed or controlled context elements

First, context elements (� Context �), which are directly observed or con-
trolled by a sensor or an actuator, are extracted. We regard the environment
value as a context element because CAMEmb focuses on embedded systems
based on sensing and actuating. We call these context elements “value-context
elements”. In case of an electric pot, water level and water temperature are
extracted since water level is observed by the water level sensor and water tem-
perature is controlled by the heater.

Step 2 [Initial boundary]: extract indirectly observed or controlled
context elements

An element directly observed by a sensor may be an alternative context element
in such a case that the sensor cannot observe the original value of the target
context element. For example, the pot wants to observe not the water level
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Table 1. Guide words for context analysis

No. Category of � Affect� Guide word

1. physical phenomena factor that determines the upper limit

2. physical phenomena factor that determines the lower limit

3. physical phenomena factor related to a specific value

4. influence to sensing factor that interferes with the observation

5. influence to actuation factor that interferes with the control

but the water volume. Next, we explore the target context elements by using
� Transfer �. In the step 2, all paths from sensors and actuators to the
target context elements are completely extracted. The initial context boundary
is determined in this stage. In case of an electric pot, water volume and water
temperature are extracted as the initial context boundary.

Step 3 [intermediate boundary]: extract impact factors using guide
words

The initial context boundary is an ideal boundary in which system’s sensing and
controlling are not affected by other factors. However, there are many factors
affecting observation and actuation in the real world. We have to extract these
factors in order to develop reliable embedded systems.

In CAMEmb, impact factors that affect the states of these context elements
are extracted using guide words. Guide words, hints for deriving related elements,
are effective for software deviation analysis [6]. Guide words are mainly used in
HAZOP (Hazard and Operability Studies). In HAZOP, deviation analysis is
performed by using the guide words including NOT, MORE, LESS, AS WELL
AS, PART OF, REVERSE, and OTHER THAN. For example, higher pressure,
which may be deviated from a normal situation, can be derived from the property
pressure and the guide word high.

In addition to the HAZOP guide words, CAMEmb provides a set of guide
words specific to the context analysis as shown in Table 1. These guide words
help us to find an obstacle that affects the system observation and control in
terms of the context-value. By using these guide words, we can extract context
elements that affect the context elements existing within the initial boundary. If
there is a context element having the influence on another context element, we
link them by the � Affect� association.

In case of an electric pot, the boiling point can be extracted as an impact
factor for the water temperature by applying the guide word “factor that deter-
mines the upper limit” since the temperature does not become higher than the
boiling point. Step 3 in Figure 2 shows this stage of the context analysis.

4.1 Step 4 [Final boundary]: determine the context boundary

We have to continue to extract impact factors as many as possible to develop
reliable systems. In case of an electric pot, the air pressure can be extracted as
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an impact factor for the boiling point by applying the guide word “factor related
to a specific value” since the boiling point of the water is 100 Celsius under the
circumstance of 1.0 atm. At this point, we finish the context exploration because
we can find no more impact factors affecting the air pressure.

We can extract two context elements water volume and air pressure as the
final context boundary.

As shown here, the boundary of the context is explored by using UML Pro-
file for Context Analysis and Guide Words for Context Analysis. We can explore
only a sequence of context elements directly or indirectly affecting the data value
observed or controlled by the system sensors and actuators. Other context ele-
ments not affecting the system observation and control are not extracted. There
are many context elements such as person, table, and light in the environment of
an electric pot. However, these context elements do not affect the data observed
or controlled by the pot. So, we do not have to take into account these context
elements. These context elements exist out of the boundary.

5 Discussion

5.1 Avoidance of the frame problem

In CAMEmb, we select only the elements affecting the data value observed or
controlled by a system. We think that the value-based context analysis is rea-
sonable because most embedded systems observe the input data from the envi-
ronment through sensors and affect the environment by emitting the physical
outputs through actuators. The system behavior is determined by the data ob-
served by the sensors and controlled by the actuators. We have only to take into
account the context elements explicitly or implicitly affecting the data linked
with the � Transfer � or the � Affect � associations. The context anal-
ysis terminates when there are no more context elements affecting the data. In
our approach, the affection is determined by using guide words. Of course, the
method using guide words is not complete. But, the method helps a developer
to find the context elements affecting the system behavior as many as possible.

5.2 Problem frames

Jackson, M. proposes the problem frames approach in which relations between a
machine (a system to be developed) and the real world are explicitly described.
The approach emphasises on the importance of analysing the real world and the
problems. The notion of context in CAMEmb corresponds to the real world in the
problem frame. Examples of formalising requirements with problem frames can
be found in [1] [3]. We believe that CAMEmb provides a fruitful mechanism for
using the problem frames approach more effectively. The problem frames approach
is strong in analysing the real world (context) in terms of the problems. On the
other hand, CAMEmb is strong in exploring the context boundary.
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5.3 Application to other domains

Parnas, D. L. and Madey J. propose the four-variable model [8] in which the func-
tions, timing, and correctness are described by using monitored variables, control
variables, and input / output data items. The four-variable model was used to
specify the requirements for the A-7 aircraft in SCR (Software Cost Reduction)
[4] providing a tabular notation for specifying requirements. The four-variable
model is similar to CAMEmb because monitored variables and control variables
correspond to context elements observed by sensors and controlled by actuators.

Although we may not be able to apply CAMEmb to all the application
domains, there are many domains that can be modelled as monitor-controller (or
sensor-actuator) systems. Security, safety, network threats, and user interactions
are examples of such domains. In these domains, context can be analyzed using
our approach. For example, trust in the security domains correspond to value
in CAMEmb. By defining the guide words that affect the trusts, we can explore
the trust boundary.

6 Conclusion

In this paper, we proposed CAMEmb, a context-dependent requirements analysis
method. As demonstrated in this paper, we could provide a method for exploring
the context boundary. The idea of value-context elements and guide words plays
an important role. We think that the essential idea of CAMEmb can be applied
to other kinds of context such as security and safety in embedded systems. As
the next step, we plan to apply CAMEmb to such an application.
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Abstract. Data warehouses and Online Analysis Processing (OLAP)
have acknowledged and efficient solutions for helping in the decision-
making process. Through OLAP operators, online analysis enables the
decision-maker to navigate and view data represented in a multi-dimensional
manner. But when the data or objects to be analyzed are complex, it
is necessary to redefine and enhance the abilities of the OLAP. In this
paper, we suggest combining OLAP and data mining in order to create
a new visualization operator for complex data or objects. This opera-
tor uses the correspondence analysis method and we call it VOCoDa
(Visualization Operator for Complex Data).
Keywords : OLAP, Data Mining, Complex Data, Visualization

1 Introduction

Data warehouses and Online Analysis Processing (OLAP) have recognized and
effective solutions for helping in the decision-making process. Online analysis,
thanks to operators, makes it possible to display data in a multi-dimensional
manner. This technology is well-suited when data are simple and when the facts
are analyzed with numeric measures and qualitative descriptors in dimensions.
However, the advent of complex data has questioned this process of data ware-
housing and online analysis.

Complex data often contain a document, an image, a video, ..., and each of
these elements can be described and observed by a set of low-level descriptors
or by semantic descriptors. This set of elements can be seen not only as com-
plex data but also as a complex object. A complex object is a heterogeneous set
of data, which, when combined, form a semantic unit. For instance, a patient’s
medical record may be composed by heterogeneous elements ( medical test re-
sults, X-rays, ultrasounds, medical past history, letter from the current doctor,
...) and is a semantic unit. It is a complex object.

As said above, warehousing and online analytical processes must be modified
in the case of complex objects. In this paper, we focus on the visualization of
complex objects. The problem of storing and modeling complex objects is dis-
cussed in other articles. The purpose of online analysis is to (1) aggregate many
data to summarize the information they contain; (2) display the information
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according to different dimensions (3) navigate through data to explore them.
OLAP operators are well-defined for classic data. But they are inadequate when
data are complex. The use of other techniques, for example data mining, may be
promising. Combining data mining methods with OLAP tools is an interesting
solution for enhancing the ability of OLAP to analyze complex objects. We have
already suggested extending OLAP capabilities with complex object exploration
and clustering.

In this paper, we are concerned with the problem of the visualization of
complex objects in an OLAP cube. By this means, we aim to define a new ap-
proach to extending OLAP capabilities to complex objects. With the same idea
of combining data mining and online analysis, some works suggest using Visual
Data Mining technology for visually and interactively exploring OLAP cubes.
Maniatis et al. list possible representations for displaying a cube and offer the
CPM model (Cube Presentation Model) as a model in an OLAP interface [3].
The CPM model borrows visualization tools from the field of the HMI (Human
Machine Interface). Unfortunately, these works do not take complex objects into
account . In a cube of complex objects, the facts are indeed complex objects, and
the dimensions can include images, texts, descriptors, ... and OLAP measures
are not necessarily numeric. Given these characteristics, standard visualization
tools are not necessarily well-suited and should be adapted. To do this, we use
the well-known principle of the factor analysis method in data mining. Factor
analysis makes it possible to visualize complex objects while highlighting inter-
esting aspects for analysis. This technique represents objects by projecting them
on to factor axes. In a previous paper, we laid the foundations for this pro-
posal [4]. In this paper, we complete and improve our first proposal by taking
into account the measure to visualize complex objects, using indicators to make
interpretation easier. We thus offer a comprehensive approach and a new OLAP
operator entitled VOCoDa (Visualization Operator for Complex Data).

2 Running example

To illustrate our point of view, we complete the previously used case of re-
searchers’ publications. A publication can be seen as a complex object, or as
a semantic entity. We plan to analyze publications according to their authors,
national or international range, support such as a conference or a journal, etc.
We aim to observe the diversity of the themes in which researchers publish and
the proximity of authors when they are working on the same themes. Here, we
observe publications as complex objects. To handle these semantic entities, we
therefore need an adapted modeling and analysis tools.

In addition to standard descriptors such as year, type, authors, number of
pages, etc., the user may also want to analyze the semantic content of the publi-
cation, i.e. the topics of the publication. The semantic content of the publication
must be taken into account when modeling and carrying out an analysis. Let
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us suppose that the user wants to analyze publications according to the first
author, support, year, content and topics of the paper.

The obtained multidimensional model is shown in figure 1.

Fig. 1. Multidimensional modeling of publications

In this model, we believe that each dimension can be the fact and that objects
are interchangeable in multi-dimensional modeling. There are therefore ”classic”
dimensions with hierarchies, and semantic dimensions consisting of a hierarchy
of concepts (keywords−− >themes−− >metathemes) and the document itself.
Here, the fact is the publication and it is a combination of all dimensions with-
out a measure. Generally, in case like this where there are no measures , the
aggregation function COUNT can be used to count the facts. This solution is
always possible in our case, but it is not sufficient because the analysis which
follows is too poor. We seek other means to analyze publications in order to
discover thematic proximity, authors who work together,... We consider a pub-
lication as a complex object and we are looking for a way to make a semantic
analysis. We propose a visualization of complex objects which takes the seman-
tic content of objects into account. This explains our decision to use a factor
analysis method for the visualization of complex objects. This new visualization
method fits completely with the online analysis of complex objects.

3 Positioning and principle

Generally, OLAP interfaces represent a cube as a table, or cross-table. In an
attempt to exceed the limits of standard interfaces, more advanced tools offer
visual alternatives to represent the information contained in a cube, and to in-
teractively browse the cube (hierarchical visualizations, trees of decomposition,



142 Pre-proceedings of CAISE’11 Forum

multi-scale views, interactive scatter plots) [8]. For a better visualization of infor-
mation, Sureau et al. suggest rearranging the modalities of a level according to
heuristics, based on distance between the elements in a dimension or according
to a genetic algorithm [7]. With a statistical test, Ordonez and Chen searched
within a cube (of low dimension) for neighboring cells with significantly different
measures [6]. In the context of Web and OLAP applications, Aouiche et al. use
a tag cloud to represent a cube where each keyword is a cell and where keyword
size depends on the measured value of the fact (cell) [1].

Compared with the other approaches presented, we suggest a visualization
operator (1) in the context of online analysis (2) that requires no assumptions
about the data (3) that is suitable for complex objects (4) and that takes the
semantic content of the data into account. Works on OLAP visualization do not
deal with complex objects (even if some might be adapted to such data) and do
not take the semantic content (only tag clouds seem to do this) into account.

To visualize complex objects, we propose an approach that uses factor analy-
sis, a well-known method in data mining [2], [5]. A factor method makes it possi-
ble to visualize complex objects while highlighting interesting facts for analysis.
When facts are complex objects, often there is no measure in the classical sense
of multi-dimensional modeling. However, it is always possible to count the facts.
In this case, the complex object cube with several dimensions with the COUNT
function can be seen as a contingency table. Correspondence analysis (CA) can
be used to display the facts. CA produces factor axes which can be used as new
dimensions, called ”factor dimensions”. These new axes or dimensions constitute
a new space in which it is possible to plot the facts i.e. complex objects. Using
CA as the visualization operator is fully justified because this method has the
same goal as OLAP navigation and exploration.

4 Process

We provide OLAP users with a process composed of several steps: (1) building
the complex object cube, (2) constructing the contingency table, (3) completing
the correspondence analysis, (4) mapping complex objects on the factorial axes.

Suppose that the user wants to study keywords in order to identify the major
research fields in which researchers are working. In addition, the user would like
to identify researchers working on the same keywords.

4.1 Notations

Let C be a cube with a non-empty set of d dimensions D = {D1, ..., Di, ..., Dd}
and m measures M = {M1, ...,Mq, ...,Mm}. Hi is the set of hierarchical levels
of dimension Di. Hi

j is the j hierarchical level of dimension Di. For example,
the type of publication dimension D1 has two levels: the level Type denoted H1

1

and the level Scope denoted H1
2 .

Aij = {aij1 , ..., a
ij
t , ..., a

ij
l } is the set of the l members or modalities aijt of

the hierarchical level Hi
j of the dimension Di. The level Scope (H1

2 ) has two
members: International, denoted a121 and National, denoted a122 .
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4.2 Complex object cube

Depending on what the user wants to analyze, a cube is defined. This constructed
cube is a sub-cube from the initial cube C. Let D′ be a non-empty sub-set of
D with p dimensions {D1, ..., Dp} (D′ ⊆ D and p ≤ d). The p-tuple (Θ1, ...,Θp)
is sub-cube if ∀i ∈ {1, ..., p}, Θi &= ∅ and if there is an unique j ≥ 1 such that
Θi ⊆ Aij . A sub-cube, noted C′, corresponds to a portion from the initial cube
C. Of the d existing dimensions, only p are chosen. For each chosen dimension
Di ∈ D′, a hierarchical level Hi

j is selected and a non-empty sub-set Θi of
members is taken from all the member set Aij of the level.

For example, the user can choose to work in the context of the publications
that were written between 2007 and 2009, by authors with the status of full
professor. And in this context, the user can build, a cube of publications based
on keywords, year of publication and the name of the first author. In our exam-
ple, the sub-cube is given by (Θ1,Θ2,Θ3,Θ4)= ({full professor},{2007, 2008,
2009},{Keyword 1, Keyword 2, ..., Keyword 4},{Author 1, Author 2, ..., Author
4}). The measure Mq is the number of publications (Count).

4.3 Contingency table

Classically, correspondence analysis takes as input a contingency table. Our idea
is to use traditional OLAP operators to build this contingency table.

In the sub-cube C′, the user chooses two levels (one level for two different
dimensions), on which he wants to visualize complex objects. Let Θi (respectively
Θi′) be the set of l (respectively l′) members chosen for the level of the dimension
i (respectively i′). The contingency table T has l rows and l′ columns the titles

of which are given by {aij1 , ..., a
ij
t , ..., a

ij
l } and {ai

′j′

1 , ..., ai
′j′

t′ , ..., ai
′j′

l′ }. At each
intersection of row t and column t′, are counted the facts having the members

aijt and ai
′j′

t′ .
In our example, the contingency table crosses keywords with authors in the

sub-cube. This consists in counting facts covering 3 years by doing a roll-up of
the dimension year. This gives us a cross table with keywords in rows and authors
in columns. At the intersection of a row and a column, we have the number of
publications written by an author for a given keyword. This table is ready to be
processed by a CA. If the measure used is other than a simple count, and if it is
a numerical measure, additive and with only positive values, then it is possible
to use it to weigh the facts in the contingency table. The user is given the choice
of using this measure as weighting or not.

4.4 Correspondence analysis

Processing a CA consists in projecting data on to synthetic axes so that much
information is expressed by a minimum number of axes. The goal is to reduce the
size of the representation space, that is to say, to reduce the number of rows and
columns. The CA makes possible simultaneous visualization of the projections of



144 Pre-proceedings of CAISE’11 Forum

rows and columns in the same plane. The proximities between rows and columns
can be interpreted.

In practice, the method starts by calculating the eigen values from which are
deduced eigen vectors that define the factor axes. As the first two axes contain
the most information, they define the first factor plane. Once row points and
column points have been projected on to axes, auxiliary statistics are reported
to help evaluate the quality of the axes and their interpretation. For each point,
the most important statistics are the weight, the relative contribution of the
point to the axis’ inertia and the quality of the representation on the axis (given
by the cosine2). To give an interpretation of an axis and analyze proximity
between points on an axis, only points which contribute strongly to the inertia
of the axis (whose contribution is three times the average contribution) and
which are well represented by the axis (whose cosine2 is higher than 0.5) are
taken into account.

4.5 Visualization

The first two factor axes are retained as new factor dimensions, because the
coordinates of the projected objects can be seen as members of dimensions. The
graph in figure 2 is obtained. It allows representing publications according to
their semantic content described by authors and keywords. It is possible to inter-
pret the factor dimensions. Once the graph has been constructed, an interactive
tool gives, for each point, i.e. keyword or author, its statistic indicators (relative
contribution and cosine2). Keywords and authors that have high indicators are
represented in a different color. Thus, the user sees the most relevant points
for analysis. Factor analysis provides automatic help in understanding and to
analyzing information. For example, the user can easily identify the most char-
acteristic keywords, authors who work together or who do not work together and
finally groups of authors working on certain keywords. In addition, if the user
so requests, a photograph of the authors can replace their name. In an OLAP
framework, it is efficient to use the most significant descriptors of dimensions in
order to enhance the readability of the results obtained.

Furthermore, according to the OLAP principle, it is also possible on each
point to perform a drill-down to see related publications (represented by their
title). The user has another possibility of projecting a hierarchical level of an-
other dimension into the graph. The members of this new level will be projected
as points in factor space but they have not been involved in the construction
of the axes. To maintain statistical consistency, only hierarchical levels whose
dimensions are not in the sub-cube can be used as additional elements. A level
of a dimension already used would be dependent on another level. In our ex-
ample, the user could use as an additional element type of publication (journal,
conference, technical report ...).

We have developed a software platform implemented as a Web Open Source
application in PHP5 and with a MySQL database. It uses the R software and its
FactoMiner package. The graphic interface is managed by an ExtJS framework
with an Ajax support.
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Fig. 2. Visualization of publications
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5 Conclusion

In this paper, we have developed an approach to online analysis for complex
objects. Our approach has demonstrated the feasibility of using correspondence
analysis to make it possible to visualize complex objects online taking their se-
mantic content into account. Furthermore, it naturally takes its place in the
online analysis. The publications case study illustrates our approach. In the pro-
posed multi-dimensional model, publications are described by keywords. Rather
than asking authors to assign keywords themselves manually to their publication
or rather than using an ontology, we think that it would be more relevant to au-
tomatically extract the keywords from the title, summary, or text (body) of the
publication. Indeed, if the keywords were automatically extracted, they would
capture some of the semantics contained in the document. Using information re-
trieval (IR) principles, keywords could be extracted automatically. Furthermore,
as publications contain documents and documents contain text, our idea is to
use certain information retrieval (IR) techniques in order to model publications.
The use of IR techniques can allow us to extract semantics from the text and
this semantic information may be very helpful for modeling publications in a
multi-dimensional manner. In addition to combining OLAP and data mining,
the coupling of OLAP and IR should further enhance online analysis.
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Abstract. Process mining techniques can be used to extract non-trivial
process related knowledge and thus generate interesting insights from
event logs. Similarly, bioinformatics aims at increasing the understand-
ing of biological processes through the analysis of information associated
with biological molecules. Techniques developed in both disciplines can
benefit from one another, e.g., sequence analysis is a fundamental as-
pect in both process mining and bioinformatics. In this paper, we draw
a parallel between bioinformatics and process mining. In particular, we
present some initial success stories that demonstrate that the emerg-
ing process mining discipline can benefit from techniques developed for
bioinformatics.

Keywords: sequence, trace, execution patterns, diagnostics, conformance,
alignment, configuration

1 Introduction

Bioinformatics aims at increasing the understanding of biological processes and
entails the application of computational techniques to understand and organize
the information associated with biological macromolecules [1]. Sequence analysis
or sequence informatics is a core aspect of bioinformatics that is concerned with
the analysis of DNA/protein sequences3 and has been an active area of research
for over four decades.

Process mining is a relatively young research discipline aimed at discovering,
monitoring and improving real processes by extracting knowledge from event
logs readily available in today’s information systems [2]. Business processes leave
trails in a variety of data sources (e.g., audit trails, databases, transaction logs).
Hence, every process instance can be described by a trace, i.e., a sequence of
events. Process mining techniques are able to extract knowledge from such traces
and provide a welcome extension to the repertoire of business process analysis
techniques. The topics in process mining can be broadly classified into three

3 DNA stores information in the form of the base nucleotide sequence, which is a string
of four letters (A, T, G and C) while protein sequences are sequences defined over
twenty amino acids and are the fundamental determinants of biological structure
and function.
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categories (i) discovery, (ii) conformance, and (iii) enhancement. Process dis-
covery deals with the discovery of models from event logs. For example, there
are dozens of techniques that automatically construct process models (e.g., Petri
nets or BPMN models) from event logs [2]. Discovery is not restricted to control-
flow; one may also discover organizational models, etc. Conformance deals with
comparing an apriori model with the observed behavior as recorded in the log
and aims at detecting inconsistencies/deviations between a process model and
its corresponding execution log. In other words, it checks for any violation be-
tween what was expected to happen and what actually happened. Enhancement
deals with extending or improving an existing model based on information about
the process execution in an event log. For example, annotating a process model
with performance data to show bottlenecks, throughput times etc. Some of the
challenges in process mining include the discovery of process maps (navigable
hierarchical process models) and the provision of process diagnostics support for
auditors and analysts [3].

It is important to note that, to a large extent, sequence analysis is a funda-
mental aspect in almost all facets of process mining and bioinformatics. In spite
of all the peculiarities specific to business processes and process mining, the rel-
atively young field of process mining should, in our view, take account of the
conceptual foundations, practical experiences, and analysis tools developed by
sequence informatics researchers over the last couple of decades. In this paper, we
describe some of the analogies between problems studied in both disciplines. We
present some initial successes which demonstrate that process mining techniques
can benefit from such a cross-fertilization.

2 Notations

We use the following notations in this paper.

– Let Σ denote the set of activities. Σ+ is the set of all non-empty finite
sequences of activities from Σ.

– A trace corresponds to a process instance expressed as a finite sequence of
activities. T ∈ Σ+ is a trace over Σ. |T | denotes the length of the trace T .

– The ordered sequence of activities in T is denoted as T (1)T (2)T (3) . . . T (n)
where T (k) represents the kth activity in the trace.

– An event log, L, corresponds to a multi-set (or bag) of traces from Σ+.

3 From Sequence to Structure

A DNA sequence motif is defined as a nucleic acid sequence pattern that has
some biological significance (both structural and functional) [4]. These motifs
are usually found to recur in different genes or within a single gene. For example,
tandem repeats (tandemly repeating DNA) are associated with various regulatory
mechanisms such as protein binding [5]. More often than not, sequence motifs
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are also associated with structural motifs found in proteins thus establishing a
strong correspondence between sequence and structure.

Likewise, common subsequences of activities in an event log that are found
to recur within a process instance or across process instances have some domain
(functional) significance. In [6], we adopted the sequence patterns (e.g., tandem
repeats, maximal repeats etc.) proposed in the bioinformatics literature, corre-
lated them to commonly used process model constructs (e.g., tandem repeats
and tandem arrays correspond to simple loop constructs) and proposed a means
to form abstractions over these patterns. Using these abstractions as a basis, we
proposed a two-phase approach to process discovery [7]. The first phase comprises
of pre-processing the event log with abstractions at a desired level of granular-
ity and the second phase deals with discovering the process maps with seamless
zoom-in/out facility. Figure 1 summarizes the overall approach.

event logs

pat
ter

n

tra
ce

common
execution
patterns

relationships
between
patterns

micro
structures

macro
structure

Fig. 1. Repeating subsequences of activities define the common execution patterns
and carry some domain (functional) significance. Related patterns and activities per-
taining to these patterns define abstractions that correspond to micro-structures (or
sub-processes). The top-level process model can be viewed as a macro-structure that
subsumes the micro-structures.

Figure 2 highlights the difference between the traditional approach to pro-
cess discovery and the two-phase approach. Note that the process model (map)
discovered using the two-phase approach is simpler. Our approach supports the
abstraction of activities based on their context and type, and provides a seamless
zoom-in and zoom-out functionality.

Thus the bringing together of concepts in bioinformatics to process mining
has enabled the discovery of hierarchical process models and opened a new per-
spective in dealing with fine granular event logs.
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Event Log
s a m b c u d n j e
s a m q f h l l h g i k e
s a m f g h l h i k q e
s a m b c d n u j e
s a m f h l g i h l h k q e
s a m q f g i h l h k e
s a m q f g h l h i k e
s a m p c u d n r e
s a m b d n c u j e
s a m p d n c u r e

Traditional
Approach

Two-phase
Approach

Abstractions defined over
common execution patterns

Transformed
Log
X b Z j e
X q Y Y e
X Y Y q e
X b Z Z j e
X Y Y Y q e
X q Y Y Y e
X q Y Y Y e
X p Z r e
X b Z j e
X p Z r e

Fig. 2. Traditional approach vs. our two-phase approach to process discovery

4 Sequence Alignment and Process Diagnostics

Multiple sequence alignment has been a subject of extensive research in compu-
tational biology for over three decades. Sequence alignment is an essential tool in
bioinformatics that assists in unraveling the secondary and tertiary structures
of proteins and molecules, their evolution and functions, and in inferring the
taxonomic, phylogenetic or cladistic relationships between organisms, diagnoses
of genetic diseases etc [8, 9].

In [10], we have adapted sequence alignment to traces in an event log and
showed that it carries significant promise in process diagnostics. The goal of
trace alignment is to align traces in such a way that event logs can be easily
explored. Given a set of traces T = {T1, T2, . . . , Tn}, trace alignment can be
defined as a mapping of T to another set of traces T = {T1, T2, . . . , Tn} where
Ti ∈ (Σ ∪ {−})+ for 1 ≤ i ≤ n. In addition, the following three properties need
to be satisfied with respect to T and T: (a) each trace in T is of the same length
i.e., there exists an m ∈ N such that |T1| = |T2| = · · · = |Tn| = m (b) Ti is equal
to Ti after removing all gap symbols ‘−’ and (c) there is no k ∈ {1, . . . ,m} such
that ∀1≤i≤n Ti(k) = −.

Trace alignment can be used to explore the process in the early stages of anal-
ysis and to answer specific questions in later stages of analysis. More specifically,
trace alignment can assist in answering questions such as:

– What is the most common (likely) process behavior that is executed?
– Where do my process instances deviate and what do they have in common?
– Are there any common patterns of execution in my traces?
– What are the contexts in which an activity or a set of activities is executed

in my event log?
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– What are the process instances that share/capture a desired behavior either
exactly or approximately?

– Are there particular patterns (e.g., milestones, concurrent activities etc.) in
my process?

Figure 3 depicts the results of trace alignment for a real-life log from a rental
agency. The figure shows that trace alignment can assist in answering a variety
of diagnostic questions. Every row corresponds to a process instance and time
increases from left to right. The horizonal position is based on logical time rather
than real timestamps. If two rows have the same activity name in the same
column, then the corresponding two events are very similar and are therefore
aligned. Note that the same activity can appear in multiple columns. By reading
a row from left to right, we can see the sequence of activities (i.e., the trace) that
was executed for a process instance. Process instances having the same trace can
be grouped into one row to simplify the diagram. The challenge is to find an
alignment that is as simple and informative as possible. For example, the number
of columns and gaps should be minimized while having as much consensus as
possible per column.

The application of sequence alignment in bioinformatics to process mining
has created an altogether new dimension to conformance checking; deviations
and violations are uncovered by analyzing just the raw event traces (thereby
avoiding the need for process models).

Finding good quality alignments is notoriously complex. The initial results of
trace alignment are definitely encouraging. Nonetheless, there are various new
challenges when adopting biological sequence alignment to trace alignment in
the context of business processes [11]. For example, biological sequences tend to
be homogenous whereas traces in semi-structured processes (e.g., care processes
in hospitals) tend to be much more variable. Other differences are the fact that
traces in an event log can be of very different lengths (e.g., due to loops) and
may be the result of concurrency. These characteristics provide new challenges
for sequence alignment.

5 Phylogeny and Process Configuration

Phylogenetics refers to the study of evolutionary relationships, and is one of the
first applications in bioinformatics. A phylogeny is a tree representation of the
evolutionary history of a set (family) of organisms, gene/protein sequences etc.
The basic premise in phylogenetics is that genes have evolved by duplication
and divergence from common ancestors [12]. The genes can therefore exist in a
nested hierarchy of relatedness.

In the past couple of years, process configuration has gained prominence in
the BPM community [13]. Process configuration is primarily concerned with
managing families of business processes that are similar to one another in many
ways yet differing in some other ways. For example, processes within different
municipalities are very similar in many aspects and differ in some other aspects.
Such discrepancies can arise due to characteristics peculiar to each municipality
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Common execution patterns are
captured in the form of well con-
served regions

Concurrent activities manifest in
mutually exclusive traces across
different columns

The consensus sequence represents
the backbone of the process

Deviations, exceptional behavior and rare event
executions are captured in regions that are
sparsely filled i.e., regions with lots of gap sym-
bol ‘-’ or in regions that are well conserved with a
few rare gaps.

Fig. 3. An example of trace alignment for a real-life log from a rental agency. Each
row refers to a process instance. Columns describe positions in traces. Consider now
the cell in row y and column x. If the cell contains an activity name a, then a occurred
for case y at position x. If the cell contains no activity name (i.e., a gap “−”), then
nothing happened for y at position x.

(e.g., differences in size, demographics, problems, and policies) that need to
be maintained. Furthermore, operational processes need to change to adapt to
changing circumstances, e.g., new legislation, extreme variations in supply and
demand, seasonal effects, etc. A configurable process model describes a family
of similar process models in a given domain [13], and can be thought of as
the genesis (root) of the family. All variants in the family can be derived from
the configurable model through a series of change patterns [14]. One of the core
research problems in process configuration is to automatically derive configurable
process models from specific models and event logs.

One can find stark similarity between phylogenetics and process configura-

tion. Techniques have been proposed in the bioinformatics literature to discover
phylogenies both from (protein) structure as well as from sequences. This can be
compared to deriving configurable process models from specific models and from
event logs respectively. The adaptability of phylogeny construction techniques
to process configuration needs to be explored.
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Techniques from bioinformatics have also been adopted to trace clustering in
process mining [15, 16]. Sequence clustering techniques have been applied to deal
with unlabeled event logs4 in process mining [17]. Experiences from bioinformat-
ics can also contribute to tooling and infrastructure efforts in process mining.
For example, visualization is one of the challenging problems in process mining
tooling5. A lot of current visualization means in process mining become un-
manageable when dealing with large event logs thereby compromising the com-
prehensibility. Visualization is used in many areas within bioinformatics (e.g.,
sequence matching, genome browsing, multiple sequence alignment etc.), with
varying success, and good tools already exist. As another example, to cater to the
rapidly increasing accumulation of biological data, lots of efforts had been ini-
tiated in bioinformatics to create advanced databases with analysis capabilities
devoted to particular categories e.g., Genbank (cataloguing DNA data), SWISS-
PROT/TrEMBL (repository of protein sequences) etc. Recently, similar efforts
had been initiated in the process modeling and process mining community to
create repositories with advanced support for dealing with process model collec-
tions e.g., APROMORE [18]. Such an overlap between the goals combined with
the promising initial results calls for a more rigorous attempt at understanding
and exploiting the synergy between these two disciplines.

6 Conclusions

Bioinformatics and process mining share some common goals. In this paper, we
presented the commonalities between the problems and techniques studied in
bioinformatics and process mining. Exploiting these commonalities, we demon-
strated that process mining can benefit from the plethora of techniques developed
in bioinformatics. Initial attempts at such a crossover have enabled the discovery
of hierarchical process models and helped extending the scope of conformance
checking to also cover the direct inspection of traces. Although this is just a
first step towards an interaction between the two disciplines, the results are very
promising and the relationship will be explored further in our future work.
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Abstract.  Agile methods are widely believed to have the potential to improve 
software processes. Given the variety of agile practices, organizations face 
difficult decisions on which ones to adopt. Recognizing that agile adoption is 
often motivated by strategic concerns such as market competitiveness or 
responsiveness to customer needs, this paper outlines a framework for the 
strategic analysis of agile practices. The framework aims to support the decision 
making process leading to agile adoption. The framework builds upon a 
knowledge base of experiences collected from empirical studies. Goal modeling 
techniques from requirements engineering are incorporated in the form of a 
Strategies Graph. The graph resembles the Strategy Map from Balanced 
Scorecards familiar to many managers.  

Keywords. Agile Methods, Situational Method Engineering, Software Process 
Improvement, Goal-Oriented Modeling, Strategic Management 

1  Introduction 

Many organizations are changing their software development processes to Agile. A 
number of frameworks have been proposed to provide guidance for transitioning to 
agile [1-3], but none takes a strategic perspective to link business goals to the 
selection of agile practices. This paper introduces the SAAP (Strategic Analysis for 
Agile Practices) framework for analyzing a set of candidate agile practices from the 
strategic perspective of an organization. By performing this analysis before enacting 
any new practices, one can anticipate potential mismatches between organizational 
strategies and candidate practices.  

The analysis procedures of SAAP are mostly focused on agile practices. The 
framework considers agile methods (either known methods such as XP and Scrum, or 
those which are custom-built) to be decomposable into agile practices, such as Pair 
Programming and Daily Meeting. The SAAP framework extends Situational Method 
Engineering [4], by taking into account organizational strategies as significant 
situational attributes, which affect the choice of method fragments. The framework 
takes advantage of a knowledge base of agile practices, containing experiences 
collected from empirical studies. The knowledge base [5] is created by systematic 
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review of empirical studies which report on the outcomes of different agile practices 
in various project situations. 

The proposed framework consists of three main components: the Strategies Graph, 
the Evidential Knowledge Base of Agile Practices, and the Strategic Analysis Process 
(Figure 1). The core of the framework is the Strategies Graph, inspired by the Strategy 
Map concept from Balanced Scorecards (BSC) in strategic management [6].The 
fundamental idea in BSC is to attain a balanced state in dealing with strategic 
objectives. Similarly, the SAAP framework highlights the importance of keeping 
balance among the various types of strategic goals in an organization while adopting a 
new software process. The SAAP framework was developed in response to strategic 
needs in one of the R&D units at Ericsson Software Research. In this paper, we 
introduce the SAAP framework with illustrations from the Ericsson experience.  

2  The (SAAP) Framework 

Figure 1 shows the main components of the framework. In the first phase of the 
Strategic Analysis Process, important strategic goals of the organization are extracted, 
classified, and visualized. Then, the strategic knowledge of candidate practices is 
retrieved from the pre-developed knowledge base of agile practices. The knowledge 
base contains knowledge collected from empirical studies about how each agile 
practice contributes to different strategic goals under various project conditions. The 
developed Strategic Graph is used along the second phase of the strategic analysis 
process, in order to situationally analyze the strategic impacts of every candidate agile 
practices; as well as their overall impact as a new agile process.   
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Figure 1: Overview of SAAP Framework  

2.1 Phase 1: Setting up the Strategies Graph for the Organization 

The Strategies Graph (SG) expresses the decompositional and contributional relations 
of strategies at different levels of organization. Decompositional relations represent 
the AND/OR decomposition of high-level strategies to low-level objectives. The 
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contributional relations represent the kind of impacts that strategic objectives might 
have on each other. The upper part of Figure 2 shows a portion of the SG, developed in 
one of the experiments of SAAP. 

The Strategies Graph adopts its main constructs from the i* modeling framework 
[7]. i* is a goal and agent oriented modeling framework which can be used to 
represent the strategic aspects of a modeling domain. The i* concept of Softgoal is 
used to model strategic objectives. The contributional relations of strategic objectives 
are represented by a variant of i* notation of Contribution Link: “++” For Strong 
Positive, “+” for Positive, “-” for Negative, and “--” for Strong Negative 
contributions. “AND” and “OR” links are used to represent logical decomposition of 
strategic objectives. 

[Step 1.1] Initial Construction of the Strategies Graph 
The first step in applying SAAP is to develop the SG. The initial version of SG is 
developed by selected members of the Analysis Team. The framework stresses the 
participation of representatives all organizational roles. A participatory approach is 
needed to bring various stakeholders’ viewpoints into a model of the organization’s 
strategies. The role of middle management representatives is crucial for creating the 
SG. The initial version of SG often contains the strategic objectives that matter most 
to the organization, and which are not well supported by the as-is development 
process. 

[Step 1.2] Retrieving Strategic Knowledge of CAPs and Updating SG 
The second step of SAAP is to enrich the Strategies Graph of organization with the 
strategic objectives, which are tightly bound to agile values. The SAAP framework is 
built on top of an evidential knowledge base of agile practices. This knowledge base 
(which was introduced in an earlier paper [5]) contains the strategic information of 
agile practices. The contents of this knowledge base have been collected by 
systematic review of extensive number of empirical studies, which had reported the 
behavior of different agile practices in various project situations. Therefore, the 
strategic objectives that are presented for each agile practice are all supported by 
references to peer-reviewed empirical research papers. Indeed, the content of this 
knowledge base is evidence-based as it provides a brief description of the situation in 
which a particular contribution from a practice to an objective was observed. This 
knowledge base is available online at www.ProcessExperience.org. 

The SAAP framework uses the content of the content of the knowledge base for 
completing the strategies graph of organizations. The reason for incorporating the 
built-in strategic objectives of agile practices into the strategic model of the 
organization is rooted to the intention of organization for adopting agile. Such 
organizations should have a clear understanding of agile objectives, and find a right 
place of those objectives within their organizational strategic model. For instance, in 
our experiment, one of the strategic objectives of the R&D unit (which was expected 
to be improved) was the “Reduced Development Cost” (shown in Figure 2). The 
knowledge base of agile practices introduced a number of related objectives, defined 
in the Lean method, which by focusing on “Avoiding Waste” positively contributes to 
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the “Reduced Development Cost” objective. The content of this knowledge base will 
be also used in the later steps of the framework.  

[Step 1.3] Acquiring Feedback and Updating the SG 
The Strategies Graph is developed iteratively. In our experience at Ericsson, the initial 
version of SG was developed by selected members of the analysis team, and updated 
with the strategic knowledge of agile practices. Afterwards, the SG is passed to other 
members of the analysis team, as well as other organizational members in order to get 
feedbacks and complete the model. Group meeting is indeed an effective approach for 
completing the SG, by reflecting opinions of different organizational parties. 

2.2 Phase 2: Strategic Analysis of Candidate Agile Practices  

The purpose of this phase is to investigate impacts of candidate agile practices on the 
strategic objectives of organization. This framework takes a model-driven approach 
for the strategic analysis of candidate agile practices, and uses the Strategies Graph of 
the organization as the basis of most analyses activities. The framework introduces 
five types of strategic analysis: 

[Step 2.1] Strategic Contribution Analysis 
The foremost step of strategic analysis is to explore contributions of every Candidate 
Agile Practice (CAP) towards the organizational strategic objectives visualized on the 
Strategies Graph. As shown in the Figure 2, every contribution relation has two 
elements:  

1. Contribution Type – For specifying how the CAP affects an objective. The 
framework, inspired by the i* modeling framework, defines four types of 
contributions: Strongly Positive (++), Positive (+), Negative (-), and Strongly 
Negative (--), where in positive contributions the enactment of CAP would help 
the achievement of objective, and vice versa for negative ones. 

2. Contribution Rationale – For specifying why the CAP affects the objective. For 
example, when a CAP like “Scrum Team Structure” is identified to be making 
Positive (+) contribution to the objective “Avoid Extra Features”, its rationale is 
that “sell-organizing members of a Scrum team can better identify extra features 
and decide on their removal or replacement”. 

Two approaches are proposed for deriving the contribution relations: evidence-
based or consensus-based. It is evidence-based if the strategic objective appears 
among the retrieved strategic knowledge of the CAP. Thus, the type and rationale of 
contribution can be extracted from the knowledge base. When the evidence is 
unavailable, or is judged to be inadequate or unreliable, the analysis team would take 
a consensus-based approach to derive this contribution relation, based on the original 
definition of the CAP.  

In specifying the type of a contribution relation, the analysis team should consider 
the possibility of situational behaviors. It is possible that a CAP, in some particular 
situations, impacts an objective differently from its general behavior. For example, 
the contribution of the CAP “Pair Programming” towards the objective “Be On-time 
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to Market” is situational, in that in some cases the CAP would help, and in some other 
cases in would hurt the objective. This information is retrieved from the Knowledge 
Base of SAAP. In this example, the knowledge base states that “when the market 
pressure is not high, and there is adequate number of developers, pairing 
programmers would help the project to be on time for market, whereas in other cases 
it hurts.” Knowing the situational behaviors of a CAP towards an objective allows the 
analysis team to choose contribution values that are best matched with their own 
organization and project context. 

[Step 2.2] Propagative Strategic Analysis 
Propagative Strategic Analysis allows anticipating the impacts of an agile practice on 
higher-level strategic objectives. To perform this analysis, the value of contribution 
relations will be propagated along the strategies graph. For instance, as shown in 
Figure 2, enacting the CAP “Scrum Team Structure” would make positive contribution 
to the objective “Reduced Waiting Time”, which consequently makes positive 
impacts over strategic objectives: “Avoid Waste”, and “Reduced Development Cost”. 
The propagative analysis of SAAP is based on the i* forward propagation algorithm 
[8]. 
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Figure 2: Strategic Contribution Analysis of the Candidate Agile Practice (CAP) “Scrum 
Team Structure” to a portion of the SG of our experiment case 

[Step 2.3] Strategic Trade-Off Analysis 
Strategic Trade-Off Analysis allows comparing alternative agile practices with respect 
to their contributions to the strategic objectives of an organization. In SAAP, 
alternative practices are compared with respect to their positive and negative 
contributions to the strategic goals of organizations, and the significance of every 
contributed goal. For instance, “Pair Programming” and “Peer Review” are two 
alternative practices that are often suggested for “Reducing Defect Rate” in source 
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code. However, there are other strategic goals which will be influenced by the 
enactment of any of these practices in an organization, depending to the project 
situation, e.g., “Cost of Development”, “Time to Market”, “Productivity of 
Individuals”, “Novice Developers’ Training”, and “Knowledge Sharing”.  

SAAP uses a model-driven approach for trade-off analysis, and benefits from the 
Propagative Strategic Analysis. In this regard, the trade-off analysis would be 
performed not only with respective to the lower-level objectives, but also for the 
higher-level strategies of the organization. One approach for trade-off analysis in goal 
graphs is presented in [9].  

[Step 2.4] Aggregated Strategic analysis 
The purpose of aggregated strategic analysis is to explore the overall impact of the 
new agile method over the strategic objectives of an organization. In this analysis, for 
each organizational strategic objective, all the contributions from all candidate 
practices of new method are combined to produce the contribution of new agile 
method to that specific objective. After aggregation of contribution relations, every 
organizational strategic objective will take one of the following statuses: 
• Supported – received homogeneous positive contributions 
• Declined – received homogeneous negative contributions  
• Strongly Supported – a supported objective with strongly positive contributions 
• Strongly Declined – a declined objective with strongly negative contributions 
• Conflicted – received heterogeneous contribution types from different practices 
• Unaddressed  – not contributed to by any practice, neither directly nor indirectly 

[Step 2.5] Strategic Balance Analysis 
Following Balanced Scorecards, one of the goals of the SAAP framework is to 
investigate whether the new agile method makes a balanced contribution to all 
categories of objectives. More specifically, in this framework, the transition to a new 
method is considered to be unbalanced if its positive contributions to one category of 
strategic objectives lead to significant bad effects on some other category of 
objectives. The balance of a transition does not imply that the selected set of practices 
is the optimum set, but an optimum set should make balanced impact over the 
strategic objectives. In [10] we introduced the concept of Strategically Balanced 
Process Adoption (SBPA), and specified its details. The SBPA considers a process 
adoption to be balanced, provided that it meets the following conditions: 

1. It positively contributes to the strategic objectives, which are expected to be 
improved. 

2. It does not cause uncontrolled negative impacts on the strategic objectives, 
which are not within the focus of improvement. 

3. It does not cause overall deterioration of a particular category of strategic 
objectives, for the sake of improving some other categories. 

4. It results in homogenous impacts over all categories of strategic objectives. 

Detailed algorithms have been proposed in [10] to anticipate the attainability SBPA 
criteria. 
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[Step 2.6] Strategic Concern Analysis 
Software process improvements are often motivate by the emergence of 

inefficiency symptoms in the current development process. These symptoms in a 
broader sense can be referenced in terms of as-is process concerns. When designing a 
new (to-be) development process, organizations should have an understanding of 
whether it will properly address their current concerns. SAAP is proposing the 
Strategic Concern Analysis in order to first, investigate the impacts of as-is process 
concerns on the strategic objectives of organization, and second, analyze whether the 
candidate set of agile practice would address the existing process concerns. The result 
of this analysis is key to the acceptance of CAPs, as if they fail to address the current 
concerns they cannot form an effective process. 

To investigate the impacts of current process concerns on the strategic objectives 
of the organization, a similar approach of [step 2.1] can be applied. In this approach 
the identified process concerns are visualized next to the SG, and their negative 
contributions to the strategic objectives are investigated. This activity also requires 
the participation of representatives of different organizational roles, in order to come 
up with a right set of strategic objectives, which are affected by every process 
concern. The model driven approach (the visual aid of SG) facilitates this activity, and 
reduces the overhead of analysis.  

To analyze whether the current set of CAPs are addressing as-is process concerns, 
the strategic contribution models of CAPs and process concerns is used. This analysis 
is based on the heuristic that when a strategic objectives is negatively contributed by a 
process concern PCi, and positively contributed by the candidate agile practice CAPj, 
it is possible that the CAPj strategically addresses the PCi. Further analyses of CAPs 
in regard with the as-is process concerns, requires root-cause analysis of process 
concerns, and investigation of the impacts of every CAP on the roots of process 
concerns. 

3 Discussion and Future Work 

The importance of acting strategically in transition to agile would become apparent 
when we observe the change of a method as a consequential strategic decision, which 
influences not only the technological, but also business and organizational objectives 
of an organization. The proposed framework of Strategic Analysis of Agile Practices 
(SAAP) investigates the impacts of a new agile method on organizational strategic 
objectives. The SAAP framework is proposed for the early stages of transitioning to 
agile, where organization would decide on the trade-offs of new method. The 
approach of this framework in the strategic analysis of agile practices is inspired by 
the idea of Balanced Scorecards [6], which emphasizes the establishment of 
organizational strategic model as the basis of a decision making framework in an 
organization. 

 The SAAP framework can be combined with most of the current frameworks of 
transition to agile, and complement their lack of attention to the strategic aspects of 
the transition process. It can be also used as a stand-alone framework for strategic 
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analysis of a set of candidate agile practices, in order to find their potential 
compliance and conflicts with strategic interests of an organization. 

A number of issues have been identified as threats to the validity of the results of 
SAAP framework, which some of them can be mitigated. The reliance of framework 
to the knowledge base on agile practices can pose a risk to the framework, as there 
might not adequate information about all of the agile practices. However, this 
knowledge base in under expansion, and will cover a wider range of agile practices in 
future. The other risk to the SAAP is Over-Pessimistic or -Optimistic Evaluations – 
where there is no evidence for the contribution of an agile practice to a strategic 
objective, yet the contribution is perceived possible, in some cases the subjective 
evaluations might be unrealistic. Of course the level of familiarity and experience of 
chief members of Analysis Team in regards with agile practices and their built in 
objectives can influence the validity of Analysis results.  

As for future work, the framework is going to be expanded for covering the full 
lifecycle of transitioning to agile. The framework has been tested so far in one study, 
further case studies will be an essential part of future work. 
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Abstract. The increasing growth of the Web field has promoted the develop-
ment of a plethora of Model-Driven Web Engineering (MDWE) approaches. 
These methodologies share a top-down approach: they start by modeling appli-
cation content, then they define a navigational schema, and finally refine the 
latter to obtain presentation and rich behavior specifications. Such approach 
makes it difficult to acquire quick feedback from customers. Conversely, agile 
methods follow a non-structured, implementation-centered process building 
software prototypes to get immediate feedback. In this work we propose an 
agile approach to MDWE methodologies (called Mockup-Driven Development, 
or MockupDD) by inverting the development process: we start from user inter-
face mockups that facilitate the generation of software prototypes and models, 
then we enrich them and apply heuristics in order to obtain software specifica-
tions at different abstraction levels. As a result, we get an agile prototype-based 
iterative process, with advantages of a MDWE one. 

Keywords: Mockups, User-Interface, Agile, Web Engineering, MDD 

1   Introduction  

During the last 20 years, many Model-Driven Web Engineering (MDWE) methodol-
ogies have been defined to improve the development process of web applications 
approaches [1-4]. All of these methodologies share a common top-down approach [5] 
and construct web applications by describing a set of models at different abstraction 
levels: 

• Content (or Domain) Model: defining domain objects and their relation-
ships. 

• Hypertext (or Navigation) Model: defining navigation nodes and links that 
publish information specified by objects in the Content Model. 

• Presentation Model: refining the Hypertext Model with concrete user-
interface presentation features like pages, concrete widgets, layout, etc. 

This process is generally top-down, delivering a final web application through a 
process of (sometimes automatic) model transformations which maps the previously 
described models into other models or a specific technology. 
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Agile methodologies, on the other hand, promote early and constant interaction 

with customers to assert that the software built complies with their requirements, by 
constantly delivering prototypes developed in short periods of time. Agile approaches 
argue that software specifications must emerge naturally, enhancing former proto-
types along the development until the final application is obtained. 

To summarize, while MDWE methodologies facilitate software specification por-
tability, abstraction and productivity, they fail in providing agile interaction with 
customers because concrete results are obtained too late. On the other hand, while this 
feature is clearly provided by agile methodologies, they are heavily based on direct 
implementation and thus fail to provide abstraction, portability and productivity 
through automatic code-generation.  

In this paper we propose an hybrid model-based agile methodology – called Mock-
up-Driven Development (MockupDD) – aiming to extract the best of both worlds, i.e. 
a process driven by the active participation of users and customers, and a classical 
approach following the phases of analysis, design and implementation assisted with 
the use of models in all stages. Our approach starts by the requirement analysis, i.e. 
defining mockups (ideally together with the customers) to agree upon the applica-
tion’s functionality, similar to Harel’s behavioral programming approach [6]. Then, 
mockups are translated to an abstract user-interface model that can be directly derived 
to specific MDWE presentation models or technology-dependent UI prototypes. By 
tagging mockups and presentation models we add navigation features, and based on 
the navigation specification, we use heuristics to infer content models. Thus, we are 
starting the requirement specifications with objects that are perceivable by customers 
(UI structure elements), easing requirements gathering and traceability [7]. 

Therefore, since we start with presentation models obtained from mockups and 
then construct or obtain upper (i.e. abstract) models, we are inverting the traditional 
MDWE process, yielding to a more agile, yet truly model-based approach. While we 
exemplify with the UML-based Web Engineering (UWE) [3], MockupDD can be 
applied to any MDWE approach. 

2   MockupDD by Example 

User Interface (UI) Mockup tools like Balsamiq, Pencil or Mockingbird1 suit well in 
agile methodologies [8-10], since they provide a quick and easy way of capturing 
interaction requirements. Usually, mockups are defined in companion with other 
specifications like use cases [11, 12], user stories [13] or informal annotations [14]. 
Also, mockups have been introduced in the context of model-driven development 
(MDD) approaches like ConcurTaskTrees [15]. In most cases, however, mockups 
themselves are not considered as models and they are usually thrown away after re-
quirement modeling. Thus, mockups are not used as important drivers of the devel-
opment process although they contain precise information about the users’ needs. 

MockupDD starts the development process by creating UI mockups with a mockup 
tool. As we have shown in a previous work [16], the resulting mockup files can be 

                                                           
1 http://balsamiq.com, http://pencil.evolus.vn/en-US/Home.aspx, https://gomockingbird.com, 

last visited 18.3.2011 
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parsed and translated to an abstract UI model called SUI model (Structural UI Model) 
that can be in turn translated to presentation models of modern MDWE methodolo-
gies through a simple mapping, since most presentation metamodels (SUI included) 
usually share the same concepts (e.g., pages, panels, links, buttons, etc.). We propose 
to enrich SUI models using tags. Tags define simple but precise specifications that are 
applied over particular types of SUI elements and represent hints that can result in the 
derivation of particular MDWE model concepts.  

In this paper we introduce navigation tags that enrich SUI models in order to de-
rive navigation models. After obtaining both presentation and navigation models by 
the aforementioned mapping and tags semantics respectively, we apply heuristics to 
obtain the content model as well. We illustrate our process by showing how it works 
in the context of the development of a music catalogue application, deriving models 
for the UWE methodology. We have chosen UWE because it is representative of an 
important group of methods, it is based on UML and it has tool support. A schematic 
diagram of our process is shown in Figure 1.  

 

Figure 1. Mockup-Driven Development (MockupDD) process. 

2.1 From Mockups to Presentation Models 

The UI mockup (shown in Figure 2.a) depicts the home page of the Music Portal 
application containing a header, a list of featured albums, an album search box and its 
corresponding search result. Figure 2.b shows the corresponding UWE presentation 
model that can be obtained through a simple SUI-to-UWE presentation widget map-
ping. Some advanced features (like choosing whether to use an UWE Presentation-
Group or an IteratedPresentationGroup) are inferred during the mockup transfor-
mation process through mockup analysis. The first problem that emerges is that the 
name of some widgets cannot be inferred; in these cases, a generic id is generated 
(like Panel1, TextInput1 or Image1). Since correctly naming model elements with 
identifiers is important to reference them in the future and also for code or model 
derivation, we define a naming tag set, that allows redefining the name of some wid-
gets when needed. The tagged mockup and resulting UWE presentation model are 
shown in Figure 2; note that naming tag starts with an N:. The use of naming tags 
implies that correct names are stored associated with SUI model elements and thus 
reflected in derived MDWE presentation ones. Also, when correctly applied, naming 
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tags allow deriving mockup implementations for concrete technologies like ExtJS2 
using natural widget ids as when working directly with code. 

 
(a) Home page mockup 

 
(b) Generated UWE presentation model after applying naming tags 

Figure 2. Deriving an UWE presentation model from a mockup. 

2.2 Deriving Navigational Models 

After deriving presentation models, a naive approach to start generating navigation 
models could be defining one UWE NavigationClass (the UWE navigation concept 
for defining nodes) for each mockup.  However, the UWE metamodel defines several 
navigation elements in addition to elements of type NavigationClass: Query, Index 
and Menu. While Queryes and Indexes represent information retrieval and selection of 
a particular element in a collection respectively, Menus are used to specify alternative 
navigation paths. 

Since we cannot directly infer which UWE navigation element must be used in 
every mockup (this election requires design or modeling skills), we have defined a 
second tag set: the UWE navigation tag set. This set contains a tag for every UWE 

                                                           
2 http://www.sencha.com/products/extjs/, last visited 18.3.2011 
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navigation element. Figure 3 shows the resulting tagged mockup and the conse-
quences of tag application in derived UWE navigation model. 

 

 
(a) Resulting tagged mockup 

 
(b) Navigation model generated without 

tags 
 

 
(c) Navigation model generated with tags 

Figure 3. Initial mockup with UWE navigation tags applied and the resulting navigation model. 

The UWE navigation tags introduced are the following: 
• Home: defines that the NavigationClass related to the mockup is the home of 

the navigation model. 
• Node(<nodeId>): Assigns an id to the NavigationClass related to the mock-

up in order to be referenced as the destination of one or more navigation 
(Link) tags. 

• Link(<nodeId>): Specifies a navigation link to another NavigationClass. A 
corresponding Node tag with the same <nodeId> must be specified in order 
correctly derive the navigation. 

• Query(<elementId>) and Index(<elementId>) define a Query involving 
elements of type <elementId> and the Index in which the results of the 
Query are shown. 

• Menu specifies that the panel over which it is applied is a set of links, a so 
called UWE Menu. 

 
 

 
Figure 4. Album details mockup with UWE navigation tags applied. 
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When clicking on an album’s title in the home page, an UI of the album details will 

be shown. A mockup of such user interface is denoted in Figure 4. The complete 
UWE navigation model can be observed in the already introduced Figure 3.c in which 
the Album NavigationClass is included. The navigation link is expressed through the 
Link(Album) and Node(Album) tags in home page and album mockups, respectively. 

2.3 Towards a Content Model 

Once we have obtained the UWE navigation model, a first version of the content 
model can be derived by applying some inference rules described in Figure 5. These 
rules were designed by studying many examples of UWE navigation and content 
models and discovering recurrent patterns in them. 

 
Figure 5. Two content inference rules.  

UWE navigation element names (previously generated using naming and UWE 
navigation tags) are used to derive the names of the content elements. The resulting 
UWE content model after the application of the introduced rules over the UWE navi-
gation model of Figure 3.c is shown in Figure 6 (for space reasons, only a part of the 
navigation model is shown). 

The obtained UWE content models must be refined in order to specify class 
attributes. As UWE navigation models do not allow more refinement than the features 
already commented, this information should be taken from other models. Since in 
UWE every navigation concept is refined by a presentation specification (e.g., a Pre-
sentationGroup), and given that we have already derived these models from SUI 
specifications, we can use this link between models in order to obtain attributes from 
presentation structure. An example of this approach is denoted in Figure 7. 

Automatic derivation may naturally lead to an imprecise content model, and some 
thoughtful design might be required from a developer in order to get to a definitive 
version. However, even when most design adjustments can not be fully automated, 
they can be still predicted. For example, an album presentation model might translate 
into an album class with attributes such as artistName, when in fact the content model 
should have two separate classes for Album and Artist, related to each other. We 
have observed that many of these inaccurate derivations usually repeat, so the re-
quired adjustments can be documented (and applied with automatic assistance when 
possible) just like code refactorings [17]. 
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Figure 6. Inferred UWE content model derived through the application of the introduced rules. 

 
Figure 7. Attribute inference from presentation specifications.  

3   Conclusion and Further Work 

We have presented a mockup-based approach (MockupDD) pursuing an inversion of 
the traditional MDWE process. We decided to start our process with mockups be-
cause they are becoming a common tool in agile methodologies to interact and estab-
lish a shared view of requirements between customers and developers. Mockups are 
processed to structured UI models (called SUI) and with the help of tags they are 
easily derived to MDWE presentation and navigation models. Applying a set of infe-
rence rules, a first version of MDWE content models can be generated. We have 
shown the approach applied to a brief example using the UWE methodology. With 
our approach, we intend to provide an agile methodology based on UI mockups and 
lightweight specifications to obtain MDWE models, which offer advantages like 
automatic code generation. 

Extending the proposed approach to other modern MDWE methodologies like 
WebML represents a fruitful work path. We are interested in defining a general and 
methodology-agnostic navigation tag set that also allow deriving navigation models 
for a more comprehensive set of MDWE approaches. Finally, since obtained content 
models likely require to be refactorized, we are interested in developing heuristics to 
suggest refactoring alternatives to be applied over content specifications.  
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Abstract. In software product line engineering, core assets are reusable 
artifacts that are intended to be used by a family of software products in order 
to improve development productivity and quality of particular software 
products. In order to support the construction and maintenance of core assets, 
various modeling methods have been proposed. However, the assessment of 
these methods is still in an incubation stage. In fact, only several frameworks 
for comparing and evaluating these methods have been suggested. These 
mainly refer to lists of criteria whose examination is sometimes subjective and 
opinion-dependent. In this paper, we call for empirical evaluation of the 
comprehension and utilization of core assets and report the initial results of a 
series of studies we performed in this context. 

Keywords: variability management, software product line engineering, domain 
analysis, UML, feature-orientation, evaluation 

1   Introduction 

In Software Product Line Engineering (SPLE), a core asset is "a reusable artifact or 
resource that is used in the production of more than one product" [ 5]. The 
development of core assets intends to improve productivity, increase quality of 
individual products, decrease development cost, decrease time to market or to launch 
new products or versions, and enable moving into new markets in shorter times. Core 
assets have different forms that may be useful in a software production process, one 
of which is domain models. These models capture both existing commonality and 
allowed variability of given product lines.  

Reviewing 97 papers that describe variability management approaches in SPLE, 
reported from 1990s to 2007, Chen and Babar [ 4] conclude that the main corpus of 
approaches focuses on variability modeling and utilizes feature models (33 works) or 
UML and its extensions (25 works) for this purpose. Feature-oriented methods, such 
as [ 6], [ 13], [ 14], and [ 21], support specifying domain models as sets of 
characteristics relevant to some stakeholders and the relationships and dependencies 
among them. Variability is specified in terms of mandatory vs. optional features, 
alternatives, OR features, 'require' and 'exclude' dependencies among features, feature 
groups, and composition rules. UML-based SPLE methods (e.g., [ 10], [ 18], [ 20], [ 25], 
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and [ 26]) usually suggest profiles for handling variability-related issues, including 
specification of mandatory and optional elements, dependencies among elements, 
variation points, and possible variants. Some UML-based methods suggest extending 
UML or representing variability aspects orthogonally to "regular" UML models of the 
product families, e.g., [ 11].  

As the number of suggested modeling methods increases, several evaluation 
frameworks have been proposed for comparing methods, belonging to different 
categories, e.g., [ 9], [ 12], [ 15], and [ 24], or within certain categories, e.g., [ 8]. 
Matinlassi [ 15], for example, refers to four main comparison criteria: context, user, 
contents, and validation. Haugen et al. [ 12] suggest examining the ways variability 
and commonality are modeled, the support for iterative and incremental system 
family development, and the production of individual systems. Djebbi and Salinesi [ 8] 
compare feature-oriented notations in terms of different criteria, including readability, 
simplicity and expressiveness, adaptability, scalability, and others. Although the 
various criteria may help understand the benefits and limitations of the different 
methods, their usage in examining and comparing the methods is limited as they are 
subjective and usually criticized as opinion-oriented [ 4]. 

Despite their amenability to be empirically evaluated, relatively minor attention is 
allocated for the empirical evaluation of SPLE methods in general and variability 
management approaches in particular. These studies highlight different aspects in 
SPLE, including product derivation [ 22], quality assurance [ 2,  7], and architecture 
process activities [ 1]. In this paper we draw a general evaluation framework for 
comparing core assets modeling methods. This framework, which refers to both 
specification and utilization aids, is used for better understanding the sources of 
difficulties of core assets modeling methods. In a series of three studies, we started 
examining the specification aids of modeling methods to clearly describe common 
and variable parts in core assets and the relevant utilization aids, which aim at guiding 
the developer in generating, deriving, and building valid software products. We report 
on some sources of difficulties we found in the comprehension and utilization of core 
assets models using feature-oriented and UML-based methods. 

The remainder of this paper is organized as follows. Section 2 reviews the 
suggested dimensions for evaluation, whereas Section 3 describes two core assets 
modeling methods on which we conducted the evaluation so far and justifies their 
selection. Section 4 elaborates on the empirical studies and reports our initial results. 
Finally, Section 5 concludes and refers to future research directions.  

2 Dimensions for Evaluating Core Assets Modeling Methods 

When evaluating core assets modeling methods, two important dimensions can be 
identified: specification, which refers to the collection of aids required for specifying 
both existing commonality and allowed variability in a software product line, and 
utilization, which refers to the different means to use core assets in order to create 
particular software product in the domain.  

The specification aids are further divided into commonality- and variability-related 
ones. Commonality-related aids are used for specifying aspects that all (or most of) 
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the products in the line exhibit, while variability-related aids enable specifying added 
values that not all the products in the family include in the same way.  

The utilization dimension refers to the aids needed in core assets modeling 
methods in order to improve the effectiveness and efficiency of creating particular 
product artifacts in certain domains. This includes guidance and validation. Guidance 
refers to the ways in which core assets can be used for specific needs (i.e., in the 
development or production of particular software products), while validation refers to 
the mechanisms and tools that may be provided by the modeling methods for enabling 
alignment of specific software products with the domain constraints and rules as 
specified in core assets.  

Table 1 summarizes the main specification and utilization aids of feature-oriented 
and UML-based methods. In order to define sources of difficulties in specifying and 
modeling core assets in these categories, we used the suggested evaluation framework 
and conducted three studies (the focus of each study is depicted in Table 1). Due to 
the large number of methods in each category, we had to select specific methods for 
evaluation. Explanations on the selected modeling methods, as well as the reasons for 
their selection are provided next. 

Table 1. Evaluation Framework for Core Assets Modeling Methods 

Category Specification Aids Utilization Aids 
Commonality Variability Guidance Validation 

Feature-
oriented 

Mandatory and 
optional elements, 
dependencies  

Feature groups, 
alternatives, and 
OR-related features  

Cardinality, 
rationale, 
constraints  

Instantiation 
and 
configuration 
conformance  

UML-based Mandatory and 
optional elements, 
dependencies  

Variation points, 
variants  

Cardinality, 
openness,  
 
 
reuse 
mechanisms, 
binding time  

Specialization 
and 
configuration 
conformance   

Legend: Eval 1, Eval2 , Eval 3  

3 The Selected Modeling Methods: CBFM and ADOM 

3.1 Feature-Oriented Methods and CBFM  

In feature-orientation, features are defined as end-user characteristics of systems, or 
distinguishable characteristics of concepts that are relevant to some stakeholders of 
the concepts [ 13]. Features can be composed and decomposed into trees, where the 
edges represent dependencies between features. Some of the feature-oriented 
methods, such as [ 14], concentrate on commonality specification and do not explicitly 
specify variability. However, guidance is partially supported in these methods, mainly 
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via XOR and OR constructs or via explicit textual constraints and guidelines. Some 
methods, e.g., [ 6] and [ 23], support representing variation points and variants via 
feature groups and refer to guidance via OR and XOR constructs.  

Cardinality-Based Feature Modeling (CBFM) [ 6] exceeds the expressiveness of 
other feature-oriented methods by enabling usage of OCL for specifying different 
dependencies and allowing definition of various cardinalities for better guiding the 
development of particular software products. In particular, CBFM extends the 
expressiveness of feature diagrams in FODA [ 13], the ancestor of most feature-
oriented methods, with five main aspects: (1) cardinality, which denotes how many 
clones of a feature can be included in a concrete product, (2) feature groups, which 
enable organizing features and defining how many group members can be selected at 
certain points, (3) attribute types, indicating that attribute values can be specified 
during configuration, (4) feature model references, which enable splitting a feature 
diagram into different diagrams, and (5) OCL constraints.  

3.2 UML-based Modeling Methods and ADOM  

Most UML-based methods model commonality-related aspects via dedicated 
stereotypes for differentiating mandatory (sometimes called kernel) and optional 
elements. Some works explicitly specify variability using both «variation point» and 
«variant» stereotypes, while others specify only one of these concepts and the other is 
implicitly specified from its relationships with the other concept.  

We selected the Application-based DOmain Modeling (ADOM) method [ 18] for 
our evaluation, since it consistently integrate all the main stereotypes from other 
methods in the UML-based SPLE category [ 19] and it explicitly refers to guidance 
and validation of software products with respect to core assets, aspects which other 
methods in this category tend to neglect. Furthermore, it enables explicit specification 
of both variation points and variants and it allows specifying ranges of multiplicity. 

At the basis of ADOM there is a profile that includes the following six stereotypes: 
(1) «multiplicity», specifying the range of product elements that can be classified as 
the same core element, (2) «variation point», indicating locations where variability 
may occur, including rules to realize the variability in these locations, (3) «variant», 
which refers to possible realizations of variability and is associated to the 
corresponding variation points, (4) «requires» and (5) «excludes», which determine 
dependencies between elements (and possibly between variation points and variants), 
and (6) «reuse», which is used for guiding the developer about the possible usages of 
the core asset element in specific products. 

4 Empirical Evaluation of Core Assets Modeling Methods 

4.1 Eval1: Comprehension and Utilization of ADOM's Models  

The first study was associated with two research questions: (1) Are the specification 
aids of ADOM well understood and to what extent? (2) Are the specification aids of 
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ADOM well utilized and to what extent? The subjects of this study were 15 advanced 
undergraduate and graduate students in an Information Systems program at the 
University of Haifa, Israel, who took a seminar course named “Advanced Topics in 
Software Engineering” in 2009. During the course, the students studied domain 
engineering techniques, focusing on ADOM and its capabilities. The study took place 
towards the end of the course as a class assignment. The students got a domain model 
(in ADOM) and had to answer questions in three categories. In the first category of 
questions, which referred to comprehension, the subjects had to answer 14 true/false 
questions regarding the domain and explain their answers based on the given model. 
The questions referred to both commonality and variability aspects. The second group 
of questions, validation, required finding violations in a particular application, with 
respect to the domain constraints as specified in the given model. For checking this 
task, we prepared a list of 9 mistakes (or inaccuracies) in the application model and 
measured the performance of the subjects in terms of precision, recall, and F-measure. 
Finally, in the third part, guidance, the subjects were asked to model another 
application in the domain based on a list of requirements and the given domain model 
(in ADOM). In this part, we examined how the specification aids were utilized for 
guiding the creation of particular models.  

The results of this study brought up the following main points. First, variant-related 
aspects are better comprehended than variation point-related aspects. Our conjecture 
regarding this observation is that variation points are more abstract, usually refer to 
several elements (variants) and include information regarding the way to realize the 
variability. Thus, their specification is more difficult to understand than that of 
variants, which are more concrete and focus on particular elements. Second, errors 
that referred to commonality-related aspects, including such that refer to optional 
elements and not just to mandatory ones, are easier to find than errors that referred to 
variability. Furthermore, variability-related errors that involved several different 
model elements were the most difficult to detect (only two students found one such 
error each). Third, the subjects had difficulties in mapping the particular application 
elements to the domain elements as specified in the domain model. As this mapping 
may reveal anchors for validation, these difficulties also prevent the subjects from 
correctly identifying problems that are related to both commonality and variability 
issues. Finally, we found a correlation between the success in applying a variation 
point and the success to utilize its variants. However, it seems that the guidance 
provided by variation points is less considered than the guidance provided by the 
variants. A possible reason for this may be again the different abstraction levels of 
variation points and variants.  

4.2 Eval2: Specification and Guidance Aids in ADOM  

The second study addressed two research questions: (1) Do variability specification 
and guidance aids help comprehend core assets and to what extent? (2) Do variability 
specification and guidance aids help create or model correct products and to what 
extent? The subjects of this study were 116 advanced undergraduate students in an 
Information Systems Engineering program at Ben-Gurion University of the Negev, 
Israel, who took a mandatory course named “Object-Oriented Analysis and Design” 
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in 2009. During the course, the students studied the ADOM method and the study 
took place as part of the final exam in the course. The students were randomly divided 
into four groups, each of which got a core asset model (in ADOM) and had to answer 
15 comprehension questions regarding the given model and to model a particular 
application in the domain. The model given to the first group included only 
commonality-related stereotypes, namely «multiplicity», «requires», and «excludes». 
The model given to the second group included guidance-related stereotypes (i.e., 
«reuse») besides the commonality-related stereotypes, while the model given to the 
third group included, besides the commonality-related stereotypes, variability-related 
stereotypes, namely «variation point» and «variant». The model given to the fourth 
group included all six stereotypes. Despite the difference in the sets of stereotypes 
provided to the four groups, the models included similar (equivalent) information 
using UML expressiveness and associating textual notes when required. 

The following interesting points have risen from this study. First, the guidance 
aids, which explicitly explain how to reuse a core asset element in a particular 
software product, help comprehend aspects that refer to commonality and variability 
issues, and not just to reusability. This was especially remarkable when referring to 
variation points and their rules to select variants. Our conjecture is that explicit 
specification of guidance required additional attention from the students, thus 
resulting in better outcomes. Second, the existence of all stereotypes seemed to 
complicate the core asset models and negatively affect comprehension. Finally, no 
statistically significant differences were found among the particular models produced 
by the various groups from the core asset. We believe that this is due to the clear and 
unambiguous requirements of the requested system, a situation which is less realistic 
in "real life", but required for a controlled experiment. 

4.3 Eval3: Comprehension of CBFM and ADOM Specification Aids  

The research question in the third study was: The specifications of which method, out 
of CBFM and ADOM, are more comprehensible and to what extent? The subjects in 
this study were 18 advanced graduate and undergraduate information systems 
students at the University of Haifa, Israel who took the seminar course “Advanced 
Topics in Software Engineering” in 2010. During the course, the students studied 
various domain engineering techniques, focusing on CBFM and ADOM and their 
ability to specify core assets. The study took place towards the end of the course as a 
class assignment. The students were equally divided into two groups of 9 students 
each according to their grades in relevant modeling courses, their academic and 
industrial background, and their familiarity with the examined methods. The students 
in the first group got a CBFM model of a domain and a dictionary of terms in that 
domain, while the students in the second group got an ADOM model of the same 
domain and the same dictionary of domain terms. The students in the two groups were 
asked to answer 15 true/false comprehension questions and to provide full 
explanations to their answers.  

The results showed that CBFM outperformed ADOM in commonality-related 
questions, while ADOM outperformed CBFM in variability-related questions. This 
outcome is reasonable, as feature-orientation concentrates on a common kernel and its 
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possible configurations, while ADOM treats software products and product lines as 
belonging to two different abstraction levels and allows more variability among 
products that belong to the same product line (e.g., via specialization and extension). 
Nevertheless, a statistical analysis showed that there is significant difference only in 
the variability specification and this is in favor of ADOM [ 19]. In all other categories 
no statistical significance was found. Still, according to the achieved averages, the 
overall comprehensibility in ADOM was better than that in CBFM. This outcome 
somehow questions the widespread opinion [ 20] that feature-orientation is simpler 
and, thus, more comprehensible to different stakeholders involved in SPLE and worth 
further investigation in the future.  

5 Summary and Future Work 

Different core assets modeling methods have been suggested. These methods are 
usually evaluated and compared subjectively, using different lists of criteria that 
highlight various aspects of core assets specification and utilization. We used a 
different approach for comparing these methods: empirical evaluation of 
comprehending and utilizing their resultant models. Based on a series of three studies, 
we noticed that variability is comprehensible and utilizable to a limited extent and that 
the main source of problem is in comprehending variation points. Yet, when 
providing explicit guidelines, the comprehension of the domain model increases. 

  The three conducted studies were relatively limited in their subjects' qualifications, 
the numbers of participating subjects, required tasks, examined methods, and 
provided models. Thus, in the future, we plan to replicate the empirical study on 
larger classes of trained domain engineering students and software developers and to 
use the suggested framework for comparing and evaluating core assets modeling 
methods in other categories, such as in Domain-Specific Languages [ 16]. 
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