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Abstract. When disclosing information to a recommender system, users need to 
trade off its usefulness for receiving better recommendations with the privacy 
risks incurred through this disclosure. Our paper describes a series of studies 
that will investigate the use of feed-forward and feedback messages to inform 
users about the potential usefulness of their disclosure. We hypothesize that this 
approach will influence the user experience in several interesting ways. 
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1   Introduction 

Recommender systems for mobile applications need to provide immediate benefit to 
users, or else they may discontinue using them [1][2]. Many systems, however, give 
adequate recommendations after an extensive period of use only [3]. Context-aware 
recommender systems (CARS) use context data to overcome this new-user problem. 
Previous CARS have used location, system usage behavior, demographics, and im-
plicit feedback [4][5]. Some users may feel uneasy providing such potentially priva-
cy-sensitive information to the system [6][7]. Moreover, not all forms of context data 
are equally useful for the recommender [5]. From a privacy perspective, it is better to 
let users decide themselves whether or not they want to disclose some piece of infor-
mation [8]. Research shows that a large majority of people is willing to trade off pri-
vacy for personal benefits [9]. However, users often have a hard time making an in-
formed decision because they lack knowledge about their benefit from providing the 
information to the system and its consequences for their privacy [10][11].  

Recent studies on users’ election of privacy settings in an IM client [12] and a Fa-
cebook application [13] informed participants about the privacy decisions made by 
their friends and all other users, respectively. This “feed-forward” message facilitated 
social cues [14]; participants were slightly more likely to conform to the social norm 
in setting their privacy preferences. The current paper applies the idea of “feed-
forward” to the field of recommender systems, and presents several extensions. 



2   Other Types of Feed-forward and Feedback 

While previous work has considered the impact of social cues only, we plan to inves-
tigate a variety of feed-forward messages that can help users make educated infor-
mation disclosure decisions (Table 1). Wang and Benbasat [15] showed that provid-
ing feed-forward about the usefulness of the piece of information to be disclosed 
increased users’ trust in the recommender system. Berendt and Teltzrow [16] suggest 
that providing such information might also increase the amount of disclosure. We 
propose a similar feed-forward message, which promises users that the recommenda-
tions will improve by a certain amount if they disclose a certain piece of information. 
The social cues and usefulness promises can be combined in a feed-forward message 
that tells users what percentage of other users received better recommendations after 
disclosing the information in question. The numbers in the feed-forward messages 
presumably affect the level of influence of the messages. As in previous work, they 
will not be based on real data but will rather be random within given ranges (Table 2). 

Table 1.  Different types of feed-forward messages to be investigated in our studies. 

Type of feed-forward Message to user 
None (no message) 
Social “XX% of our users gave us/allowed us to use…” 
Usefulness “The recommendations will be about XX% better when you 

give us/ allow us to use…” 
Social usefulness 
(combined) 

“XX% of our users received better recommendations when 
they gave us/allowed us… 

Table 2.  Different levels of influence that will be used in the feed-forward messages. 

Level Percentage 
Low A random number between 5% and 25% 
Moderate A random number between 40% and 60% 
High A random number between 75% and 95% 
 

Whereas participants in previous studies chose their privacy settings once, we propose 
a system in which users can decide to change the amount and type of information they 
disclose. Users may base this decision on two pieces of feedback: the quality of the 
recommendations they receive, and a reflection of the information they are disclosing 
(‘detailed profile inspection’). The effect of the quality of the recommendations on the 
amount of disclosure is unclear. In ‘conversational’ recommenders, where users in-
crementally disclose information, users tend to disclose more information if they see 
that this increases the recommendation quality [17]. This effect may however not 
occur in a system where most of the disclosure is at the beginning of the interaction. 

For those types of disclosure that accumulate information over time, the user may 
initially not be aware of the exact extent of the disclosure. It is therefore assumed to 
be good privacy practice to allow users to inspect the ‘profile’ that the system has 
gathered over time [18]. Such detailed profile inspection may assist the user in decid-
ing whether to change her information disclosure settings (see Table 3). 



Table 3.  Different levels of profile inspection (feedback).  

Type of feedback Implementation 
Shallow Shows the types of information being disclosed (e.g. “app 

usage”), but no specific information (e.g. the usage frequency) 
Detailed Shows the types of information being disclosed, as well as a 

detailed record of this information 

3   Information Elicitation and the User Experience 

In our proposed system, the amount of disclosure has a direct impact on the quality of 
the recommendations, and consequently on users’ satisfaction with the system. Infor-
mation disclosure is thus a tradeoff between usefulness of disclosure and protection of 
privacy. Providing users with information can nudge users into over-protecting or 
under-protecting their privacy. If users are lured into over-protection, their satisfac-
tion may decrease because the recommender may not have enough information to 
generate accurate recommendations. If users are lured into under-protection, they may 
later feel that their privacy was compromised. 

Merely looking at users’ level of disclosure paints a one-sided picture; the complex 
nature of users’ interaction with the system warrants an integrative, user-centric ap-
proach. Based on Knijnenburg et al. [19], we hypothesize that several factors mediate 
the effect of feed-forward, feedback and disclosure on user experience: perceived 
privacy threat, perceived amount of control over the system, trust, and perceived 
quality of the recommendations. Table 4 and Fig. 1 show the hypothesized effects. 

Table 4.  Different levels of profile inspection (feedback).  

Topic Hypotheses 
Feed-forward and 
feedback 

The different types of feed-forward messages (H1) and levels of 
usefulness (H2) have a different impact on the initial amount of 
disclosure. The profile inspector (H3) and recommendation quality 
(H4) influence the change in disclosure. The profile inspector 
increases the perceived control over the privacy settings (H5), 
which increases the trust in the system (H6), which in turn causes a 
(negative) change in the level of disclosure (H7). 

Privacy concerns 
and privacy 
threats 

Users’ privacy concerns decrease the amount of initial disclosure 
(H8) and cause a (negative) change in disclosure (H9). The amount 
of initial disclosure (H10), change in disclosure (H11), and users’ 
privacy concerns (H12) influence the perceived privacy threat. 

Recommendation 
quality and choice 
satisfaction 

The amount of disclosure (H13) and change in disclosure (H14) 
influence the perceived recommendation quality, which in turn 
influences the satisfaction with the installed apps (H15) 

System satisfac-
tion and system 
use 

The perceived privacy threat (H16), perceived recommendation 
quality (H17), and perceived control over the settings (H18) influ-
ence the system satisfaction, which is in turn related to the extent 
of system use (H19) 
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Fig. 1. A visual representation of the hypothesized effects in our studies.  

4   Proposed Studies 

We propose a series of studies that implement and test our feed-forward and feedback 
mechanisms in an app recommender system developed by Ericsson [3] with the work-
ing title “Applause” (Fig. 2). The system asks users to disclose their location (Fig. 2, 
screen 1), current app usage (e.g. app download, forwarding to friends, usage fre-
quency, location, and time of day; screen 2), app browsing behavior in the system 
(screen 3), and demographics (e.g. age, income, occupation; screen 4). To guarantee 
that our findings are both comprehensive and statistically valid, we propose a variety 
of studies: qualitative user interviews, an online questionnaire, a highly controlled 
experiment with a system mockup, and a field test with real users of the real system. 

4.1   Qualitative Study 

The goal of the qualitative study is to get an in-depth insight into how users trade off 
the benefits of disclosing information with the threats that this poses to their privacy. 
20-30 participants will be recruited, and given the opportunity to use the current ver-
sion of Applause (without feed-forward and feedback) for at least a week. 

Participants are asked to elaborate on their experience with the system. They are 
also asked about their phone usage, technological expertise, and privacy concerns. 
After that, they are shown different mockups of information disclosure screens (Fig. 
2, screens 1-4). Screens will display different types of feed-forward messages, as well 
as different levels of influence. For each screen, users are asked if they would disclose 
the information or not, and to elaborate on their decision. Participants are also shown 
the different levels of profile inspection (screens 7-8), and asked for their comments. 
The goal of this study is to explore users’ reactions to changes on each dimension. 

Interview responses will be analyzed using grounded theory analysis [20], which 
models relationships between concepts (e.g. type of message and privacy concerns). 



Models of each participant are compared to identify similarities and conflicts. The 
interviews are conducted in three batches, so that insights from the first analysis can 
influence the questions asked in the second batch of interviews. Finally, an integrated 
model is constructed, and interesting deviations from this model are highlighted. 
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Fig. 2. Mockups of feed-forward and feedback conditions in proposed app recommender. 

4.2   Online Survey 

The online survey has the same goal as the quantitative study, but its results will be 
based on a larger sample (150-200 participants) and will have a quantitative character, 
allowing statistical validation of the results. This study also pre-tests the question-
naires that will be used in subsequent studies. Whereas participants in the quantitative 
study were asked to compare different types of feed-forward and feedback, the quanti-
tative study presents each user with only one type of feed-forward message and one 
type of profile inspection. This results in 2x4 between-subjects conditions. The type 
of requested information and the level of influence are manipulated within subjects. 

Participants are first asked several questions about their phone usage, technological 
expertise and privacy concerns. They are then randomly assigned to an experimental 
condition and shown mockups of information disclosure screens, with the feed-
forward message and level of influence corresponding to this condition (Fig. 2, 
screens 1-4). For each screen, participants are asked to disclose this information or 
not. They are also shown one of the two profile inspectors (screens 7-8), and asked if 
they want to change their disclosure. Finally, they are asked several questions about 
the perceived privacy threat that this system poses, their perceived control over their 



profile, their satisfaction with a system that would use these features, and their inten-
tion to use that system and to recommend it to a friend. 

Structural equation modeling will be used to extract relevant subjective concepts 
from the questionnaire responses and determine relationship between the experi-
mental conditions and these concepts. The hypothesized effects that can be tested are 
a subset of the ones displayed in Fig. 1; specifically, due to the setup of the experi-
ment we can only test H1-H3, H5-H12, H16, H18, and H19. As participants in this 
study are not interacting with the system, use can only be measured as an intention, 
and hypotheses related to the quality of the recommendations cannot be tested. 

4.3   Fake Recommendation Experiment 

Whereas the first two studies ask participants about their intended use of the system, 
the two experiments described in this and the next section consider actual system use. 
Research has shown that privacy attitudes and behaviors do not always align [21][22]. 
The fake recommendation experiment uses a semi-functional mockup of the recom-
mender system that does not provide real recommendations (i.e., every participant 
receives the same recommendations), thereby controlling for the effects that would 
normally be mediated by the recommendation quality. Because the system is used 
only once, the different types of profile inspection will not be considered in this study. 
Type of feed-forward is again manipulated between subjects, and type of information 
and level of influence within subjects. The design of the study resembles [12]. The 
main difference to this work is that we test different types of messages. 

100-150 participants are first asked several questions about their phone usage, 
technological expertise and privacy concerns. They then interact with the system in 
one cycle. The system first asks them to disclose information (Fig. 2, screens 1-4), 
where each screen shows a feed-forward message that corresponds to the randomly 
selected condition and the randomly selected level of influence. Then the system 
provides the (fake) recommendations (Fig. 2, screen 6). Finally, participants are asked 
about the perceived privacy threat posed by this system, the perceived quality of the 
recommendations, their perceived control over their own profile, their satisfaction 
with the system, and their intention to use the system if it would be available. 

Structural equation modeling will be used to statistically test the relationships be-
tween the experimental conditions, the disclosure behavior, the subjective system 
aspects, and the user experience. The following hypotheses in Fig. 1 will be tested: 
H1, H2, H8, H10, H11, H13, H15, H16, H17 and H19. Note that participants use the 
system only once, so “extent of system use” can only be measured as an intention, and 
hypotheses related to changes in disclosure cannot be tested. 

4.4   Field Experiment 

The field experiment uses the fully operational app recommender. The study will 
sample 350 to 500 participants from existing users of the Applause system. Partici-
pants are shadowed over a period of time (in which they will be allowed to change 
their disclosure), and receive real recommendations based on their disclosure. The 
type of feed-forward message and the type of profile inspection are manipulated be-



tween subjects (leading to 2x4 conditions), and the type of requested information and 
the level of influence are manipulated within subjects. 

Participants are first asked several questions about their phone usage, technological 
expertise and general privacy concerns. Consequently, they interact with the system 
repeatedly for a period of two weeks. Their initial interaction will be the same as in 
the fake recommendation experiment. However, after the first information elicitation 
screens (Fig. 2, screens 1-4), participants are asked to review their settings (screen 5) 
before moving on to the recommendations (screen 6). Participants are encouraged to 
revisit the recommendation screen throughout the study period. They will also be 
informed that they can return to the review screen to change their disclosure. When 
changing their disclosure, some participants are aided by a detailed profile inspector 
(screen 7), while others will only see a global profile inspector (screen 8).  

The system logs participants’ information disclosure and system usage (browsing 
recommendations, installing recommended apps). After two weeks, participants are 
asked several questions about the perceived privacy threat that this system poses, the 
perceived quality of the recommendations, and their satisfaction with the system and 
the apps they installed that were recommended by the system. Structural equation 
modeling will be used to evaluate all hypotheses in Fig. 1. 

5   Conclusion and Future Work 

Employing the user-centric framework for recommender system evaluation in [19], 
this paper applies (and extends) recent findings on information disclosure [12] to the 
field of recommender systems. Information disclosure is important for the proper 
operation of most recommender systems, and privacy issues are specifically salient in 
context-aware recommenders, where disclosure moves beyond the traditional elicita-
tion of preferences. All proposed studies include “pretend” elements. Even the final 
study uses a “fake” feed-forward message (e.g., the expected usefulness of a certain 
piece of information that is not actually calculated). More research needs to be done 
to find ‘real’ metrics of information usefulness (e.g. the expected amount of change, 
or increase in accuracy, in the recommendations when providing the information).  
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