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Abstract—This paper has two main focuses. First it providesa
review on the reasons why agent technologies aregaod choice
for BPM (Business Process Management). A brief suey of the
literature on the subject is presented and a critial revision of the
main motivations that are commonly accepted for theuse of
agents in BPM is presented taking into account recg
technological developments. Then, the paper presentise recent
developments of Wade (Workflow and Agent Developmén
Environment) and it confers such developments and Wae-added
features in the scope of the initial discussion. Rally, the paper
briefly enumerates some successful applications tfe presented
technologies in Telecom Italia. Such applications ar so
important and demanding that their implementation using agent-
based approaches is an outstanding result for agetechnology.

Keywords-business process management; agent-based business
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l. INTRODUCTION

Business Process Management (BFMhow a consolidated
trend in IT that has recently came up as a newiglise
intended to unify related topics such as Processlelia,
Workflows, Enterprise Application Integration andidness-
to-Business integration (see, e.g., [8]).

Despite the complexity of the subject, we can biyoasfer
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Generally speaking, a BPM system enables a widgerah
tasks like automating manual work, improving infatian and
knowledge exchange among employees, controllingness
processes in place, and assist in design and emgigeof
business processes. More in details, there arevddatures
that every BPM system must provide and that we idenf
paramount importance (see also [8]):

1. It should transparently support multiple instancta
given process and a given task;

2. It should ensure that dependencies between the task
are timely satisfied,;

3. It should allow user activities to be assigned
appropriately; and

4. It should integrate with the enterprise softwarel¢o
required to complete the tasks.

The introduction of a software system for BPM twytiig
entails the adoption of appropriate workflows withthe
enterprise. Avorkflow, as defined in [15], is the automation of
a business process—in whole or part—during whidiaets,
information and/or tasks are passed from one dotanother
according to a set of procedural rules. Normallgrkfows are
meant to ensure that the right people receive thét r

to abusiness processs a set of interdependent activities thatinformation at the right time.

collectively realize a business objective or paliaythin the
context of an organizational structure defining fhactional
roles and the relationships between actors [I5MBiftcludes
the following activities regarding business proesq4.1]:

1. Process description: every process must be dedcrib

Current BPM systems are high quality, mature tools
intended primarily to manage business processesatbavell
structured and whose paths are identified a p(eee, e.g.,
[3][15]). However, the very high complexity and therinsic
volatile and evanescent nature of today’s busirasgonment
%ften make current BPM systems not sufficient. Thas lead

in some specification language in order to enureeraty, i igentification of a number of weaknessesusfent BPM

the activities that need to be performed, the acto
who perform them, and the interdependencies th

exist between activities; and

;rsﬁystems and the criticism against available BPMesys is

ow a solid movement (see, e.g., [11][13]). Theamfove
witness the rapid evolution of alternative appreaschto

2. Process execution and management: organizatiorigaditional BPM that notably includeagent-based BPM

typically use a software system, calB®M system
in charge of enacting the process description ard t
it into practice.

While the importance of BPM systems in process @it
is obvious, it is of equal importance to couple BBjstems
with models intended to express the complexitiebuxiness
processes in the scope of their organizationalestthtaind to

systemsand more generally, the use of the entire spectti
agent technologies in the scope of BPM. The promwisagent
technologies with this respect is to provide selaranties for
greater dynamism, agility, and adaptability.

We already have a number of agent-based BPM systems
available (see, e.g., [4][6][11][12][13]) and alich proposals
share the common factor of using the autonomous and
collaborative nature of agents to accommodate wewzd

support reasoning about processes for enabling refutu it ations in dynamic business processes

optimization and reengineering activities.



Il.  AGENTS ANDBUSINESSPROCESSMANAGEMENT

In order to precisely discuss the role of agentrietgy in the
scope of BPM systems, we must first review in detahat a
BPM system is and how it is expected to behave. mbst
relevant reference for this kind of systems is [1&hich
characterizes a BPM system as a software systendé¢fiaes,
creates and manages the execution of workflows #mnat
running on one or more workflow engines. Such wokf
engines are able to interpret the process definitidgeract with
workflow participants and, where required, invoke tuse of
other software.

Such BPM systems are typically modularized in addet
well-defined parts (see, e.g., [8]): business pgscaefinition
tools, business process servers, business prockmst c
applications and business process monitoring
administration tools. Figure 1 provides a pictoxi@w of such

a modularization of a BPM system.
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Figure 1. Conceptual model of traditional BPM system (fror3]j1
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Business process definition toolllow modeling the
process in terms of workflows, actors, tasks, @@ and their
relationships and interdependencies. This is ndymabne
using a graphical notation that typically resemifil@scharts.

Business process serveese the software systems that

provide the runtime execution of defined proces$ésy read
process definitions and actually execute and ttiaein.

Business process client applicatioase software systems
that actors use to interact with the workflow. Tdgplication
does not need to be part of the BPM system arsdtypically a
thin (Web) client that behaves as a front end towalusers
receiving information and submitting events to thesiness
process server.

Business process monitoring and administration s@ok
intended to provide a real-time view of the stdtex@cution of
workflows and they provide means to manage unferese
situations. They are valuable tools that give cetechelp at
runtime and that trace the information needed tinipation
and reengineer processes.

Even if the modularization of typical BPM systerasaell
established and understood, in principle differgydtems can
have different approaches to support the lifecydldusiness

an

processes. Unfortunately, according to [15] the omiigj of
current generation BPM system shares a common agipro
structure the lifecycle of business processes. Téleystart
modeling business process from activity analysts they pay
primary attention to business process tasks inpemt#ences in
order to correctly enact known sequence of thestf&k All in
all, such systems are adequate only in situatiohsrev a
business process is fully understood and every etoaisle
outcome of tasks and activities can be considerad a
controlled beforehand.

As we briefly discussed before, not all businesxesses
can be defined with such a fine level of controtiasign time.
Real-world business processes are complex andncauisly
changing in order to accommodate the changes af the

perative environment. Because of that, [8] prowidelist of

e major drawbacks and limitations of current BBydtems,
which we review here according to recent develogmehthe
technology:

1.
2.

Limited flexibility during process enactment;

Inability to cope with dynamic changes in the
availability of resources needed to accomplish
activities and tasks, as existing systems tendd& |
the necessary facilities to redistribute work items
automatically as (and when) required;

Inadequate handling of exceptional situations,
especially when an exceptional case arises intaopar
compound (yet possibly recoverable) tasks;

Limited (or even, no) ability to predict change®da
external events, in both the volume and the time
distribution of activities.

Insufficient interoperability with other systems the
majority of existing BPM systems consists of
centralized and monolithic systems that are meant t
control their operative environment and that aré no
designed to cooperate with other (possibly unknown)
controllers.

Even a superficial read of the mentioned drawbacks
suggests that agent technology should be capaladdréssing
and effectively solving all such issues. If agesthinology is
involved in the enactment of business processessheoaild
benefit from the intrinsic dynamism and flexibiligf agent-
based systems.

An agent-based BPM system is made of a set of acdtw
modules that meet the coarse grained criteria tiedine
agenthoodand that are involved in managing the flow of work
throughout a business process [13]. The basiciglarethink
the mentioned modules of a traditional BPM systereims of
interacting agents in charge of peculiar respolitis and
capable of predicting and reacting to unforeseématons.
This does not mean that we need to rethink theudssd
modularization of a BPM system; rather agents gigethe
possibility of going deeper in the definition ofetiparts of a
BPM system. All such parts are then viewed as agantrder
to benefit from the intrinsic characteristics of eats
themselves.

Moreover, the use of agents enables another, attadg
modularization possibility, as suggested in [8]. #gent-based



BPM system can split a business process into padstrust
the control over such parts to individual agents.

Finally, the business logic behind the businescqmses
can be explicitly defined to agent (e.g., by meainsome set of
business rules), to allow agents reasoning on Hredrothers’
roles in a business process. Agents use busingistto plan
their activities in order to achieve their goalslda meet the
overall goals of the business logic.

traditional environments where dynamism and unuoeytaare
not major issues.

We have been using agent technology in traditional
operative environments for its maturity and effestiess in the
provision of nonfunctional features coupled witk fossibility
of visually programming complex behaviors. Next tgsc
presents the Wade (Workflow and Agent Development
Environment) [6], which is an agent-based BPM systhat

Given such a view of an agent-based BPM systemame ¢ has been successfully adopted in a number of missitical

sum up the major advantages of such an approabhiltting
BPM systems [3][11]:

1. The use of goal oriented, communicating autonomou
agents, which although concerns about business, logi

allows multiple solution paths to the business pssc
goals to be achieved;

software systems—as detailed further at the enldeopaper—for
the possibilities it provides in the realizationsaflutions with
distinguished nonfunctional requirements in term$ o
.gcalability and robustness. The role of Wade-baggehts in
such systems is not about using the autonomy aftage the
management of dynamic and unforeseen situatiotigerri is
about providing developers with friendly tools thmbvide a

2. The agent metaphor allows decentralized ownershipobust shield against the complexity of nonfunciion

of the tasks, information and the resources invbine
business processes;

3. The use of agents provides high degree of naturad
interrelated tasks ar

concurrency, when many
running at any given point of the business process;

requirements.

Finally, it is worth noting that the tight integi@t of Wade
with mainstream development technologies like Jawh Web
ervices allows developers incrementally adoptingena
&echnology in their systems. The parts of the sysieat can
fruitfully empower the features of agents are gaddveloped

4. The decoupling of the parts of the system that mgert!Sing Wade and related tools (e.g., Wolf [6] andeJa0]),
technologies ensure allows them to be swapped outthile other parts are still developed using maewst
replaced, or even added to the system withoutechnology with no effort needed for integration.

impacting other parts; and

5. Agent-based technologies allow building highly
decentralized, distributed systems, which corredpon
when the businessWade (Workflow and Agent Development Environme#i)i

to the real-world situation,
processes in organizations are physically distedbut

Unfortunately the literature has already identifisdme
disadvantages of promising agent-based approacBPtl
systems (see, e.g., [11]). We summarize the mashipent
here for the sake of completeness:

. WADE: AN AGENT BASED FRAMEWORK LEVERAGING

THE WORKKFLOW METAPHOR

an open source framework meant to develop disetut
applications, based on the agent paradigm and tr&flow
metaphor. It is built on top of Jade [10], the papuopen
source middleware for the implementations of madjents
systems, complying with FIPA specifications [7].Véaadds to
Jade the possibility to define tasks in terms ofkfifows and a

1. The agent-based systems have no overall systeset of mechanisms to handle the complexity of adnation

controller, which

approach is not the best choice for managing bssine

implies that the agent-basedand fault tolerance operations in a distributedrenwnent.

Wade was initially conceived to exploit the workflo

processes with a lot of global constraints to beapproach in the implementations of the system riafelogics

satisfied; and

2. Agent-based systems have no global
knowledge, i.e., an agent’s actions are—by definiti

may mean that agents could make globally sub

optimal decisions.

It is worth noting that such issues are actuallgnemn to
all agent-based software systems and they areypatat of
BPM systems. Actually, such issues and their ingyme
originate from the common understanding of agestba

complet

that can be modeled in terms of “short running” cesses.
Such kind of processes are generally charactetigea short
@xecution time (typically seconds or in some cas@mutes)
.and a high CPU time consumption and can be defmégtrms
%f the activities to be executed, the relationsveen them
{used to specify the execution flow) and the coods of start
and termination.

Many advantages have been demonstrated to become
effective following this approach and, among théns worth
mentioning the possibility to have a graphical esgntation of
a workflow, easily understandable by domain expestaell as

systems as usefohly in a limited set of environments that are by programmers. Because of the workflows expresss®

characterized by intrinsic dynamism and
Obviously not all operative environments are stiaaii and we
believe that agent technology can work effectiago in more
traditional settings. The work presented in thispgrais
precisely motivated by such a point of view: wenkhithat
agent technology is now ready to deliver very sddichlable
and visually programmable software systems even

uncertaintydomain experts can directly validate the systeniciognd, in

some cases, they could even contribute to the lactua
development of the system with no need of programgmi
skills.

Consistently with the aforementioned requirements
regarding short-running processes, some desigsidesihave
iReen taken. First, workflows are modeled in terfn¥ava code
to ensure maximum efficiency and flexibility. Inettiterature



several formalisms, such as XPDL, BPEL, WS-BPED.(esee
[14][17]) can be found to describe workflows. Howevif on
the one hand they provide a clear and intuitiveeggntation
of the process execution flow, on the other hamy thre not
suitable to specify all the details involved in
implementation of a piece of the business logicaofjiven
software system. A common programming language Jéea
is definitely more powerful and flexible to deal tvidata
transformations, computations and other low leuekil@ary
operations that are often needed when specifyiaghtisiness
logic of the system under development.

Taking into account the above consideration,
(WOrkflow LiFe cycle management environment), thads/
graphical editor, provides a workflow view on top @ Java
class with a well defined structure (see also [Lif2 similar
graphical languages for agent-based workflows). f\Wals
been developed as an Eclipse plug-in, thus allowting
exploitation of all features offered by the Ecligseva IDE.

Agent) has been introduced and it is responsibladoage all

operations related to tracing, persisting and redoyg the
status of workflows.

theB. Asynchronous events

Another major step-forward in the evolution of Wasl¢he
introduction of an integrated event sub-system @m@nted as
an agent called ESA (Event System Agent). WhenIdpirey
a workflow, besides regular activities, it is nowspible to
include new synchronization activities that, whexaahed,
make the execution block until a given event happbfore in

Wolfdetails, when the process enters such a synchtomiza

activity, the workflow thread is released (to pnetveesource
consumption) and the WSMA switches the workflowtesta
from ACTIVE to SUSPENDED. A suitable API (the
EventChannel API) is provided to submit eventshe évent
system. As soon as an event matching the templatfied in
the synchronization activity is submitted, the vt is
resumed (a new thread is allocated to it) and tiédesis

Finally, because workflows start and terminate rtheigyiiched back to ACTIVE. Furthermore, any inforroati

executions in a short time, no persistency mechahas been
considered necessary and workflows did not surtivehe
shut-down of their Wade platform.

Summing up, until version 2.6 of Wade, the maigeaof
Wade was the implementation of the system intelogits,

carried by the event is made available to the wowkffor
further processing. The event system stores redavents for
a configurable amount of time so that it is now giole to
transparently deal with situations where a syndaadion
activity is reached after the expected event hagghelm such

using the workflow metaphor and a key element a§ th cases the workflow does not even block and immeliat

approach was the choice to model a workflow diyedy
means of a Java class, providing a graphical reptagon of it
using Wolf.

IV. BPM-ORIENTED EVOLUTION OF WADE
Starting from 2010 new requirements coming frome€em

moves forward. It should be noted that the possibibf

blocking to receive asynchronous events is nottktrielated

to long-running however, if the system is restartgdile long-

running workflows will be recovered transparentlgll

suspended short-running workflows will be immediate
aborted.

Italia Wade-based systems as well as the Open &ourg. web Service exposure

Community shown that, though very effective foreatain type
of applications, the followed approach restricteal tightly the
actual usages of Wade. In particular, more and rfieguently
the need to properly manage situations where aflearicould
block waiting for external events that may happerhours,
days or even months was indicated as a mandataiyrée

To meet such ever growing requirements with ver8idn
Wade had a strong evolution that, though presenitag
distinctive characteristics, makes it now a toohttican
effectively play the role of orchestrator in a BRbhtext.

A. Long-Running workflows

The base for all Wade BPM-oriented features desdrib
this section is the possibility of having workflowsat survive
to a system restart. Such workflows are identifeedlong-
running More in details, if the platform is shut down \eha
long-running workflow W has executed activity, As soon as
the platform starts up again workflow W is autoroally
reloaded and forced to recover its execution starfrom

Since version 2.0 Wade includes a powerful embedded

support to invoke Web services from within a wookfl In
version 3.0 such a support is enriched with thesipdiy of
automatically exposing Web services. This featsréenofold.
On the one hand it is possible to expose the dpagat
specified in a given WSDL and block a workflow viadgf for a
given operation to be invoked. This is achievedcbgnbining
the new Web service exposition feature with thepsupfor
asynchronous event described in previous sectionad hoc
WaitWebServiceynchronization activity now exists that, when
reached, makes the workflow block until the event
corresponding to the invocation of a previously esqdl Web
service operation happens. Internally the codeirsgthe Web
service invocation encapsulates the operation peteasinto
an event and submits it to the event system. Owotther hand,
it is now possible to automatically expose a warkflas a Web
service. The workflow name maps to the service nantk a

singleexecuteoperation is generated with parameters matching

workflow’s ones. The code serving the invocatiaggers the

activity Aq.1. Under the hood Wade saves the status of a longxecution of the workflow. This feature is made ikde in

running workflow on a persistent storage afterakecution of
each activity. The persistent storage is implentrby a
relational database accessed through Hibernate.

mechanism has been tested with a number of diffelelabase

Wolf by means of a simple click on the workflow sta
From the architectural point of view, the Web seevi

Thexposition feature described in this section islém@nted by a

new component calleWadeServicesThis is a standard Web

management systems, e.g., H2, mySqgl and Oraclee n application that can be executed within any sergtattainer

administrator agent called WSMA (Workflow Status ridger

such as Apache Tomcat.



D. Administration Web Console

According to the new evolutions of Wade and in ore
facilitate the administration of the platform, a BMeonsole has
been developed to allow performing both low level
management operations, like the start-up/shut-dofvrthe
platform, and high level actions, more relatedhe business
logics, like browsing and launching a workflow.

This Web console has been implemented using thfLZK

maintenance operations in the fields with more than
million documented assisted installation since 2007
and

WeMash, a mashup platform for service-oriented
architectures whose target is to enable non-degelop
users to self-create simple applications and toesha
them within the team they are working in.

framework, an open source solution to develop Web The results were so compelling that Telecom Itehase

applications, based on AJAX technology. In paracuthe ZK
framework has been extended to support new ZK coems
specially intended to support the Wade administnati
functionalities. Such components, exploited by tidéeb
console, can be also reused by developers insidsustbm
Web applications that need to integrate Wade pilatfo
management functions.

V.

This paper looks through general questions aboemtagased
BPM. It gives an overview of the main concepts 8MBand it
identifies a general conceptual model of centrdliard agent-
based BPM systems. Then, the paper points out iayegdies
of agent-based BPM systems, and it sums up maiantaiges
and disadvantages of such systems. It is wortmgdhiat this
paper does not pay much attention to implementatenes
inherent to the introduction of agent technologies.

The existing agent-based BPM systems, that haeadir
been developed and applied as the solution of weald
problems, proves that agent technologies are a lyhigh
perspective direction for future researches in figdkl. From
our experience we now think that the main issue&hvthe
designer of an agent-based BPM system should becasfa
are: inter-agent communication protocols, agentioact
planning (which is itself a topic for future reselaes), business
logic representation.

CONCLUSIONS

From a methodological point of view, Wade has been

appreciated in the development of mission critaggnt-based
BPM systems for the agile approach that it brimgdVade and
related tools provide a solid platform for the depenent of
complex BPM systems that tightly integrate the powta
visual approach with scalability, robustness aneraperability
with mainstream technologies. This has reduced dffiert
needed to develop effective demonstrators and typms that
were fruitfully scaled up to the core parts of regdtems, thus
reducing time-to-market and improving the overalblities of
the systems and of the development processes.

In particular, Wade proved to be largely usefubevelop
single applications and service oriented architestuwith
strong requirements regarding performances, sdigfakind
high flexibility in defining the systems’ logics.

In Telecom ltalia Wade is used for a number of miss
critical systems [6][15] that are now in everydase with real
users and in the scope of projects with real custem

NNEM implements a mediation layer between
network elements and OSS systems for millions o
Telecom lItalia customers;

Telecom ltalia technicians performing installatemd

f16]

Wizard provides step-by-step guidance to thousands

Wade as the enabling middleware foBaftware As A Service
(SAAS) offer for Utilities customers in the fields electricity,

gas and water. This offer includes various syst@ffigard 2.0,
WeMash, and a bus orchestrator) based on the new
functionalities of WADE 3.0 described in this papeith a

fully functional service oriented architecture hsempletely

on open source components.
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