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Abstract. Graph databases are directed graphs in which the edges are labeled
with symbols from a finite alphabet. In this paper we introduce a logic for such
graphs in which the domain is the set of edges. We compare its expressiveness
with the standard logic in which the domain the set of vertices. Furthermore,
we introduce a robust model of computation for such logic, the so called graph
pebble automata.

1 Introduction

The study of graph structured data has received much attention lately, due to numerous
applications in areas such as biological networks [12, 15], social networks [17], and the
semantic Web [9]. The common database model proposed by such applications is most
commonly denoted as graph databases, in which nodes are objects, and edge labels
define relationships between those objects [2].

For querying graph structured data, one normally wishes to specify certain types of
paths between nodes. Most common examples of these queries are conjunctive regu-
lar path queries [1, 14, 6, 3]. Those querying formalisms have been thoroughly studied,
and their algorithmic properties are more or less understood. On the other hand, there
has been much less work devoted on other formalisms other than graph reachability
patterns, say, for example, the integrity constraints such as labels with unique names,
typing constraints on nodes, functional dependencies, domain and range of properties.
See, for instance, the survey [2] for more examples of integrity constraints.

Our intention is to study formalisms for such graph databases which is capable of
expressing these integrity constraints, while at the same time still feature manageable
model checking properties. Obviously such formalisms depend on how the underlying
directed graph of the databases are represented in the first place.

The standard representation of directed graphs is simply a set of nodes, together
with a binary relation on these nodes to represent the edge among them. The labeling of
the edges is represented as a function from the edges to the finite alphabet of symbols.
We call such representation the vertex representation.

Another less common way to represent directed graphs is to take the edges as the
domain, together with some well defined binary relations on these edges to indicate how
two edges intersect. The labeling of the edges is represented as a set of unary predicates
on the domain. We call such representation the edge representation.

In the first part of our paper we propose a vocabulary for the edge representation,
which we call E-vocabulary. We call V-vocabulary the vocabulary for the vertex repre-
sentation. We study the expressive power of [E and compare it to V-vocabulary. In this
respect our contributions are the following.



— The logic that we propose for edge representation is robust, in the sense that for
each graph database in the vertex representation, there exists a unique (up to iso-
morphism) graph database in the edge representation that have the same underlying
directed graph. Vice versa, for each graph database in the edge representation, there
exists a unique (up to isomorphism) graph database in the vertex representation that
have the same underlying directed graph.

— Next, we turn our attention to expressivity of E-vocabulary. For first-order logic
(FO) we show that it is equivalent to V-vocabulary. On the other hand, for the
existential monadic second-order logic (3MSO), as well as monadic second-order
logic (MSOQ), the E-vocabulary is more expressive than the V-vocabulary. That is,
there are IMSO and MSO sentences in E-vocabulary that cannot be expressed in
sentences in V-vocabulary in IMSO and MSO logics, respectively.

In the second part of our paper we introduce a notion of automata for graph databases.
We follows the direction in [19] by defining pebble automata for directed graphs.

Pebble automata was initially introduced for words over finite alphabet in [8]. Later
it was extended words over infinite alphabets in [16]. Roughly speaking, a k£ pebble
automaton, in short k-PA, is a finite state automaton equipped with k pebbles. The
pebbles are placed on/lifted from the input word in the stack discipline — first in last
out — and are intended to mark positions in the input word. One pebble can only mark
one position and the most recently placed pebble serves as the head of the automaton.
The automaton moves from one state to another depending on the equality tests among
data values in the positions currently marked by the pebbles, as well as, the equality
tests among the positions of the pebbles.

Later in [19] the connection between graphs and pebble automata was initially intro-
duced. The main idea in [19] is that a word of even length over an infinite alphabet can
be viewed as a directed graph, hence pebble automata for words over infinite alphabets
can be viewed as a model of computation for directed graphs.

In this paper we extend this connection to the case of graph databases, i.e., directed
graphs in which edges are labeled with symbols from a finite alphabet 2. Some of the
results in this paper are the following.

1. We define the notion of k pebble graph automata, or in short k-PA, for graph
databases.

2. Every first-order sentences of quantifier rank k over graph databases can be simu-
lated by k-PA.

3. We demonstrate the robustness of pebble automata by showing the equivalence
between two-way alternating k-PA and one-way deterministic k-PA. This result
settles a question raised in [16]. It was first spelled in [19] for words over infinite
alphabet, but no formal proof has been given until now.

This robustness immediately implies that the class of families of directed graphs
captured by k-PA is closed under boolean operations.

We also note that almost all results in [19] can be carried over to the case of graph
databases, including the fact that reachability from the source node s to the target node
t can be checked by k-PA if and only if the distance from s to ¢ is less than or equal
to 2%. This fact, together with item (1) above, yields the fact that reachability can be



expressed by first-order sentence of quantifier rank % if and only if the distance between
source and target nodes is less than or equal to 2*. As the proof is non standard, in the
sense that we do not use the standard Ehrenfeucht-Fraissé approach which is commonly
used in most finite definability results, it is worth to mention that pebble automata can
be a potentially useful tool to prove definability results in first-order logic over graph
databases.

Related work. Closely related to our work is Courcelles work [5], which appears to be
the first ones that suggest including the graph edges as part of the domain. The results
and definitions here do not follow from [5]. The first reason is that the logic introduced
by Courcelle is essentially two sorted logic. That is, the domain consists of two kinds of
elements: the vertices and the edges. Whereas, the logic that we define here has only the
edges as the domain. Thus, the logic is defined with different vocabulary than ours. The
second reason is that it has not been shown that every structure defined in the vocabulary
in [5] is indeed a directed graph. It is not clear at all in the first place why it is true. We
prove in this paper that indeed such is the case.

Later on in the paper [10] monadic second-order logic was introduced for abstract
matroids, which are extensions of graphs. It was shown in [10] that many results in [5]
also hold in this setting. However, the emphasis in [10] is decidability issue for satisfac-
tion problem. So naturally it only considers the family of matroids with bounded branch
width, the analog of tree width for graphs. While in our paper we are more interested
in a model of computation for graph databases that feature manageable model checking
properties.

Another work related to ours is the work in [4]. In that paper two models of com-
putation for directed graphs are introduced, the so called V-automata and E-automata.
In brief, given an input directed graph G, a V -automaton marks the vertices of G with
symbols from finite alphabet. The decision to accept GG or not depends on this labeling.
FE-automata operate in the same manner, except that they mark the edges, instead of
vertices. It is shown in [4] that V -automata are weaker than E-automata.

These models, the V- and E-automata, are incomparable to our graph pebble au-
tomata. On one side, F-automata are capable of simulating p-calculus on directed
graphs, but they are not closed under negation. On the other side, our graph pebble au-
tomata are capable of simulating the whole first-order logic on directed graphs, closed
under all boolean operations.

Organization. This paper is organized as follows. In Section 2 we define the vocabular-
ies V and E. Then in Section 3 we define the notion of structural equivalent, the notion
to compare two structures from V and E logics. In Section 4 we compare the expressive
power between V and E logics. We introduce graph pebble automata in Section 5. We
then extend all previous definitions to the labeled edges graphs in Section 6. Finally we
conclude with a future direction for our work in Section 7.

2 Representation for graph databases

Graph databases are usually defined as finite edge-labeled directed graphs [2]. In this
paper, in order to keep the presentations simple, we shall work only with unlabeled



directed graphs. We will explain how to extend these results for the case of labeled
graphs in Section 6.

In what follows, we state two representations for graph databases. The first is the
standard one, where a directed graph is just a set of vertices equipped with a binary
relation on the vertices. We will denote its vocabulary by V.

The second one is our proposed representation for directed graphs where the edges
are the domain. We will denote its vocabulary by E.

The vocabulary V. The vocabulary V simply consists of one binary predicate £. We
denote by STRUCT]V] the set of structures of V, which are simply directed graphs. A
V-structure is a structure in STRUCT[V].

We will usually write G = (V(G), E(G)) for structures in STRUCT[V], where
V(G) = Dom(G) is the domain and E(G) is the binary relation on the elements in
V(G).

The atomic formula in the logic V is either x = y or E(x,y). The meaning of
E(z,y) is simply (z,y) € E. The first-order logic FO[V] is obtained by closing the
atomic formulas under the Boolean connectives and first-order quantification over V.
The logic MSO[V], which stands for monadic second-order, is obtained by adding
quantification over unary predicates on the domain. If the unary predicates quantifi-
cations are all existential, then we denote it by IMSO[V]. A V-sentence is a sentence
using the vocabulary V. A sentence ¢ defines a set of directed graphs via G(yp) := {G |
Gk o}

For the sake of presentation, we only consider graphs G € STRUCT/[V] in which
there is no isolated vertices and there is no self loop.

The vocabulary E. Intuitively, rather than viewing a directed graph G = (V, E)) as a set
V' of vertices and F a binary relation on V', we take E' as the domain and define some
relations among the elements in F.

Let u and v be two vertices and e be an edge from u to v. What we mean by the head
of e is the vertex v, while the fail of e is the vertex u. Now the vocabulary E consists
of the binary relations HeadHead, HeadTail and TailTail on the directed edges, where
the intentions of each predicate are as follows.

- TailTail(e1, e2) means that the tails of e; and eq are the same.
- HeadHead(e;, e5) means that the heads of e; and es are the same.
— HeadTail(ey, e2) means that the head of e is the tail of es.

As above, STRUCT][E] denotes the set of all structures of E and an E-structure is
a structure in STRUCTE]. We assume that the structures in STRUCTE] satisfy the
following axioms.

E1. Both HeadHead and TailTail are equivalence relations.

E2. If HeadHead(ey, e3) and HeadTail(eq, e3), then HeadTail(ez, e3).
E3. If TailTail(eq, e2) and HeadTail(es, e1), then HeadTail(es, e3).
E4. If HeadTail(eq, e3) and HeadTail(ez, e3), then HeadHead (e, e3).
E5. If HeadTail(es, e1) and HeadTail(es, e2), then TailTail(eq, e2).
E6. If HeadHead(el, 62) and TaiITaiI(el, 62), then e; = eq.



E7. Forall e, -HeadTail(e, e).

The purpose of axioms E1-E’5 are for consistency, that is, the structures in STRUCT[E]
are really graphs in the ordinary sense of graphs as structures in STRUCT[V]. (See
Proposition 2 below.) Axiom E6 does not allow multiple edges, whereas Axiom E7
does not allow self-loop. Axioms E6 and E7 are not essential, but they will be useful
for our convenience in the presentation.

As usual, FO[E], MSOIE] and IMSO[E] denote the classes of first-order, monadic
second-order and existential monadic second-order sentences in the logic E. An E-
sentence is a sentence using the vocabulary E.

We will usually write £ to denote the elements in STRUCT[E] and Dom(€&) to
denote the domain of £. A sentence ¢ in E-logic defines a set of E-structures via

Glp) ={€ € ¢}

3 The equivalence between edge and vertex representations

In this section we will show that both the edge and the vertex representations essentially
denote the same class of objects.

Definition 1. Let G € STRUCT|V] and G € STRUCTIE]. We say that G and £ are
structurally equivalent if there exists a 1-1 mapping £ : E(G) — Dom(E) such that for
all (Ul, 1)2), (1)27 ’Ug), (’Ul, ’Ug) S E(G) and ey, eq € Dom(E),
1. &(v1,v2) = ey and &(va,v3) = eq if and only if HeadTail(e1, ea);
2. &(v1,v2) = e1 and &£(v1,v3) = ey if and only if TailTail(e1, e2); and
3. &(v1,v3) = e1 and £(va, v3) = eq if and only if HeadHead(e, e2).

The 1-1 mapping & is called a (V,E)-isomorphism.

In other words, if G and & are structurally equivalent, then they essentially denote the
same underlying directed graph. The following proposition states that this notion is
robust.

Proposition 1.

(a) Let G be a V-structure and €1, E5 be B-structures. If both £1 and &4 are struc-
turally equivalent to G, then £1 and E4 are isomorphic.

(b) Let Gy, Gy be V-structures and € be a E-structure. If both Gy and G4 are equiva-
lent to &, then G and G4 are isomorphic.

Moreover, the following proposition shows that both edge and vertex representa-
tions are equivalent, in the sense that each graph stored using the standard vertex repre-
sentation can be coded as a graph under the edge representation, and vice versa.

Proposition 2. 1. For every V-structure G, there exists a unique (up to isomorphism)
E-structure € which is structurally equivalent to G.
2. For every E-structure &, there exists a unique (up to isomorphism) V-structure G
structurally equivalent to E.



We do not state the full proof, but rather give an example of how the edge to vertex
translation works.

Example 1. Let € be an E-structure, where

Dom(€) = {e1,e2,e3};

HeadHead = {(e1, e1), (€2, €2), (€3, €3), (e1,€3), (e3,€1)}s
TailTail = {(e1, 1), (e2, €2), (e3,€3)};

HeadTail = {(e1, e2), (€2, e3), (€3, €2)}.

The following picture well illustrates the structure of £:
€2

€1

€3

We can get a V-structure G = (V(G), E(G)) equivalent to £ as follows. Let H be the
equivalent classes of HeadHead and 7 the equivalent classes of TailTail, i.e. H =
{{e1,es3},{ea}} and T = {{e1},{e2},{es}}. Then we define G = (V(G), E(G)) as
follows. The set of vertices is V(G) = H x T, and ((Hy,T1), (Hz,T2)) € E(G) if and
only if 71 N Ho # (. It is depicted as follows.

(@, {er}) ({e2}; {es})

({e1,es}, {e2})

4 Vertex and edge representations and their logics

In this section we will study the relation between the expressive power of logics us-
ing vertex or edge vocabularies. We need the following definition. For a set A C
STRUCT[V], we define Equiv®(A) as the set of E-structures which are equivalent
to the structures in 4. Formally,

Equiv®(A4) = {€ € STRUCTIE] | € is structurally equivalent to some G € A}.
Vice versa, for a set B C STRUCTIE], we define
Equiv’(B) = {G € STRUCT[V] | G is structurally equivalent to some € € B}.

By Proposition 1, it is immediate that for every sets A C STRUCT[V] and B C
STRUCTIE],

A = Equiv’ (Equiv®(A4)) and B = Equiv®(Equiv’ (B))



From this we immediately get that A = Equiv’ (B) if and only if B = Equiv®(A).
Now we introduce the notion of (V,E)-equivalent, the logical version of Defin-
tion 1.

Definition 2. A V-sentence ¢ and an E-sentence v are (V,E)-equivalent if G(p) =
Equiv' (G(v))), or equivalently, G(1) = EqQuiv*(G(p)).

Using the notion of (V, E)-equivalent, we can now compare the expressive power
between vertex and edge representations. Our first proposition shows that the edge rep-
resentation is as least as expressive as the vertex representation:

Proposition 3. Ler £ in { FO,3MSO, MSO}. Then, for every sentence ¢ € L[V], there
exists a sentence v € L[E] such that ¢ and v are (V,E)-equivalent

The proof is pretty straightforward, thus omitted.

The natural question is whether the converse holds, that is, whether for every sen-
tence using the edge representation we can find an equivalent sentence using the vertex
representation. As we show below, it turns out that this is not true even for IMSO
sentences, nor if the full power of MSO is allowed.

Theorem 1. 1. There exists a sentence 1) € IMSO[E] such that for all sentence ¢ €
IMSQOI|V), ¢ and ¢ are not (V, E)-equivalent.
2. There exists a sentence v € MSOIE] such that for all sentence ¢ € MSO[V], ¢
and ¢ are not (V, E)-equivalent.

Proof. We begin with the IMSO case. The idea is to use the fact that (s, t)-reachability
in directed graph is not expressible in IMSOIV] (see, for example, [13, Theorem 7.16]).
For this we need to add two constants s and ¢ to both V- and [E-vocabularies, de-
noting the source and target vertices respectively. The interpretation of the constants s
and ¢ in V-structures are the source and the target vertices, while their interpretation
in E-structures are two edges: one whose tail is the source vertex, and the other whose
head is the target vertex.
We define the following class of V-structures consists of directed graphs in which
there is a path from s to ¢.
there are vq,...,vg s.t. v; = s and vy = t and
R = {G € STRUCT[V] foreachi=1,...,k —1,(v;,v;11) € E(Q) }

It can be readily seen that the class Equiv®(Ry) is expressible in IMSO[E] in the
following sentence. There exists a set P such that

— there is an edge y in P such that TailTail(y, s) holds;

— there is an edge y in P such that HeadHead(y, t) holds;

— for every edge y in P where —-HeadHead(y, t), there is an edge z in P such that
HeadTail(y, z) holds.

This immediately implies that IMSO[E] is strictly more expressive than IMSO[V].
This proves the first case of the theorem.



The proof for the second case goes along the same lines, this time using the fact that
directed graph hamiltonicity (i.e., whether a graph is hamiltonian) is not expressible in
MSO[V] (see, for example, [13, Corollary 7.24]). On the other hand, directed graph
hamiltonicity can be expressed in the following MSO[E] sentence. There exists a set U
such that

— every two edges in U are connected (can be expressed as in the proof above); and
— for every edge x, x is adjacent to some edge y in U (either HeadHead(x, y),
TailTail(z, y), or HeadTail(z, y) holds);

O

Next, we compare the two representations for the case of first-order logic. It turns
out that the edge and vertex representations are equivalent if one disallows second-order
quantification. Moreover, we also show that this transformation involves only a slight
increase in quantifier rank.

Proposition 4. For every sentence 1) € FO[E)], there exists a sentence ¢ € FO[V| such
that they are (V,E)-equivalent and qr(yp) = 2qr(v).

With respect to the vertex to edge transformation, the following is immediate from
the proof of proposition 3

Corollary 1. For every sentence ¢ € FO[V)], there exists a sentence 1) € FO[E] such
that ¢ and ) are (V,E)-equivalent and gr(v)) = gr(p) + 1.

5 Graph pebble automata

In this section we define pebble automata for directed graphs. It is based on the idea of

pebble automata (PA) for words over infinite alphabet [16]. Let © be a set of infinite

symbols. We assume that the nodes in the directed graphs always come from 2.
Briefly the way graph PA with k pebbles works as follows. If G is a directed

graph, and (a1, b1),. .., (an, b, ) are the edges in E(G), then we feed a sequence w =
(le) e (‘Z") into graph k-PA. The pebbles are numbered from 1 to k. The automaton

starts the computation with only pebble k£ on the sequence w. The pebbles are placed
on/lifted from w in the stack discipline according to the strict order of the pebbles: Peb-
ble i can be placed only when pebbles ¢ + 1, ...,k are above the sequence w. Each
pebble is intended to mark one position in w and the smallest numbered pebble on w,
or, equivalently the most recently placed pebble, serves as the head of the automaton.
The automaton moves from one state to another depending on whether the edges read
by the pebbles satisfy the HeadHead, TailTail, HeadTail relations.

Definition 3. A two-way alternating graph k-pebble automaton, (in short graph k-PA)
is a system A = (Q, qo, F, 1), where

- Q q € QU CQandF C Q are a finite set of states, the initial state, the set of
universal states and the set of final states, respectively; and
— W is a finite set of transitions of the form o — 3 such that



o « is of the form
(4, P, Voo, V10, Vor, Vi1, q)
, wherei € {1,...,k}, P,Voo, Vio, Vo1, Vi1 C{i+1,...,k}, and
o B is of the form (q, act), where q € Q and

act € {left,right,place-pebble, 1ift-pebble}.

Given a sequence of edges w = (§') - - (}), a configuration of A on <wv is a triple

[i,q,0], wherei € {1,...,k}, g€ Qand 0 : {}i,i—i—l,...,k} —={0,1,...,n,n+1}.
The function 6 defines the position of the pebbles and is called the pebble assignment.
The symbols in the positions 0 and n + 1 are < and >, respectively.
The initial configuration is vo = [k, qo, o], where 0y(k) = 0 is the initial pebble
assignment. A configuration [i, g, 6] with ¢ € F' is called an accepting configuration.
A transition (4, P, Voo, Vo1, V1o, Vi1, p) — B applies to a configuration [j, q,0), if

(1) i=jandp =g,
(2) P={l>i:6() =60,
(3.a) Voo = {l >4 ag() = ag(i)},
(3.[)) Vip = {l > b@(l) = ag(i)},
3.6) Vio = {l > ag(y = bg(i)}, and

(
(3.d) Vi1 = {l >i:bguy = bpgiy}-

A transition (¢, P, Voo, Vo1, Vao, Vi1, p) — 5 applies to a configuration [j, q, 6], if con-
ditions (1)—(3) above hold.

We define the transition relation b 4 as follows: [i,q,0] b4 [i/, ¢/, 0], if there is a
transition &« — (p,act) € u that applies to [, g, 8] such that ¢/ = p, for all j > i,
0'(j) = 6(4). and

- ifact = left, thend =iand 0'(3) = 0(i) — 1,

- ifact = right, then? =i and 6'(¢) = 0(i) + 1,

- ifact = lift-pebble, theni =17+ 1,

- ifact = place-pebble,theni =i—1,6(i — 1) = 0 and &' (i) = 6(3).

As usual, we denote the reflexive, transitive closure of - 4 by F7%.
The acceptance criteria is based on the notion of leads to acceptance below. For
every configuration vy = [i, ¢, 6],
— if ¢ € F, then +y leads to acceptance;
- if ¢ € U, then ~ leads to acceptance if and only if for all configurations ' such that
~ F~', ~ leads to acceptance;
- if ¢ ¢ FUU, then ~ leads to acceptance if and only if there is at least one configu-
ration v such that v - 4/, and ~' leads to acceptance.

Qn

A sequence of edges (;) - - (7") is accepted by A, if the initial configuration ~o leads
to acceptance. The language L(.A) consists of all sequence of edges accepted by .A. Ob-
viously, the sequence w induces a set of directed edges G, as explain in the beginning
of this section.

We have presented here the notion of alternating graph PA, since it is easier to
work with for our purposes. However, it is not difficult to define instead the notion
of deterministic graph PA. The next theorem shows that this choice is without loss of
generality, as both models are equivalent.



Theorem 2. [. For each k > 1, two-way non-deterministic graph k-PA and one-way
deterministic graph k-PA have the same recognition power.
2. Foreach k > 1, graph k-PA languages are closed under boolean operation.

Next, we introduce the relationship between graph PA and First Order logic.

Theorem 3. For every FO E-sentence 1), there exists a graph k-PA Ay, such that k =
qr(¢) and L(A) = G()).

Proof. The proof is an adaptation of similar result in [19]. First, by Theorem 2, PAy, is
closed under boolean operations. Let ¢ = Qx ) (x)) where @ € {V,3} and ¢ (zy) is
of quantifier rank k — 1.

The proof is by straightforward induction on k. A k-PA A iterates pebble k through
all possible positions in the input. On each iteration, the automaton 4 recursively calls
a (k — 1)-PA A’ that accepts the language L(1)(z})), treating the position of pebble k
as the assignment value for xy.

- If Q =V, then A accepts w if and only if A" accepts on all iterations.
- If Q = 3, then A accepts w if and only if A’ accepts on at least one iteration.

O

Notice that Theorem 3 is optimal in the sense that all k pebbles are needed. More
precisely, it is possible to adapt the proof of [19] to show that for every k > 2 there
exists an FO E-sentence v, with k = qr(z)), and such that L(A) # G(1)) for every
graph PA A using less than k pebbles.

6 When the edges are labeled with symbols from finite alphabet

In the usual graph databases setting the edges are labeled with symbols from a fixed
finite alphabet. Each symbol can be viewed as a unary predicate on the edges.

In this section we extend the vocabularies V and E with unary predicates on the
edges, which we called extended V and E vocabularies. We also extend the definition
of graph pebble automata for edges labeled with symbols from a fixed alphabet.

In the following we let X' be a fixed finite alphabet.

Extended V logic. The vocabulary for the extended V logic consists of o for each
o € X, where each o is a binary predicate on the domain. We denote by V* the extended
V logic.

An extended V-structure is a tuple G = (V, {0 },cx) such that V is the domain of
nodes and the sets {0 },¢ 5 are disjoints. Intuitively, each relation o denotes the set of
edges which are labeled with the symbol ¢ € 2. Since no edge can be labeled with two
different symbols, the sets {0}, ¢ 5 are disjoint.



Extended E logic. The vocabulary consists of HeadHead, HeadTail, TailTail, {c } ;¢ 5,
where each o € Y is unary predicate on the domain. We denote by E* the extended E
logic.

An extended E-structure is a tuple £ = (U, HeadHead, HeadTail, TailTail, {c } ;¢ ),
where U is the domain of edges, the relations HeadHead, HeadTail, TailTail on U are
defined as before, and each o € Y is a unary predicate on U.

It is straightforward to show that all results on the vocabularies V and E still hold
for the extended logics V* and E*. In the following we will elaborate this point more
precisely.

Definition 4. Let G be an V™ structure and £ an B structure. We say that G and £ are
structurally equivalent if there exists a 1-1 mapping £ : E(G) — Dom(&) such that for
all (vy,vz), (v2,v3), (v1,v3) € Uyex 0 and er,ea € Dom(€),

1. foreacho € X, (v1,v2) € o if and only if £(vy,v2) € 0

2. &(v1,v2) = eq and &(va, v3) = es if and only if HeadTail(e1, e2);
3. &(v1,v2) = ey and £(v1,v3) = e if and only if TailTail(e1, e2),; and
4. &(v1,v3) = ey and £(va, v3) = ey if and only if HeadHead(e1 , e3).

The 1-1 mapping & is called a (V*,E*)-isomorphism.

Theorem 4. 1. Let L in {FO,3IMSO, MSO}. Then, for every sentence ¢ € L[V*],
there exists a sentence v € L[E”] such that o and 1) are (V*,E*)-equivalent
2. There exists a sentence 1 € AMSO[E™| such that for all sentence ¢ € AMSO[V*],
¥ and ¢ are not (V*, E*)-equivalent.
3. There exists a sentence 1 € MSO[E*] such that for all sentence ¢ € MSO[V*], ¢
and @ are not (V* | E*)-equivalent.

Next we define a graph pebble automata with unary predicates on the edges. It is
also pretty much straightforward extension of Definition 3. In this case the input is of

g1 On
the form: | a; | --- | an | € X XD x D, where 0; € X is the label of the edge
by b,

(ai7 bl)

The transitions are of the form: (4,0, P, Vyo, Va0, Vo1, Vi1,p) — (g,act). It is
straightforward to show that all the results in the previous section can be adapted for
such graph pebble automata. More precisely,

Theorem 5. 1. For PA with unary predicates, for each k > 1, two-way non-deterministic
graph k-PA and one-way deterministic graph k-PA have the same recognition
power.

2. For each k > 1, graph k-PA (with unary predicates) languages are closed under
boolean operation.

3. For every FO E*-sentence 1), there exists a graph k-PA Ay, with unary predicates
such that k = qr(v)) and L(A) = G(¥)).



7 Future directions

We would like to apply our logics and graph pebble automata in a more application
oriented settings. Also, it is well known that the emptiness problem for graph pebble
automata is undecidable. One direction that we would like to pursue is to charaterize
a subclass of pebble automata, for which the emptiness problem is decidable. We also
would like to define and study similar logics for matroid and extend the graph pebble
automata for abstract matroid.
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