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Preface 

The iStar workshop series is dedicated to the discussion of concepts, methods, techniques, 

tools, and applications associated with i* and related frameworks and approaches. Following 

successful workshops in Trento, Italy (2001), London, England (2005), Recife, Brazil (2008), 

and Hammamet, Tunisia (2010), the 5
th
 International i* Workshop is being held back again in 

Trento. As with previous editions, the objective of the workshop is to provide a unique 

opportunity for exchanging ideas, comparing notes, and forging new collaborations. 

This year, the workshop is co-located with the 19
th
 IEEE International Requirements 

Engineering Conference (RE 2011), benefiting from the common interests shared by the 

workshop and the conference. As with past editions, we have tried to keep the format small 

and informal so as to maximizing interaction. However, the increasing number of submissions 

and presented papers have forced for the first time in the workshop to organize some parallel 

sessions. We preferred to adopt this option, rather than to reduce the time allocated to papers 

or be more restrictive in the acceptance process. We have included in the wrap-up session a 5-

minute summary of each parallel session given by the session chairs. Also in terms of format, 

the 30 minutes allocated to each paper have been split equally into presentation and 

discussion. 

Concerning the review process, each of the 29 submitted papers went through a thorough 

review process with three reviews from a programme committee, providing useful feedback 

for authors. Revised versions of the 25 accepted papers are included in these proceedings. We 

thank authors and reviewers for their valuable contributions. 

The program was completed with a keynote given by Prof. Munindar P. Singh entitled 

“Governing Sociotechnical Systems” and a tools fair in which 10 tools were presented in a 

plenary session - the first such event in the workshop series. 

Last but not least, we want to deeply thank the organizers of the RE conference for their 

great support. 

We look forward to lively conversations and debates with old and new friends at the 

workshop, in the wonderful surroundings of Trento, Italy! 
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iStarML: Principles and Implications
†
  

Carlos Cares
1,2

, Xavier Franch
2
 

 
1
 Universidad de La Frontera, Av. Francisco Salazar 01145, 4811230, Temuco, Chile, 
2
 Universitat Politècnica de Catalunya, c/ Jordi Girona 1-3, 08034, Barcelona, Spain, 

{ccares,franch}@essi.upc.edu 
http://www.essi.upc.edu/~gessi/ 

Abstract. iStarML is an XML-based format for enabling i* interoperability. A 

relevant difference with any other interoperability proposal is that iStarML is 

founded under the assumption that there is not a common ontology guiding this 

communication proposal. The different i* variants and even particular 

applications proposing new language constructors forced to confront a 

theoretical approach for supporting an interoperability approach in an evolving 

and variable semantic scenario. In this paper we focused on the theories behind 

the iStarML proposal, which include sociological, cybernetics and linguistics 

approaches. Finally, we apply what these theories predict to the case of the i* 

framework and its research community. 

Keywords: i* Framework, iStar, variants, interoperability. 

1   Introduction 

The i* (iStar) framework has become a recognized and widespread framework in the 

Information Systems Engineering community. Given that the i* framework 

incorporates goal- and agent-oriented modelling and reasoning tools, it has been a 

milestone for providing the basis, developing and spreading goal-orientation as a 

relevant paradigm in Requirements Engineering and agent orientation in Software 

Engineering. As a result of different interpretations and adoptions, several i* variants 

have emerged, which have evolved at different maturity levels. Some of them have 

reached the category of industrial standard (e.g., GRL in ITU-T) whilst others are in 

some initial stages of development or were conceived for supporting a localized (in 

scope and time) problem. Besides, there is a set of proposals that cannot be 

considered i* variants because they simply include new or modified language 

constructions. In [1] we have summarized a literature review reporting this fact. 

As an effect of the past and even current proliferation of different i* variants, a 

derived set of software tools and prototypes have been generated. However, 

interoperability has been an elusive target. Although there is a clear core common to 

virtually all i* variants, tool interoperability is founded on an agreement that implies 

the existence of a shared ontology, which it has not been the case of i* variants. 

                                                           
† This work has been partially supported by the Spanish project TIN2010-19130-C02-01. 
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We have tackled the problem of proposing an interoperability framework for i* 

variants. The aim is model interchange to “work together”, which is the deep meaning 

of interoperability. We have called iStarML to the proposal of a XML-based format 

language [2]. It incorporates structures which allows the representation of a wide set 

of i* variants. As part of the theoretical approach that supports iStarML we have 

presented the proposal from [3] as a key theory because it introduces the concept of 

supermetamodel, which has been a key concept for demonstrating the reduction of 

complexity of the translation among n i* variants. Besides, this framework introduce 

degrees of semantic preservation which we have used to qualify the translation from 

an i* variant to another [1]. The iStarML applications and usages that we have 

promoted [4] illustrate the feasibility not only of interaction between different i* 

variants but also the feasibility of using iStarML as a valid textual representation over 

which other applications can be built.  

2   Objectives of the Research 

However, we have not explained the theoretical principles which have supported 

the idea of enabling interoperability without having a shared and common ontology, 

i.e. why and how interoperability can be sustained in a human poly-semantic scenario. 

The goal of tackling this social perspective was to consider the Requirements 

Engineering’s (and also Scientifics’) principle of proposing a better approach if there 

a model (or theory) for understanding why.   

In this paper we briefly present different theories that support the idea of having 

communication without a shared ontology, some of them from linguistics, others from 

cybernetics, and also from sociology of science. The social nature of these theories 

gives us some information of what could be expected as research community and the 

feasible social and technical scenarios that we could expect. 

3   Scientific Contributions 

Basic foundations in Computer Science affirm that interoperability requires a stable 

semantic scenario to reach high levels of interoperability. However, this is not the 

situation in the i* community because different tools have been inspired on different 

i* variants. They do not only have different metamodels (syntax) but also they have a 

different mapping to objects of reality (semantic) of their language constructs. We 

present principles from Sociology of Science, Cybernetics and Linguistics which sup-

port the idea of enabling interoperability in spite of the absence of a shared ontology. 

3.1   Sociology of Science Approaches 

Sociology of Science embraces those studies that explain the foundations of science 

(i.e., Philosophy of Science) from a sociological perspective. One of the relevant 

contemporary philosophers has been Thomas Kuhn, who has modelled science 
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evolution through discontinuous jumps [5]. Kuhn called these jumps “scientific 

revolutions”, which are leaded by a reduced set of pioneers who change the basic 

conceptualizations and build a new way of doing science. This new way of perceiving 

and researching is called “scientific paradigm”. Each paradigm has an initial and 

underlying ontology, which is “known” (in the beginning) only by the pioneers, who 

try to communicate it and teach the new way of doing research using this ontology. 

The impossibility of explaining the new ontology based on the previous ontology is 

called by Kuhn “the incommensurability problem”.  In spite of that, along time, the 

ontology is spread, and used, not always as it was proposed but according to the 

particular interpretations of the followers. This phase is called “the revolutionary 

stage”. However, at some moment, the conceptualization converges to a stable and 

shared ontology (the key concepts of the paradigms) and epistemology (what the 

community accept as valid methods for knowledge production). When it happens, the 

following phase, the normal-science stage, starts. The cycle continues when 

theoretical anomalies appear (unsatisfactory explanations) and a new pre-

revolutionary stage germinates. Although the original Kuhn’s idea was to explain big 

scientific movements, lately he recognizes that there are a lot of small and even 

micro-revolutions which present the same behaviour. Figure 1 illustrates the stages. 

 

Fig. 1. Kuhn’s model of a paradigmatic shift 

Bourdieu’s theory of scientific fields [6] is the second approach from sociology of 

science that we reviewed. In this theory the key concept is the symbolic capital. 

Scientific behaviour is associated to fields that have, in its centre, the highest 

concentration of symbolic capital; normally the leaders/pioneers of the fields occupy 

these positions.  They dominate the concepts and try to spread their ideas. Scientifics 

try to maximize their symbolic capital by two ways: moving to the centre of the field, 

which means to exactly follow the pioneers’ ideas and collaborate with them, or 

generating new scientific fields by the intersection with other fields that allow them 

occupying the centre of a new scientific field. Either in the zones of lower symbolic 

capital or in the new fields, the concepts are not used as in the centre of the reference 

scientific field. In Fig. 2, left, the idea of scientific field is illustrated. 

In both theories it is recognized the fact that research activity without a fully shared 

ontology, as it happens in the i* community, is feasible. Also, from these two 

theories, we cannot expect the paradigms (i.e., the i* framework) be extended over 

time or the i* field be kept the same way is in the centre and in the very far periphery. 

A point of difference among these two approaches is the position about community 

agreement on a shared ontology. From Kuhn it is predicted that having a shared 

ontology stops the revolutionary stage and from Bourdieu it is predicted that we will 
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always have uncontrolled interpretations and uses. However, this apparent contraction 

is not real if we suppose that having static scientific fields is part of “normal science”. 

3.2   Cybernetics Approaches 

Cybernetics has been conceptualized as the General Theory of Control [7]. We can 

rescue from Cybernetics both, classical and new conceptual frameworks. A classic 

contributor has been Ross Ashby, who proposed a definition of intelligence from the 

control perspective. Thus, intelligence is understood as a repertoire of behaviours; 

therefore having more intelligence or variability means having a broader repertoire of 

behaviours.  In this theory it is said that humans are able to create intelligence 

amplifiers in order to enlarge their control capabilities, which means to increase 

variability. One of Ashby’s examples is the difference between the ships being loaded 

quickly and easily by movements of a control handle, or slowly and laboriously by 

hand [8]. Other intelligence amplifiers can be a dictionary, a sunglasses, a calculator 

and of course, a modelling tool, because they improve the repertoire of behaviours.  

In addition, contemporary cybernetics takes concepts as autopoiesis [9] to explain 

that biological-based systems continuously regenerate the processes that produce 

them (autopoiesis). This should be understood from both, as an internal point of view 

(transformations) and as an external one (interactions). It is said that biological 

systems are operationally closed systems which are self-produced and self-referred. It 

means their actions are the effect of their interpretations (meaning-making process). It 

also implies that operational distinctions (ontology) that use a system in order to guide 

its interactions and transformations are not observable ones since they are internal to 

the system. Therefore a biologically-based communication process emerges without 

an explicit (non-external and non-shared) ontology. As an extension of that, and due 

to intelligence amplifiers (e.g. modelling tools) are part of the interactions of the 

system with its environment, then interoperability will take place if the meaning-

making process produces some interpretation (e.g. for an arriving model) which 

improve variability. 

3.3   Semiotics Approaches 

Semiotics is about the interpretation of signs, syntax, semantics and pragmatics as 

well. The main focuses are models that explain human communication from both 

individual and collective perspectives. A relevant semiotic concept is language 

expressions and their meanings, which changes depending on the community. What is 

interesting for us are collective perspectives because they may model communication 

in scientific communities. Semiotics considers that some language expressions can 

reach stable meanings in the natural dynamic of meaning systems which implies that 

these expressions can be used as intepretants, i.e. using in sentences that explain other 

meanings. This is why an explanation might be completely understood by some 

people meanwhile some others will have a different conception about it or partially 

get what it means.  
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Yuri Lotman [10] introduced the concept of semiosphere to explain commu-

nication inside medieval human cultures. Firstly he expresses that mono-semantic 

systems do not exist in isolation. These related systems are part of a continuous 

sphere of meaning called semiosphere. Lotman explains that the boundary is the area 

of accelerated semiotic process (interpretations). This theoretical approach affirms 

that in peripherical areas, where structures are “slippery”, less organized and more 

flexible, the dynamic process meets with less opposition and, consequently, develops 

more quickly. Then, one may say that the new semiosphere grows leaving in the 

centre the dominant semiotic system constituted by a wide set of stable concepts. This 

theory seems be very applicable for i* community as part of a more general software 

engineering community and also for a particular i* variant community. From this 

perspective the sentence from Lotman saying that the creation of meta-structural self-

descriptors (grammar) appears to be a factor which dramatically increases the rigidity 

of the semiosphere’s structure and slows down its development, it can be easily 

understood, e.g. by producing some social-based standard. In Fig. 2, right, the general 

idea of semiosphere is illustrated. 

  

Fig. 2. Concepts on Bourdieu’s Scientific Fields and Lotman’s Semiospheres 

3.4   Implications for iStarML and the i* Research Community 

After the theoretical analysis which only in part we have summarized here, some 

conclusions emerge. Firstly, a complete shared ontology is neither a human requisite 

for interaction nor for action, even when this communication is intermediated by 

intelligence amplifiers as software tools. Therefore, an interoperability proposal 

appears theoretically feasible. Moreover, we conclude that the structure of the 

interoperability language should correspond to the way of a Bourdieu’s scientific field 

or, similarly, to a Lotman’s semiosphere, i.e. core or stable concepts at the centre, and 

the increasing of semantic variability and additional constructs towards the periphery.  

If the inteoperability language may reproduce the semiosphere structure, then 

intermediate structures should be in terms of core structures. Therefore, we proposed 

iStarML using a concentric ring structure: (1) the core set of stable and common 

abstract concepts (actor, intentional element, intentional link, dependency), (2) a core 

set of common concepts established by a predefined set of main tag attributes (e.g., 

type=”softgoal”), (3) a space for specifying variations on existing but not so common 
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attributes (e.g., value=”xor”) and (4) new elements (e.g. type=”norm” prior=”low”. 

Therefore an iStarML message should be part of a meaning-making process, thus, it, 

could be interpreted depending of the target i* variant community.  

In addition, the application of these theoretical frameworks allows to derive some 

conjectures about i* community: (1) If i* represents a materialization of a scientific 

revolution then is not expected that the i* ontology keeps being an underlying 

ontology. It will be explicitly expressed at some moment. (2) The externalization of 

an i* ontology will not stop the scientific activity; it only will change its state. 

Proliferation of interpretations will be stopped but “normal” (in the sense of Kuhn) 

applications will be massively reported afterwards. (3) Following Lotman’s and 

Bordieu’s theories, externalizing an ontology may be a very difficult job if central 

scholars of the field are not involved. (4) Expressing an ontology will not avoid 

intersections to other scientific fields, therefore, proliferation of applications with and 

without i* modifications will take place. 

4   Conclusions 

The theoretical foundation for proposing iStarML, an interoperability proposal for i* 

variants, has been reviewed. It included sociology of science, cybernetics and 

semiotics. Following these theories about human communication and scientific 

behaviour we have explained some reasons behind central features of iStarML. 

However, the social nature of this theoretical framework allowed obtaining 

conjectures (i.e. theory predictions) about the future of the i* community. Mainly they 

point out to the expression and formalization of the i* ontology which stops the 

revolutionary stage, fixes the grammar and establishes a new research period about 

applications under a stable semantic scenario. In this hypothetical scenario iStarML 

should be revised according to the inclusion of a set of language constructs from this 

explicit formalization. 
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Abstract. Our work addresses the challenges arising in the development
of self-adaptive software, which has to work autonomously in an unpre-
dictable environment, fulfilling the objectives of its stakeholders, while
avoiding failure. In this context we developed the Tropos4AS framework,
which extends the AOSE methodology Tropos to capture and detail at
design time the specific decision criteria needed for a system to guide self-
adaptation at run-time, and to preserve the concepts of agent and goal
model explicitly along the whole development process until run-time.
In this paper, we present the design of an empirical study for the evalua-
tion of Tropos4AS, with the aim of assessing the modeling effort, expres-
siveness and comprehensibility of Tropos4AS models. This experiment
design can be reused for the evaluation of other modeling languages ex-
tensions.

Key words: Agent-oriented software engineering, Empirical studies, Self-
adaptive systems.

1 Introduction

Today’s software is expected to be able to work autonomously in an open, dy-
namic and distributed environment. Self-adaptive software systems were pro-
posed as a solution to cope with the uncertainty and partial knowledge in such
environments. The development of such software, which should automatically
take the correct actions based on knowledge of what is happening, guided by
the objectives assigned by the stakeholders, gives rise to various challenges: the
software needs multiple ways of accomplishing its purpose, enough knowledge of
its construction and the capability to make effective changes at runtime, to be
able to autonomously adapt its behaviour to satisfy the requirements, shifting
decisions which traditionally have been made at design-time, to run-time.

In our recent work we try to address these challenges, proposing the Tro-
pos4AS (Tropos for Adaptive Systems) methodology [1]. Tropos4AS aids the
software engineer in capturing and detailing at design time the specific knowl-
edge and decision criteria that will guide self-adaptation at run-time. Moreover,
it brings the high-level requirements, in form of goal-models, to run-time, to en-
able the system to monitor their satisfaction, to reflect upon them and to guide
its behaviour according to them.
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Like Tropos4AS, various extensions of the Tropos modelling language and
methodology were proposed in the last years, specific for different purposes and
various domains. However, only few attempts were made to assess such exten-
sions by means of empirical studies. We present the design of two experiments
with subjects, which have the scope to assess the novel extensions of Tropos4AS
by comparison with the general methodology Tropos. Applying proper statistical
tests, we are able to collect evidence on the effectiveness (modelling effort, model
correctness and model comprehensibility) of Tropos4AS models, evaluating the
results of modelling tasks, comprehension tasks and supporting questionnaires.
The design is general and thus reusable for the evaluation of other specific ex-
tensions to general modeling languages.

2 Background

The Tropos4AS methodology extends Tropos to provide a process and modelling
language that captures at design time the knowledge necessary for a system to
deliberate on its goals in a dynamic environment, thus enabling a basic feature of
self-adaptation. It integrates the goals of the system with the environment, and
gives a development process for the engineering of such systems, that takes into
account the modelling of the environment and an explicit modelling of failures.
Tropos goal modelling is extended along different lines:

i) Capturing the influence of artifacts in the surroundings of an actor in the
system to the actor’s goals and their achievement process. This is achieved by
modelling an actor’s environment and defining conditions on the environment
artifacts, to guide or guard state transitions in the goal satisfaction process, e.g.
achievement conditions, goal creation conditions or failure conditions.

ii) The definition of goal types (maintain, achieve,. . . ) and additional inter-
goal relationships (inhibition, sequence), to detail the goal achievement and al-
ternatives selection dynamics.

iii) Modelling possible failures, errors and proper recovery activities, to elicit
missing functionalities to make the system more robust, to separate the excep-
tional from the nominal behaviour of the system, and to create an interface for
domain-specific diagnosis techniques.

For the aim of providing an explicit representation of high-level requirements
at run-time and lowering the conceptual gaps between the software development
phases, we perserve the concepts of agent and goal model explicitly along the
whole development process. The detailed Tropos4AS goal models represent the
“knowledge level”, that is, the rationale behind the execution of specific tasks (i.e.
plans). Adopting an implementation architecture which supports goal models,
the software can navigate and reason on them and exploit available alternatives
satisfy its requirements. A complete translation of requirements concepts to tra-
ditional software level notions, such as classes and methods of object-oriented
programming, is avoided. This contributes to a smoother transition between the
development phases, reducing loss and conceptual mismatch and simplifying the
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tracing of decisions made in requirements analysis and design to the implemen-
tation and vice-versa.

A direct mapping from goal models to implementation concepts is defined,
relying on agents with a BDI (Belief-Desire-Intention) architecture and a native
support for the concepts of agent and goal. With a supporting middleware,
an explicit, navigable and monitorable representation of goal models at run-
time is realised. Tropos4AS (with the graphical modelling language presented
in Figure 1) is detailed in [1], and [2]. Details for the operational semantics
attributed to condition evaluation and to the satisfaction of goals in goal models,
can be found in [3]. Note that the optimisation of a system’s behaviour, by the use
of run-time goal model reasoning, learning or knowledge acquisition strategies,
is not part of, but would be complementary to Tropos4AS.

Tool support. The Taom4E Tropos modelling tool (selab.fbk.eu/taom) supports
modelling of extended Tropos4AS models and includes a plug-in for an auto-
mated code generation (t2x tool), base on the Taom4E Tropos modelling tool
which uses the Jadex agent framework as implementation platform.

Fig. 1. Fragment of the Tropos4AS model for a patient monitoring system, one of the
objects used in the the comprehension experiment.

3 Empirical Evaluation

The evaluation of novel extensions to a development methodology poses various
challenges, since they are usually not yet extensively used in practice. Moreover,
it is challenging to set up a fair and meaningful comparison for the evaluation
of the introduced extensions: An empirical study which consists of a compari-
son of Tropos4AS with a methodology with a similar scope but with different
roots, would inevitably also assess the performance of the whole Tropos lan-
guage. Therefore, an evaluation limited to the novel extensions, which is our
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scope, would be impossible. Conversely, an empirical study which involves im-
plementation, would require participants that are experienced in the use of the
implementation language, and demand a very high time effort. Also, a com-
parison of the whole modelling process would not be feasible within the given
time constraints. Thus, to assess the novelties introduced with Tropos4AS, we
propose to perform a controlled experiment with subjects, comparing the Tro-
pos4AS modelling language to the underlying Tropos modelling language1, which
showed its effectiveness in various studies, e.g. [5].

The evaluation of a modelling language can be characterised by three main
aspects: (1) the effort for modelling, (2) the effectiveness for capturing the re-
quirements and (3) the comprehensibility of the obtained models. The study we
propose consists of modelling and comprehension tasks performed by a group of
subjects, and is divided into two experiments:

Modelling: we evaluate if Tropos4AS is effective in modelling self-adaptive
systems, with an acceptable modelling effort, in comparison to Tropos.

Comprehension: we evaluate if the Tropos4AS modelling extensions increase
the comprehensibility of the requirements of a system.

The design of the experiments follows the guidelines by Wohlin et al. [6] and
allows to have a high degree of control over the study, to achieve results with
statistical significance. Tropos and Tropos4AS represent the control treatment

and the treatment to evaluate. The quality focus of the experiment concerns the
capability of the treatments in supporting the analysts in requirements modelling
and comprehension. The target subjects are researchers and Ph.D. students,
while the objects of study are requirements specifications (textual and graphical)
of two software systems with adaptivity features. It is however important that
these systems can be modelled in a satisfactory way with both the general and
the domain-specific methodology. We define three research questions (together
with the relative null- and alternative hypotheses):

RQ1: Is the effort of modelling requirements with Tropos4AS significantly higher
than the effort of modelling them with Tropos?

RQ2: Is the effectiveness of Tropos4AS models significantly higher than the
effectiveness of Tropos models, for representing requirements of an adaptive
system?

RQ3: Do Tropos4AS models significantly improve the comprehension of the
requirements of a self-adaptive system, in comparison to Tropos models?

To investigate on these questions (with the aim of showing if the relative
null-hypothesis can be rejected or not), we run a modelling and a comprehen-
sion experiment, which both adopt a paired, counterbalanced experiment design
based on two laboratory sessions, such that the subject perform the experi-
mental task twice, once with each object and treatment, exploiting all possible
combinations. This lets us evaluate the performance of the subjects with both
treatments, avoiding learning effects.

1 We refer to the Tropos modelling language, as defined in [4]. In particular, we focus
on Tropos goal diagrams, which are mainly affected by the novel extensions.
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Design of the modelling experiment. The modelling experiment covers the re-
search questions RQ1 and RQ2 and consists of:

1. a presentation and training session for the subjects, to introduce or refresh
notions related to both treatments, and to explain the experiment tasks;

2. a pre-questionnaire to capture information about the experience of the sub-
jects and about the clearness of the notations and of the experimental task;

3. two supervised laboratory sessions concerning a modelling task to be per-
formed in an open time frame, asking the subjects to model with as much

details as possible the textual requirements specifications handed
out, with the assigned modelling language;

4. post-questionnaires asking about the perceived effort for each treatment and
about personal opinions, comparing both treatments.

The research questions include the abstract terms effectiveness and effort,
which have to be detailed in order to characterise these two terms for the scope
of the study and to associate them to variables which can be evaluated. RQ1
is decomposed to aspects considering time, perceived effort, and the difficulties
encountered while modelling, while the aspects for RQ2 consider the expressive-
ness of the modelling language as perceived by the subjects and the correctness
of the models built. These aspects are evaluated collecting the questionnaire re-
sults (on an ordinal 1. . . 5 Likert scale, from strongly agree to strongly disagree)
and measuring the time spent. Moreover, model correctness is evaluated against
an expert-made gold standard model, evaluating the coverage of three predefined
software execution scenarios.

Design of the comprehension experiment. The comprehension experiment, cov-
ering RQ3 and conducted with the same subjects, consists of:

1. two laboratory sessions concerning a comprehension task to be performed
in a fixed time, asking the subjects to answer to five comprehension

questions on the object assigned, by looking at the Tropos or Tro-

pos4AS models handed out (built by modelling experts) and the respec-
tive textual requirements specifications;

2. a final questionnaire with questions on the subjective perception of subjects
with respect to the experiment and the treatments.

The main dependent variable is the correctness of the subjects’ answers to
the comprehension questions, measured by comparing the answers given to gold
standard answers, in terms of precision and recall.

Statistical evaluation. To determine if the null-hypotheses can be rejected and
thus an affirmative answer can be given to the research questions, considering the
nature of the variables and the experiment design, we apply a non-parametric,
paired Wilcoxon test, adopting a 5% significance level for the obtained p-values

(refer to [6] for details). Medians, averages and Cohen.d effect size are applied
to analyze trends and to estimate the magnitude of the obtained results. Similar
tests are used to evaluate the adequateness of the experimental settings by an
analysis of the pre-questionnaires.
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4 Conclusion

We described the design of an empirical study consisting of two controlled ex-
periments, which aims to evaluate the extensions introduced by the Tropos4AS
framework to the Tropos modelling language. The structured experimental set-
up would be suitable in general to contribute to the evaluation of modeling
language extensions.

We run the experiment with 12 researchers and PhD-students, with two small
systems as objects and proper questionnaires. The analysis of the obtained data
with the abovementioned statistical tests gave positive, mostly statistically sig-
nificant results for both the expressiveness and the comprehensibility of Tro-
pos4AS [7], while the modelling effort (except for looking up in the language
specifications) seems not to be significantly higher than for Tropos. Analyzing
possible threats to validity, a statistical evaluation (ANOVA test) of various
co-factors (object, subject experience, subject position, laboratory) has shown
that there was no significant impact on the obtained results. Conversely, some
subjects reported difficulties in traditional Tropos modelling because of missing
concepts in the language. A complete analysis of the results and the replication
packages are available in [2].

We plan to complete the assessment, repeating the study with a higher num-
ber of subjects and evaluating the complete modelling process, e.g. by an off-line
(observational) case study on the development of a system in a dynamic domain.
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Abstract. Model analysis procedures which prompt stakeholder interaction and 

continuous model improvement are especially useful in Early RE elicitation.   

Previous work has introduced qualitative, interactive forward and backward 

analysis procedures for i* models.  Studies with experienced modelers in 

complex domains have shown that this type of analysis prompts beneficial 

iterative revisions on the models.  However, studies of novice modelers 

applying this type of analysis do not show a difference between semi-automatic 

analysis and ad-hoc analysis (not following any systematic procedure).  In this 

work, we encode knowledge of the modeling syntax (modeling expertise) in the 

analysis procedure by performing consistency checks using the interactive 

judgments provided by users.  We believe such checks will encourage 

beneficial model iteration as part of interactive analysis for both experienced 

and novice i* modelers. 

Keywords: Goal-and Agent-Oriented Models, Early Requirements Engineering, 

Model Analysis, Interactive Analysis, Judgment Consistency. 

1   Introduction and Motivation 

Modeling and analysis can be challenging in Early Requirements Engineering 

(RE), where high-level system requirements are discovered.  In this stage, hard-to-

measure non-functional requirements are critical, and understanding the interactions 

between systems and stakeholders is a key to system success.   Because of the high-

level, social nature of Early RE models, it is important to provide procedures which 

prompt stakeholder involvement (interaction) and model improvement (iteration).  To 

this end, our previous work has introduced interactive, qualitative analysis procedures 

over agent-goal models (specifically, i* models) which aim to promote model 

iteration and convergent understanding [1-5].  These procedures are interactive in 

that, where partial or conflicting analysis labels appear in the model, users are asked 

to provide a human input as resolution before the procedure proceeds further. 

Experiences with skilled i* modelers in complex case studies have provided 

evidence that interactive analysis prompts further elicitation and beneficial model 

iteration [1,3].  However, case studies comparing ad-hoc to semi-automated 

interactive analysis using novice participants showed that model iteration was not 

necessarily a consequence of systematic interactive analysis, but of careful 
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examination of the model prompted by analysis in general [6].  We concluded that the 

positive iterative effects of interactive analysis found in previous case studies were 

dependent upon modeling expertise (the ability to notice when analysis results were 

inconsistent with the model), domain expertise (the ability to notice when results 

differed from the modeler!s understanding of the world), and interest in the domain 

being modeled (caring enough about the modeling process to improve the model). 

One consequence of these results would be to recommend that interactive analysis 

be performed by, or in the presence of, someone with significant knowledge of i*.  

However, this is often not a reasonable expectation, as many i* modelers may be new 

to the notation and modeling technique, and will want to be guided by evaluation 

procedures in analyzing the model.   As a result, we aim to embed some modeling 

expertise into the analysis procedure and corresponding tool support by detecting 

inconsistencies using the results of interactive judgments.   

Case study experiences show that making judgments over the model can lead the 

modeler to revise the model when the decision made using domain knowledge differs 

from what is suggested by the model.  For instance, in the simple example model for 

Implement Password System in Fig. 1, if the application Asks for Secret Question but does 

not Restrict Structure of Password, model analysis would suggest that Usability would be 

at least partially satisfied.  If instead, the modeler thinks that Usability should be 

partially denied, this means the model is inaccurate or insufficient in some way.  

Perhaps, for example, Usability also requires hints about permitted password structure. 

However, in our student study we found several occasions where novice modelers 

made judgments that were inconsistent with the structure of the model, and did not 

use these opportunities to make changes or additions to the model.  To place this 

situation in the context of our previous example, if the Application Asks for Secret 
Question but does not Restrict Password the student may have decided that Usability was 

still partially denied, continuing the evaluation without modifying the model to be 

consistent with their judgment.   
 

 
 

Fig. 1. Simple Example of an i* Model for a Password System from [2,11] 
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Similarly, our studies and experiences showed that it is easy to forget previous 

judgments over an intention element and to make new judgments which are 

inconsistent with previous judgments.   For example, a user may decide that if Security 

is partially denied and Usability is partially satisfied, Attract Users is partially denied.  In 

another round of analysis, if they are presented with an identical situation, they may 

now decide that Attract Users has a conflict.  

We use these observations to guide us in embedding modeling expertise into 

interactive i* analysis by detecting inconsistencies using judgments.  We distinguish 

and check for two types of inconsistencies:  inconsistencies with the structure of the 

model and inconsistencies with judgment history.  In this work, we take the initial 

steps of describing these checks formally and through examples.  Future work will 

test the practical effectiveness of these checks in encouraging beneficial i* model 

iteration. 

2   Background 

We assume the reader is familiar with the i* Framework.   The evaluation procedures 

and their extensions described in this work use the syntax defined in [7].  More 

information can also be found on the i* Wiki Guidelines [8]. 
 In order to more precisely define the consistency checks introduced in this work, 

we summarize the formalization of the i* framework presented in [2].  The definitions 

use the  notation to represent relationships between elements, so if (i1,i2) R we 

write this as R:i1  i2. 
 

Definition: i*model.  An i* model is a tuple <I, R, A>, where I is a set of 

intentions, R is a set of relations between intentions, and A is a set of actors.   Each 

intention maps to one type in {Softgoal, Goal, Task, Resource}.  Each relation maps to 

one type in {Rme, Rdec, Rdep, Rc}, means-ends, decomposition, dependency, and 

contribution links, respectively.   

 

Analysis labels are used in i* to represent the degree of satisfaction or denial of an 

intention.  We use the formal definition of analysis predicates from [2], adapted from 

[9]: 

 

Definition:  analysis predicates.  We express agent-goal model analysis labels 

using a set of predicates, V, over i  I.  Each v(i)   V maps to one of {S(i), PS(i), 

C(i), U(i), PD(i), D(i)} where S(i)/PS(i) represents full/partial satisfaction, C(i) 

represents conflict, U(i) represents unknown, and D(i)/PD(i) represents full/partial 

denial. 

In addition, we have defined a conceptually useful total order where v1 > v2 implies 

that v1 is more desirable (or "higher#) than v2. This order is as follows: 
 

S(i) > PS(i) > U(i) > C(i) > PD(i) > D(i)     (1) 
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The framework for interactive goal model analysis summarized in [10] currently 

provides two types of analysis procedures:  forward (from alternative solutions to 

goals) [1,3,4] and backward (from goals to solutions) [2,5].  Generally, the procedures 

start from initial labels expressing the analysis questions, e.g. what if the Application 

Restricts Structure of Password and Asks for Secret Question? (forward) or is it possible 

for Attract Users to be at least partially satisfied? (backward).  Propagation is automatic 

following rules defined in our previous work.   Propagation can be described via the 

forward and backward propagation axioms described in [2].  Generally, for an 

intention i  I, where i the destination of one to many relationships, r R : i1 x $ x in 

 i, these predicates take on the form: 
 

Forward Propagation: 

(Some combination of v(i1) ! v(in), v  V)  v(i) 

Backward Propagation: 

v(i)   (Some combination of v(i1) ! v(in), v  V) 
 

The interactive nature of the procedures comes when human judgment is needed to 

resolve incoming partial or conflicting labels (forward) or to provide feasible 

combinations of incoming labels to produce a target label (backward).  New 

judgments are added to the model formalization by replacing the axioms defined 

above for an intention with new axioms of the same form, describing the judgment.  

For example, given S(Restrict Structure of Password) and S(Ask for Secret Question) (both 

alternatives are satisfied),we decide that Usability has a conflict, C(Usability), we would 

remove all axioms having Usability as a target or source and add: 
 

Forward:  S(Restrict Structure of Password)  S(Ask for Secret Question)   C(Usability) 

Backward:   C(Usability)  S(Restrict Structure of Password)  S(Ask for Secret Question) 
 

For simplicity, in this work we will refer to the left side of the forward propagation 

axioms as a combination of labels, CL, and the right side as the individual label, IL.  

Forward judgments then consist of CL  IL and backward judgments consist of IL  

CL.    

3   Detecting Inconsistencies in Interactive Judgments 

In this section we define two types of inconsistencies using human judgments. 

3.1   Inconsistencies with Model 

When considering inconsistencies between a judgment and the model, we compare 

the contents of the combinations of labels (CL) to the individual label (IL), looking for 

inconsistencies.  For example, if the combination of labels has no positive labels (S, 

PS) and the IL is positive, we classify this as inconsistent (Case 3).  We enumerate the 

following cases which we define as inconsistent, summarizing each case in after the 

"//% symbols: 
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For a judgment CL  IL or IL  CL over i  I: 

//there are no unknown labels in the CL, but the IL is unknown 

Case 1:  for all vj(ij) in CL, vj  U and IL = U(i) 

//there are no negative labels in the CL, but the IL is negative 

Case 2:  for all vj(ij) in CL, ,vj  PD or D and IL = PD(i) or D(i) 

//there are no positive labels in the CL, but the IL is positive 

Case 3:  for all vj(ij) in CL, , vj  PS or S and IL = PS(i) or S(i) 

//the CL is all positive or all negative, but the IL is a conflict  

Case 4:  for all vj(ij) in CL, (vj = PS or S) or (vj = PD or D) and IL = C(i) 
 

In the forward case, the combination of labels can be said to represent evidence 

from the model, while the individual label is the user judgment.  In the backward 

case, the individual label is the required evidence in the model, while a permissible 

combination of labels is the user judgment applied to the model structure. 

3.2   Inconsistencies with Judgment History 

When considering inconsistencies with between old and new judgments over the 

same intentions, we compare the combination of labels (CL) in the new and previous 

judgments, looking for cases when the combination of labels is the same, is clearly 

more positive, or more negative, using the ordering of labels from (1).  We use this 

comparison to decide whether the new individual label (IL) is consistent with the old 

individual label.  An example of the case is described in Section 1, when the 

combination of labels is equal, but the individual label is not.  In another example, the 

user decides that with incoming labels of PS(Security) and PD(Usability), Attract Users is 

C(Attract Users).  In the next round of evaluation, incoming labels may be PS(Security) 
and C(Usability).  The new combination of labels is more positive than the previous, as 

C > PD, so the individual label should not be less than the previous individual label, 

C, i.e. not U, PD, or D.   

To aid in our definition of these cases we will refer to ILnew and Cnew, the most 

recent judgment for i  I, and ILprev and Cprev , the previous judgments for i.  We 

define psuedocode to check for these types of inconsistencies as follows:  
 

For a judgment CLnew  ILnew (backward: ILnew  CLnew) over i  I: 

For each previous judgment CLprev  ILprev over i  I: 

//compare labels in previous CLs to labels in new CL 

For each vj(ij)   CLprev,  

 For vk(ij)  CLnew, compare vj(ij) to vk(ij) 

Classify as: >, =, or < 

CLnew  ILnew is inconsistent with CLprev  ILprev if: 

//The new CL is more positive, but the IL is more negative 

All classifications are > or =, and ILnew < ILprev  

//The new CL is more negative, but the IL is more positive 

All classifications are < or =, and ILnew > ILprev  

//The new and old CLs are identical, but the IL has changed 

All classification are = (CLprev = CLnew), and ILnew  ILprev    
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4   Discussion, Conclusions and Future Work 

This work reinforces the semantics of i* by embedding rules into the iterative analysis 

procedures which check for consistency amongst and between user judgments in the 

model.  We have been very flexible and permissive in defining our judgments, only 

defining cases which are clearly inconsistent.  For example, we could include rules to 

measure when a CL is mostly negative (many more negative labels than positive), and 

check that the IL is at least partially negative.   

Although we have defined inconsistent judgment situations, we have not specified 

what actions to take when inconsistencies are found. In order to provide flexibility, 

we do not recommend preventing users from making inconsistent judgments, but 

instead suggest warning users, either when the judgment is made, or after the fact 

using a judgment consistency checker.  This feature would work similarly to a built-in 

model syntax checker.  Both the judgment consistency and model syntax checks are 

currently being implemented in the OpenOME tool [12].  The GMF meta-model of 

the tool has been expanded to include judgment and evaluation alternatives. 

As we are aiming for model iteration, future work should adapt these checks to 

take frequent model changes into account.  .  Studies involving experienced and new 

i* users are needed to test the effectiveness of these checks in encouraging model 

iteration through interactive analysis.  

References

[1] J. Horkoff and E. Yu, "Interactive Analysis of Agent-Goal Models in Enterprise Modeling,% 

International Journal of Information System Modeling and Design (IJISMD), vol. 1, 2010, pp. 1-23. 

[2] J. Horkoff and E. Yu, "Finding Solutions in Goal Models: An Interactive Backward Reasoning 

Approach,% 29th International Conference on Conceptual Modeling, Springer-Verlag New York Inc, 

2010, p. 59. 

[3] J. Horkoff and E. Yu, "Evaluating Goal Achievement in Enterprise Modeling & An Interactive 

Procedure and Experiences,% The Practice of Enterprise Modeling, Springer, 2009, pp. 145-160. 

[4] J. Horkoff and E. Yu, "A Qualitative, Interactive Evaluation Procedure for Goal- and Agent-Oriented 

Models,% CAiSE`09 Forum, Vol-453, CEUR-WS.org, 2009, pp. 19-24. 

[5] J. Horkoff and E. Yu, "Qualitative, Interactive, Backward Analysis of i* Models,% 3rd International 

i* Workshop, CEUR-WS.org, 2008, pp. 4-46. 

[6] J. Horkoff and E. Yu, "Interactive Goal Model Analysis Applied - Systematic Procedures versus Ad 

hoc Analysis,% The Practice of Enterprise Modeling, 3rd IFIP WG8.1 (PoEM!10), 2010. 

[7] E. Yu, "Towards modelling and reasoning support for early-phase requirements engineering,% 

Proceedings of ISRE 97 3rd IEEE International Symposium on Requirements Engineering, vol. 97, 

1997, pp. 226-235. 

[8] i* Wiki," http://istarwiki.org%, 2010. 

[9] P. Giorgini, J. Mylopoulos, and R. Sebastiani, "Goal-oriented requirements analysis and reasoning in 

the Tropos methodology,% Engineering Applications of Artificial Intelligence, vol. 18, 2005, pp. 

159-171. 

[10] J. Horkoff and E. Yu, "A Framework for Iterative, Interactive Analysis of Agent-Goal Models in 

Early Requirements Engineering,% 4th International i* Workshop, submitted, 2010. 

[11] OpenOME, an open-source requirements engineering tool, 

http://www.cs.toronto.edu/km/openome/%, 2010.  

CEUR Proceedings of the 5th International i* Workshop (iStar 2011)

25



 

 

Towards a Declarative, Constraint-Oriented Semantics 

with a Generic Evaluation Algorithm for GRL 
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Abstract. Goal models described with the Goal-oriented Requirement Lan-

guage (GRL) are amenable to various kinds of analyses, including quantitative 

and qualitative propagations of satisfaction values. However, most approaches 

use bottom-up evaluations involving operational semantics that can only answer 

�what if� questions. This paper introduces a new declarative semantics for GRL 

based on a constraint-oriented interpretation of goal models. This semantics en-

ables constraint solvers to evaluate and optimize goal models in a way that is 

more generic than bottom-up and top-down propagation techniques, hence ena-

bling other questions to be answered. A prototype that combines the jUCMNav 

modeling tool and the JaCoP constraint solver to support quantitative evalua-

tions is used to demonstrate the feasibility and potential of this new approach. 

Keywords. Constraint-oriented goal evaluation, Goal-oriented Requirement 

Language, jUCMNav, semantics, User Requirements Notation. 

1 Introduction 

The User Requirements Notation (URN) is a language that combines scenario model-

ing (with Use Case Maps � UCM) and goal modeling (with the Goal-oriented Re-

quirement Language � GRL) to support requirements engineering activities, especial-

ly for reactive systems and business processes. This standard language is defined with 

a metamodel, a concrete graphical syntax, and an XML-based interchange format [5]. 

In GRL, a model is composed of intentional elements (i.e., goals, softgoals, tasks, 

resources, and beliefs) connected by links (decomposition, contribution, and depend-

encies) and potentially allocated to actors. The URN standard includes a set of guide-

lines and requirements describing how to analyze GRL models based on a set of ini-

tial satisfaction values given to some of the intentional elements (i.e., an evaluation 

strategy), which are then propagated to the other intentional elements through the 

links connecting them. Satisfactions in GRL can be qualitative (satisfied, denied, etc.) 

or quantitative (integer in [!100..100]). Similarly, contributions can have a qualitative 

weight (make, break, etc.) or a quantitative one ([!100..100]). One particularity of 

GRL (which does not exist in i*) is that intentional elements in an actor can have an 

importance factor that, when combined to satisfaction levels, helps measure the over-

all satisfaction of an actor (again, these measures can be qualitative or quantitative). 
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Although the standard does not impose specific propagation algorithms to evaluate 

a goal model against a given evaluation strategy, several algorithms (fully quantita-

tive, fully qualitative, and hybrid) are suggested and are further explored in [1]. These 

algorithms are all automated, i.e., no interactivity is required to solve conflicts, and 

they are defined based on an operational semantics for GRL. However, these algo-

rithms only support bottom-up propagation, which means that they can only answer 

�what-if� types of analysis questions. An evaluation strategy hence typically initializ-

es some of the leaves in the goal graph, and the values are then propagated to the 

intentional elements higher in that graph. 

Bottom-up analysis in limitative in practice; it is akin to testing in terms of analyti-

cal power, i.e., one often uses many strategies to find a good global trade-off or find 

an optimal satisfaction value for a given goal or actor (usually without any guarantee). 

There is a need to support top-down and inside-out analysis techniques for GRL in 

order to find solutions to more interesting questions such as �is there a way to reach 

this satisfaction level for this top-level goal?�, or more generically �what is the max-

imum satisfaction of this goal given these constraints on other goals?�. 

This paper presents a new semantics and an algorithm for GRL model analysis that 

will enable modelers to answer all these types of questions. Tool support is also pro-

vided to demonstrate the feasibility of the approach. 

2 Objectives of the Research 

This research aims to support a generic and automatic propagation algorithm for GRL 

models that can support bottom-up, top-down, and inside-out analysis, as well as op-

timizations in the presence of constraints (i.e., intentional elements initialized any-

where in the model). To enable such an algorithm, we need to move away from the 

operational semantics often associated with GRL to a declarative semantics amenable 

to solving in the presence of constraints. Our approach is as follows: i) provide a de-

clarative semantics for GRL (in this paper, we limit ourselves to quantitative evalua-

tions only), ii) define a transformation of this semantics in terms of a constraint-

oriented language for which automated solvers exist, and iii) prototype the approach. 

The prototype algorithm is integrated to the jUCMNav tool as one of its GRL eval-

uation algorithms. jUCMNav is a free Eclipse-based URN modeling and analysis tool 

that already supports qualitative, quantitative, and hybrid evaluation mechanisms for 

GRL, but that only use bottom-up propagation [7]. jUCMNav offers an open architec-

ture that makes it easy to add new GRL evaluation algorithms. The constraint-

oriented technology we selected is JaCoP [6], a mature library that provides many 

modular constraint-solving and search mechanisms. JaCoP was selected because it is 

a Java open source project (like jUCMNav) and because it complies to the JSR-331 

API for constraint programming, but others (e.g., Choco) could be used as well. 

3 Scientific Contributions 

This section briefly presents the three main contributions of our work. 
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3.1 Declarative Semantics for GRL 

The proposed declarative semantics for GRL is expressed in mathematical terms. 

Intuitively, the syntactic domain is composed of intentional elements (with their types 

and importance factors), decomposition links (and their types: OR or AND), contribu-

tion links (and their weights), dependency links, actors, and a strategy, with the se-

mantics and well-formedness rules expressed in the URN standard (e.g., an intention-

al element has only one type of decomposition). The semantic domain is one where 

each syntactically correct GRL diagram is interpreted as an evaluated set of intention-

al elements and actors, where evaluations are integers between !100 (denied) and 100 

(satisfied), inclusively, as required by the URN standard [5]. The semantic function 

maps the syntactic constructs to evaluations in the semantic domains.  is used to 

denote the evaluation of intentional element . 

 

Fig. 1. GRL link types 

Fig. 1 illustrates the four types of links we consider in this work. , , , , and  

are all intentional elements whereas  are contribution weights. In GRL, the rela-

tionships that exist between the sources and targets of these links are as follows. 

· For the AND-decomposition (Fig. 1a), the satisfaction value of the parent  is 

the minimum satisfaction value of its children: . 

· For the OR-decomposition (Fig. 1b), the satisfaction value of the parent  is 

the maximum satisfaction value of its children: . 

· For contributions (Fig. 1c), the satisfaction value of the target  is the 

weighted sum of the satisfaction values of its sources, bounded to [!100..100] 

(we abstract from the notion of tolerance factor discussed in [1]):  

. 

· For dependencies (Fig. 1d), the depender  cannot be more satisfied than its 

dependees: .  

When the same intentional element has multiple types of links, the semantics we pro-

vide is aligned with that of [1], i.e., decomposition values are considered as a basis to 

which contributions are added, and everything is constrained by dependencies. Hence, 

for AND-decompositions, we get the following general relationship: 

21
�

1

2

21
�

AND OR

c) Contributions d) Dependencies (assuming different actors)

a) AND-decomposition b) OR-decomposition
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The relationship for the OR-decomposition is similar, but with max instead of min. 

3.2 Transformation to a Constraint-Oriented Language 

The JaCoP library comes with a set of functions and search mechanisms that can sup-

port an implementation of the semantics introduced in the previous section. Each 

intentional element in the GRL model becomes a unique variable in JaCoP, with  

[!100..100] as a domain. The equations and inequalities describing each of the inten-

tional elements in terms of its links are converted to JaCoP constraints. For example, 

B£A becomes XlteqY(A,B), C=min(A,B) becomes Min({A,B},C), and so on 

(some complex relationships need to be split into intermediate constraints along the 

way). Finally, the strategy definition provides constant values to the variables corre-

sponding to the intentional elements initialized by that strategy. 

We also experimented with the notion that GRL tasks that are leaf nodes in a mod-

el should only have 100 or 0 as possible satisfaction values, denoting the fact that 

these tasks are either performed/selected completely or not at all. It is trivial to detect 

such situations and to add corresponding JaCoP constraints. 

JaCoP allows for different types of searches through the solution space to come up 

with a solution, when one exists. For example, one can maximize, minimize, or find 

median values for the variables. Heuristics are also available to accelerate the search. 

Multiple solutions can also be reported when more than one exists. However, refining 

the model while navigating through multiple solutions is left for future work. 

3.3 Tool Prototype 

Our proof-of-concept implementation integrates the JaCoP library to jUCMNav [9]. 

When the tool user selects a strategy to evaluate against the GRL model, the model 

and the strategy are converted on the fly to JaCoP constraints, and a search for a solu-

tion is started. We use by default a depth-first minimization search of the solution 

tree, and the first solution found by JaCoP is sent back to jUCMNav for display, with 

color coding. Fig. 2 illustrates interesting features of the algorithm and prototype tool. 

The intentional elements with a (*) and a dashed outline are initialized by the strategy. 

Fig. 2a illustrates the traditional situation where we have the equivalent of a bot-

tom-up propagation (leaves are initialized). Our algorithm can actually do everything 

that the quantitative algorithm in [1] can do (assuming a tolerance factor equal to 0). 

More interestingly, the tool will provide a solution to a situation where a root node is 

initialized, as shown in Fig. 2b. In this top-down-like situation, a minimal solution for 

B is found and returned by the JaCoP engine. In Fig. 2c, an additional constraint on C 

is added, and hence another minimal solution for B is returned. Note that in this ge-

neric case, any node can be initialized, not just roots or leaves (actually, the GRL 

model does not even need to be a tree; acyclic graphs are supported as well). 
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The absence of a solution can also be reported by JaCoP, and this is visualized in 

jUCMNav with a special value (!101, conflict) and blue color coding. For instance, in 

Fig. 2d, if C has a satisfaction level of !50, there is no solution for B such that A�s 

satisfaction equals to 100. The impact of using tasks as leaf nodes (i.e., they can only 

have 0 or 100 as satisfaction values) is shown in Fig. 2e and Fig. 2f. 

 

Fig. 2. Examples of GRL models solved with the generic algorithm 

4 Conclusions and Related Work 

This paper proposes a simple and yet powerful interpretation of GRL models through 

a declarative semantics amenable to transformations to constraint-oriented languages. 

The prototype implementation, which combines the jUCMNav modeling tool and the 

JaCoP constraint solver to support quantitative evaluations, demonstrates the feasibil-

ity and potential of the semantics and overall analysis approach. 

Not only are the proposed semantics and quantitative propagation algorithm more 

generic than the existing ones for GRL [1,5], they also bring some benefits that could 

complement existing work in other goal languages. For example, Giorgini et al. [3] 

provide support for an automated top-down qualitative analysis for TROPOS models, 

with two values per intentional element (positive and negative evidence) but without 

conflict resolution nor quantitative values. Horkoff et al. [4] propose an interactive 

and iterative approach to find solutions in i* models based on single evaluation values 

and a SAT solver. Their axiomatized qualitative propagation rules are useful for early 

requirements, conflict resolution, and the handling of multiple sources of weak evi-

dence. However, a fully automated and quantitative approach like ours becomes quite 

beneficial when more precise and quantitative knowledge about the domain is availa-

ble. Having the possibility to quickly set and evaluate constraints on intermediate 

nodes of a goal model is also useful during the exploration of the model (in a sense, 

this is another level of interactive analysis). In addition, running existing strategies 

when the model evolves (regression analysis) is more efficient in our context. Letier 

et al. [8] have extended KAOS goal models with probabilities for reasoning about 

a) Bottom-up b) Top-down c) Generic, with constraints

d) Unsolvable e) Top-down, with task f) Generic, with task
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partial quantitative satisfaction in an automated way. However, we argue that the use 

of probabilities is another level of complexity and precision that few goal modelers 

can actually exploit in a pragmatic way, so our approach is likely more accessible. 

5 Ongoing and Future Work 

Extensions to this work include the support of remaining GRL concepts (e.g., XOR-

decomposition, tolerance, and satisfaction at the actor level), but also GRL extensions 

like key performance indicators. We could also consider a global satisfaction for the 

entire model computed from actor satisfaction levels. Better formalization of the se-

mantics, including an assessment of its soundness and completeness, are also re-

quired. There should also be a way to specify in a GRL strategy whether some goals 

should be maximized or minimized, and this could be taken into consideration by 

constraint solvers for an enhanced analysis experience. We also need to explore the 

usefulness of adapting this work to qualitative and hybrid evaluations. Although early 

performance results of our prototype are encouraging (most average-sized models we 

have played with can be solved within several milliseconds, hence enabling modelers 

to explore different values for a strategy on the fly), we often faced situations where a 

certain combination of model/strategy requires hours to solve. These situations need 

to be investigated, with a way to stop long evaluations. Finally, we believe that such 

declarative semantics will enable researchers to explore the usability of various se-

mantics of goal modeling languages (in terms of complexity and customization) for 

different categories of users, application domains, and development phases. 
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Abstract. In this article, we present a flexible approach to verify the
syntactical correctness of ı̇∗ models. We translate the information that
is included in an ı̇

∗ model into a set of Prolog facts. Logical reasoning is
applied for finding problems in a model.

Our validation method has been implemented in the openOME mod-
elling tool. By using our validation add-on, modellers get feedback about
problems and possible improvements of the model.

1 Introduction

Based on experiences from teaching the ı̇
∗ framework to students it has been

reported that beginners often misunderstand the concept of some elements of
the ı̇

∗ modelling language [1]. They would profit from a modelling tool that can
not only locate problems resulting from such misunderstandings, but also gives
feedback on correcting the model.

Furthermore, the ı̇
∗ framework is open to extensions and adaptions. For

this reason, a modelling tool should support various modelling styles. It should
be able to check whether a model conforms to a given style or to modelling
conventions that exist in an organisation.

2 Objectives of the Research

The aim of our research is to provide a mechanism for validating ı̇
∗ models that

has the following properties:

– The modeller gets an immediate feedback about possible problems.

– If a problem is detected in the model, the modeller has the possibility to
learn about the reasons for the problem and about possibilities to model the
intended meaning of the model in a correct way.

– Own validation rules can easily be added, for example based on company-
wide style guidelines.

– The user is able to select the rules that should be applied in the validation.

– The validation procedure is flexible enough to allow an analysis of the textual
model element labels.
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3 Scientific Contributions

A modelling tool should assist its users when they have to create models that ad-
here to the restrictions of the modelling language. First and foremost, the model
has to conform to the metamodel of the language. For the language ı̇

∗, several
publications have suggested such a metamodel [2]. By enforcing metamodel con-
formance, an ı̇

∗ modelling tool can prevent syntactical modelling errors like an
actor being modelled inside another actor. However, metamodel conformance
does not yet mean that a model is correct with respect to the language defini-
tion. There are additional semantic constraints such as “There should not be a
cycle made from actor association links”.

For checking this type of constraints, the use of the Object Constraint Lan-
guage (OCL) has been suggested in [3]. When we integrated validation support
into the ı̇∗ modelling tool OpenOME, we followed another approach that is based
on logic programming: First, we translate the information that is contained in a
model into a set of Prolog facts. Afterwards, logical reasoning is used for locating
problems. For translating an ı̇

∗ model into the corresponding Prolog facts, we
use a simple XSLT transformation. An ı̇

∗ model that needs to be validated is
translated automatically into a set of Prolog facts by this XSLT transformation.

Fig. 1. the ı̇
∗ model...

role(’_nKlm’).

elementname(’_nKlm’, ’Internet Provider’).

task(’_LX3l’).

elementname(’_LX3l’, ’Provide Internet Access’).

contains(’_nKlm’, ’_LX3l0’).

softgoal(’_xdXW’).

elementname(’_vgGY’, ’Security and Privacy’).

contains(’_nKlm’, ’_vgGY’).

anddecomposition(’_LX3l0’, ’_xdXW’).

shape(’_nKlm’, 2005, 822, 1096, 924).

shape(’_LX3l’, 190, 423, NaN, NaN).

shape(’_xdXW’, 1730, 1356, NaN, NaN).

Fig. 2. ...and the corresponding Prolog facts

Fig. 1 and 2 show an ı̇
∗ model fragment and the corresponding Prolog facts.

For the sake of readability, we have shortened the unique identifiers that have
been associated to each model element by Eclipse’s XMI serialisation.

Once the information from the ı̇
∗ model is available as Prolog facts, it is

very simple to locate problems. For example, the code for searching a goal that
is wrongly connected to another goal using a means-ends link can be found
by the query goal(G1),me(G1,G2),goal(G2). In general, means-ends links
used wrongly (i.e. not linking a task to a goal) can be identified by the query
me(E,Partner),(not(task(E));not(goal(Partner))). It is also no problem
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Fig. 3. Syntactical correct, but the layout of the tasks is misleading (source: ı̇∗ wiki
modelling guidelines)

to detect issues like the mentioned problem of cycles within actor dependency
links.

Note that the size of position of the modelling elements are available as
Prolog facts as well, allowing reasoning about the layout of the model. This
allows to search for problems like the one depicted in Fig. 3. While the model is
syntactically correct, the direction of one of the task decomposition links should
be changed such that a task that is decomposed into a sub-task is always located
above the sub-task. The possibility to deal with this kind of layout problems is an
advantage of our approach compared to the OCL-based method described in [3].
Another advantage is that by exporting the model as Prolog facts, we have access
to a variety of methods that can analyse the textual labels of model elements.
This can be used for finding violations of naming conventions. In our current
implementation, we use a heuristic method that analyses the labels and tries to
detect two common types of errors: goals that have wrongly been modelled as
tasks and softgoals that have been wrongly modelled as goals.

We have included all rules about semantic constraints that can be found in
the ı̇

∗ wiki (http://istar.rwth-aachen.de) as well as some other validation rules
described in the literature [3–5] or identified by our own analysis. It is possible
to configure the subset of rules to be applied, which allows to use different styles
for ı̇

∗ models. For all ı̇∗ models validated so far (including rather large mod-
els with more than 100 elements), our validation mechanism delivered a result
within one second. In order to prevent performance problems due to running the
validation in background, we start the validation mechanism by executing it on
demand by selecting a menu item. It should, however, be possible to use the val-
idation mechanism as a background process without affecting the performance
(as reported in [6] for a similar case).

Fig. 4 shows how detected problems are reported by the modelling tool: Each
problem is shown as error or warning in the “Problems View” of the modelling
tool. Also, a visual marker is added to the model element for which the problem
has been found. If the modeller needs more information about the detected
problem, it is possible to look up additional information about each problem
class on a web site. We have already established links to the various guidelines
available on the ı̇∗ wiki. A novice user can quickly learn to draw correct ı̇∗ models
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by following the cycle “Model – Validate – Learn about the reported errors –
Correct”.

Fig. 4. Errors, Warnings and Information shown in openOME

4 Conclusions

The approach described in this paper has been implemented as a plugin into the
Eclipse-based tool openOME. It is flexible enough to be used with every model
editor that is based on Eclipse EMF/GMF. Previously, we have implemented
the same validation mechanism into the business process model editor bflow*

Toolbox. In a controlled experiment [7], we made the observation that providing
an immediate feedback about modelling errors had a significant influence on
model quality: The group provided with validation support made 6 errors in 7
models. For the control group which had to solve the same modelling task using
the same tool without validation support we counted 24 errors in 6 models [8].

5 Ongoing and Future Work

We are interested in extending the approach described in this paper by analysing
the texts used in the models more deeply. This would make it possible to check
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for style rules such as “The infinitive of a verb together with an object has to
be used for describing a task.” Other interesting challenges would be to inte-
grate the ideas of the Goal Clarification Method described in [9] and to develop
recommendations for correcting a erroneous model.

Developers who are interested in using or improving our plug-in are invited to
do so. More information about the plugins can be found at the Eclipse Modeling
Toolbox project site http://sourceforge.net/projects/eclipsemodeling.
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Abstract. The i* framework is widely used for organizational modeling.
It has been applied in different application domains, hence many i* vari-
ants have been proposed. Sharing information and integration of models
expressed in i* variants imply interoperability problems. The interop-
erability has been approached at different levels, e.g. through unified
metamodels, or with an interchange format for representing i* models. As
a preliminary step toward addressing the interoperability problem, our
aim in this paper is to investigate the role of an ontology-based meta-
model to realize integration of models expressed in i* variants, bring-
ing the advantages of ontologies to the organizational modeling domain.
We describe the ontology-based metamodel of the i* framework and the
process followed to build it, exploiting Model Driven Engineering ideas.
Moreover, we describe a first application of our approach to define a
tool-supported process aiming at generating ontologies corresponding to
models expressed in the i* language.

Keywords: i*, conceptual modeling, ontologies, model-driven engineer-
ing, model transformations.

1 Introduction

The i* framework [10] is a well known organizational modeling technique, that
inspired several studies and extensions. It uses strategic relationships to model
the social and intentional context of an organization. Nowadays, many research
projects use the i* framework in different application domains, hence many i*
variants have been proposed, such as Tropos [6], Service-oriented i* [4] and so
on.

Since models are created with particular variants, sharing information and
integrating models expressed in different i* variants imply interoperability prob-
lems. The interoperability has been approached at different levels, e.g. through
the definition of a unified metamodel(e.g. [2]) and [8]), or with the introduction
of interchange format for representing i* models such as iStarML [3]. As a pre-
liminary step toward addressing the interoperability problem, our aim in this
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paper is to investigate the role of an ontology-based metamodel to realize inte-
gration of models expressed in i* variants, bringing the advantages of ontologies
to the organizational modeling domain.

Recent literature [9], [7] put in relationship ontologies and the layered archi-
tecture used in the Model Driven Engineering (MDE) approach (where models,
metamodels and metametamodels correspond to the M1, M2 and M3 layers, re-
spectively) with the purpose of bridging models and metamodels with ontologies.
The authors specify the advantages of using ontologies, namely: ontology linking
service, where models and metamodels are transformed in terms of ontologies
to improve interoperability; querying, automated reasoning and others. In our
work, in addition to model integration, we aim at providing a solution, which
permits bringing ontologies advantages to the organizational modeling domain.
In this research work we have developed the metaontology of the i* framework.
It has been built using the standard semantic web language OWL [1] exploiting
MDE ideas. As a first application of our approach, we described a tool-supported
process aiming at generating ontologies corresponding to models expressed in the
i* language.

2 Objectives

The main objective of this research work is to propitiate the integrability of
models represented in the i* modeling language or represented in any of its
variants through the use of ontologies. For the accomplishment of this main
objective we have identified three specific objectives: the first corresponds to the
development of a metaontology (which we have called OntoiStar) for representing
the i* metamodel; the second corresponds to the development of a methodology
for guiding the process of integrating additional concepts of i* variants into
OntoiStar for improving the interoperability; and the last one is related to the
use of OntoiStar as the underlying baseline for the automatic transformation of
a model represented in any i* variant into ontologies derived from the concepts
of OntoiStar. At present we have addressed the first objective and partially the
third one which will be totally covered after we achieve the second objective
(since now we have only implemented the automatic transformation from i*
models into OntoiStar).

3 Scientific contributions

We aim to show that the use of ontologies is an appropriate way for supporting
integrability of models expressed in i* variants and a promising approach towards
tackling the i* variants interoperability problem. For that reason, our scientific
contributions addressed so far are related with a semi-automated approach to
generate organizational ontologies from an i* model (both the strategic depen-
dency and the strategic rationale model). We first developed the metaontology
OntoiStar which corresponds to the ontological representation of the i* meta-
model; and then we developed a tool to automatically transform an i* model to
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instances of OntoiStar. OntoiStar has been built using the OWL language [1],
as it is the standard semantic web language, the organizational knowledge can
be shared to be understandable not only for humans but also for software sys-
tem to automatically discover the meaning of business resources defined in the
models. OWL allows to define axioms in OntoiStar for defining the semantic of
each i* variant and the definition of syntactic constraints. Therefore it is possi-
ble to analyze the syntactic correctness of i* models. Moreover, OWL supports
inference rules which we will apply for avoiding the loss of information caused
by differences in the integrated i* variants.

The constructs included in the i* metamodel were taken from two i* meta-
model proposals [2] [8], which consist of mainly the common constructs of the
i* variants. We developed OntoiStar based on those common constructs and
selected characteristics described below of each proposal. We have applied a
transformation language bridge approach [9] based on MDE. MDE is a software
development methodology that recognizes models as a key role for describing
the system to be developed. It is based on layered architectures, where models,
metamodels and metametamodels correspond to the M1, M2 and M3 layers, re-
spectively. In Fig. 1 we present the two layered architecture of this approach. On
the left side, the i* modeling language architecture, where the i* metamodel is
located in the M2 layer, and it is described by its metametamodel (represented
in the Unified Modeling Language) in the M3 layer, and on the right side, our
proposed ontology architecture, where the resultant OntoiStar has been located
in the M2 layer and it is described by the OWL metamodel. The transformation
bridge then is defined in the M3 layer. It contains the mapping rules between
concepts from the i* metametamodel, such classes and associations and con-
cepts from the OWL metamodel, such classes and properties. The transforma-
tion bridge is applied in the layer M2, transforming the i* metamodel into the
metaontology: OntoiStar. For transforming an i* model to instances of OntoiStar
(in the layer M1), we propose an automatic transformation tool.

Applying this approach we generate a logical knowledge base, where the
terminological part is provided by the metaontology OntoiStar and the asser-
tional part corresponds to a specific organization description represented in an
i* model, which is mapped as instances of ontoiStar.

The transformation bridge is defined as follows:
(1) Identifying constructs from the i* metamodel and from the OWL
language.

1. We adopted from the metamodels presented in [2] and [8] the common char-
acteristics, including concepts, relations and attributes. The specific charac-
teristics adopted for each one are described in Table 1.

2. The main constructs of the OWL language are: Class, Object property
and Data property and the axioms: ObjectPropertyDomain, ObjectProp-
ertyRange and DataPropertyDomain.

(2) Defining the relationships between constructs from the i* meta-
model and the OWL language. Based on this definition, we proposed the
following transformation rules:
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Table 1. Specific characteristics adopted from i* metamodels

Reference model for i* [2] Unified metamodel for i* [8]

Dependum class. All concept relationships representation
as classes and associations.

Attributes: Label and Type, from The high abstraction level class
Node class and IntentionalElement iStarRelationship.
class respectively.

ContributionType enumeration The iStarRelationship subclasses:
types: ‘+’ and ‘-’. ActorRelationship,

DependencyRelationship and
InternalElementRelationship.

Class properties (except the disjoint
property between DependableNode
and IntentionalElement).

1. Each concept, concept relationship and enumeration class included in the i*
metamodel is represented as a class in OWL.

2. Each association included in the i* metamodel is represented as an object
property in OWL. Where its domain corresponds to the association source
and its range corresponds to the association target.

3. Each class property included in the i* metamodel is represented with axioms
in OWL.

4. Each enumeration element included in the i* metamodel is represented as a
class instance of the owner enumeration class in OWL.

5. Attributes. There are two types of attributes:

(a) Each enumeration type attribute included in the i* metamodel is repre-
sented as an object property in OWL. Where its domain corresponds to
the owner class and its range corresponds to the enumeration class.

Fig. 1. Transformation bridge
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Fig. 2. Fragment of the OntoiStar taxonomy

(b) Each primitive data type attribute included in the i* metamodel is rep-
resented as a data property in OWL. Where its domain corresponds to
the owner class and its range corresponds to the primitive data type.

We implemented OntoiStar using the ontology editor and knowledge-base frame-
work Protègè [5]. A Fragment of the OntoiStar taxonomy is presented in Fig. 2.

3.1 Generating ontologies corresponding to i* models

A software tool has been developed where given the i* model represented in iS-
tarML format and the metaontology OntoiStar, the tool populates the metaon-
tology with instances of i* elements belonging to a specific organizational model.
For doing that, mapping rules between the iStarML elements (tags and at-
tributes) and the concepts in OntoiStar (classes and properties) have been de-
fined. The tool overview is presented in Fig. 3. The first step is the development
of the i* model which can be realized with i* modelers or editors that enables
producing a model specified in the iStarML format. The automatic transforma-
tion process consists of parsing the iStarML file and, according to the defined
mapping rules implemented in the tool iStarMLtoOntoiStar, instantiating the
corresponding classes and properties in the metaontology OntoiStar. The out-
put of the tool contains the metaontology OntoiStar with instances representing
the knowledge content in the i* model. It could be edited with an ontology editor
or it could be the input of an ontology based application.

Fig. 3. Tool overview
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4 Conclusion
In this paper we presented a semi-automated approach to generate organiza-
tional ontologies from an i* model. Specifically we described how we developed
the metaontology of i* modeling language (OntoiStar) and the transformation
process that we have applied to derive from i* models their corresponding OWL
ontologies. As the basis of our future work, OntoiStar contains the common and
relevant characteristics of i* variants obtained from two i* metamodel proposals.

5 Ongoing and future work
Currently, we are addressing the integration of i* variants to OntoiStar. The
methodology is applied to the i* variants: Tropos and Service oriented i*. More-
over, we are also extending the tool for covering the automatic transformation
for models of those variants. In the future the methodology and the automatic
transformation will be applied to more i* variants. Towards addressing the inter-
operability problem in a more systematic way, we will investigate the transfor-
mation of the knowledge contained in the metaontology OntoiStar to any of the
i* variants already integrated in OntoiStar. We plan the use of inference rules
for avoiding the loss of information caused by differences in the i* variants. Em-
pirical evaluation of the effectiveness of ontologies to solve the interoperability
between i* variants will follow.
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Abstract. Goal decomposition structures lie at the heart of goal model-
ing languages such as i*. High-level goals of stakeholders are recursively
decomposed into lower level ones and eventually into leaf level tasks to
be performed by agents. The decomposition structure can also develop
through a bottom up approach whereby higher-level goals are introduced
as justifications for existing low-level ones. The very concept of decom-
position, however, both as process and as artefact is rarely questioned
in requirements engineering. In this paper, we argue that it may be of
value to give a closer look into goal decomposition and clarify what we
actually know about it and what is yet to be understood. We report on
an on-going effort to identify empirical work on decomposition coming
from various research fields, hoping to find such evidence. We then pose
some research questions that we believe need to be pursued in order to
improve our understanding of goal decomposition.

Key words: requirements engineering, goal modeling, i-star

1 Introduction

Goal decomposition is central in goal modeling. High-level goals of stakeholders
are recursively decomposed into lower level ones and eventually into leaf level
actions, a subset of which is potentially to be performed by a machine agent.
The reverse bottom-up process of discovery of high-level goals as explanations of
existing tasks complements the top-down one. The result, the goal decomposition
model, is a central piece of a goal model such as an i* strategic rationale diagram.
The decomposition structure serves the purpose of connecting stakeholder desires
with system functions and has been found to serve many benefits [14].

But where do decompositions come from and how exactly are they used?
While the literature offers a wealth of case studies illustrating the benefits of
using goal models, proposing general processes for developing models, or dis-
cussing meta-models and ontological treatments, little seems to be known about
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goal decomposition as a cognitive process. If we knew more about the nature
of decompositions we would be able to allow for more natural and systematic
ways of identifying and using such, increasing the quality and usefulness of goal
models such as i* models.

In this paper, inspired from some early experimental results on the matter
of goal decomposition, we describe some highlights from our on-going work to
understand what the literature in a variety of fields has to say about decom-
position. We then describe the particular questions we are hoping an empirical
research program on decomposition could attempt to answer.

The presentation is organized as follows. We provide an overview of our
research goals and questions (Section 2), present some highlights from the liter-
ature we have been studying (Section 3) and then describe what we have learned
and how we intend to proceed (Sections 4 and 5).

2 Objectives of Research

Central to the emergence of the goal-oriented paradigm is the fact that it offers a
clean approach to connect the problem domain with the solution domain through
recursive decompositions of expressions of the former (goals) into expressions of
the later (actions). The literature proposes several approaches and techniques for
developing such decompositions. For example, KAOS offers AND-decomposition
patterns based on temporal semantics of the goals to be decomposed [3], while
Rolland et al. [12] propose scenario-goal coupling to guide decomposition, an
idea also used in Liaskos et al. later [8]. More general model development and
enrichment methods, by e.g. informing development from other sorts of models
have been proposed, e.g. [6].

However, although in abstract terms we can think of a decomposition task
as a complete and sufficient activity to manage goals in order to make them
more easy to tackle, in practical terms, we have people doing the decomposing
and people that need to judge whether the decomposed goals fit the higher-
level goal exactly - i.e. when a decomposition is “good”. Thus, the result of goal
decomposition activities is inextricably linked to cognitive and psychological
considerations and is influenced by the mental process that is followed (or lack
thereof). Our experience in developing goal models, indeed suggests that not
only different approaches and different people produce different decomposition
models, but that understanding what the ideal model for a particular situation
is can be very puzzling.

Our early results from a pilot experimental study were illuminating as to how
different modelers, when given the same exactly input produce different decom-
positions. In this study we invited a number of senior students of Information
Technology to develop goal models for solving a particular problem. The stu-
dents had similar backgrounds and no working knowledge of goal modeling. They
were all shown the same short video presentation on goal decomposition – as a
top-down process. Then they were given a short textual description of a problem
(a version of the classic Meeting Scheduling problem) and about 40 minutes to
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Fig. 1. Different Modelers Produce Different Models

develop goal models identifying alternative solutions for the set problem. The
problem statement was illuminating as to what concerns and alternatives were to
be addressed (e.g. different communication media). The participants produced
different models. The sizes ranged from 18 to 58 nodes and from 7 to 22 decom-
positions, often very different in structure and approach. Figure 1 depicts parts
of two such models. These particular models exhibit a great degree of similarity
(relative to other possible pairs). They are not the same however: they arrive to a
slightly different set of leaves (relative to the other pairs in our sample) and they
have some structural and semantic (wrt. the goal descriptions) dissimilarities.
Their differences are instructive. Modeler A lists three mechanisms to obtain
information from participants; modeler B includes four, and these are slightly
different (both include phone and email, A includes paper, B includes ‘in person’
requests, and B also includes checking the agenda of the participant—a task that
A believes is disconnected from the process of talking to participants). Notice
that, for B, “talking to participants” is expressed as “asking for availability”.
Also, modeler A does not consider a follow-up as part of their goal model. Fi-
nally, the top goals are different. B is only concerned with gathering participant
availability, while A’s top goal is to find available dates (despite the fact that
the two means by which A plans to fulfill that goal would not necessarily lead
to its satisfaction).

We find these slight differences quite curious: why do they occur and what
is the impact of each choice? Which of the produced decomposition models is
better? An answer to this would assume a clear criterion of “betterness” of one
decomposition over the other. It appears that one needs to quantify into mea-
surable criteria the supposed reasons for using goal models, such as pertinence
and sufficient completeness of the resulting requirements, comprehensibility of
the decomposition per se, its appropriateness in explaining requirements to users
or in allowing better readability of complex requirements documents [14].

But even if we are able to perform “betterness” comparisons does this give
us a deep understanding of the nature of decomposition? What we find central
in understanding goal decomposition models is a study of the very low-level
human activities that relate to creating and using decompositions. How do hu-
mans produce decompositions? How do they read and understand them? What
aspects influence decomposition development and understanding and how? And
are those differences across modelers truly problematic, or should they be seen
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as an opportunity for them to learn more about the subtleties of their domain
and about the perceptions of their peers [5]? In our endeavour to shed some light
on these questions and inform further experimentation, we began by looking for
relevant empirical evidence in a variety of research areas outside requirements
engineering – we present some examples below.

3 Understanding Decomposition

Our preliminary literature search was performed in an attempt to isolate any
empirical work done concerning decomposition. Much of the literature we found
is on the benefit of pre-constructed decompositions. Armstrong et al., for example
[1], are frequently cited as empirical evidence for the usefulness of decomposition
as a tool for assisting human judgment. In this study, a number of students
were split into two equal groups and assigned the task of solving a problem.
The problem was either presented as a single non-decomposed question, e.g.
“how many packs (rolls) of Polaroid color films do you think were used in the
United States in 1970?” or presented as a decomposed set of questions: “a) how
many people do you think were living in the U.S. in 1970?” “b) in 1970 what
do you think was the size of the average family living in the U.S?” “c) in 1970
what percentage of the families do you think owned cameras?” etc. It was found
that more accurate answers were produced by the students who received the
decomposed problem. A similar study was performed by Dennis et al. [4] in
which multipart questions were presented as a whole, e.g., “what do you feel are
the most important outputs from, inputs to, and data elements in the proposed
computer system for Ace Video Rental?” Or presented one at a time as individual
questions, e.g., “what do you feel are the most important inputs to the proposed
[...] ?”. It was found that more ideas were generated by the groups that received
the individual decomposed questions. Neither study, however, speaks about the
generation of the decomposition and what the impact to finding the right solution
is when the decompositions are improper (incomplete, misleading etc.).

Lyness & Cornelius [9] performed a complex experiment in which students
were asked to judge the quality of hypothetical college professors using either
decomposed or non-decomposed methods. The non-decomposed method was to
give a single rating out of 7 on a Likert scale. The decomposed method had the
students rating for many (3, 6, or 9) dimensions given to them, e.g., knowledge
of subject, grading philosophy, and testing procedures. These were then placed
in weighted combinations. It was found that the subjects using the weighted
decomposed method offered more reliable results. In terms of goal decomposition,
that could potentially imply that breaking down and aggregating satisfaction
criteria could lead to more accurate satisfaction assessment. Note, however, that
presence of pre-existing decomposition is assumed.

Decomposition has been shown to be coarsely effective in this same sense in
other areas as well. Hertz [7] shows it in capital investments, Polya [10] as a basis
for mathematic problem solving, and Raiffa [11] in management science. These
works however focus mostly on the application of decomposition to these areas
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rather than offering strong empirical evidence. Our understanding so far is that
research on the matter has surprisingly been abandoned in the recent years.

4 Conclusions

The empirical results that decomposition appears to help correct problem solv-
ing and assessment can be argued to support the utility of goal models in re-
quirements engineering, as well. Thus top-level decomposition may guide correct
identification of lower-level ones and eventually of leaf level tasks. A fundamen-
tal difference however is that in goal modeling it is assumed that the same agent
produces the decomposition and continues with solving the problem (i.e. in-
troduce more decompositions or operationalizations) while in the experimental
studies an authoritative high-level decomposition is considered to be a given. In
that regard, assuming that assistance in solving a problem also implies assis-
tance in understanding an existing solution, the experimental results may also
suggest that decompositions appropriately prepared by analysts are effective in
communicating their solutions to e.g. clients and other stakeholders. Of course,
the nature of the problem at hand (e.g. to find an answer to a unique question
vs. to find an optimal set of requirements) seems to require consideration when
utilizing those results.

Our sense is that many questions regarding decomposition are yet to be
addressed. For example, why does decomposition of a problem aid in solving it?
Is some particular sort of decomposition a natural problem solving method, while
other sorts less enabling or even obstructing of the problem-solving process? Are
there other representations that are not hierarchical and aid effectiveness even
more? What is “effectiveness” after all, especially in less precise problems, which
are typically the requirements engineering ones?

5 On-going and Future Work

We intend to continue our effort to better define the empirical research agenda
on decomposition. Our understanding so far suggests three fronts on which such
study needs to be performed. Firstly, define more rigorously the various uses of
decomposition, which may be competing with respect to a “goodness” measure.
For instance, the use of decomposition by one person as an aid to solve a problem
(e.g. the way pen and paper are an aid to performing complex multiplications)
may result in a model that is not optimal for communicating a solution to some-
body else. Secondly, understand the role of the process and the agent in the de-
composition: what is the difference between a structured approach [12, 3, 8] and a
free-form approach, with respect to identified betterness criteria? How do agent
characteristics affect the result and/or understanding thereof? Thirdly, how does
our acquired understanding of decompositions relate to i* or other goal modeling
meta-models? Is i*’s means-ends and e.g. KAOS’s OR-decomposition ontologi-
cally the same and if not what is the impact of their differences in developing
them? Is OR-decomposition truly a decomposition (as AND-decomposition is)
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or a mere way to express alternative AND-decompositions – which effectively
necessitates investigating the two as separate kinds of concepts? Efforts to clar-
ify those aspects are well under way (e.g. [2, 13]) further motivating the question
of what empirical research program can inform and be informed by these works.
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Abstract. The intentionality concept can improve the cognitive capacity of 

software agents, especially if the proposed intentional reasoning engine deals 

with softgoals at runtime. In this scenario, the use of an intentionality-based 

technological set to develop agent-driven systems from i* models to code is 

adequate. In this paper, we propose heuristics to improve the development of 

agent-driven systems from i* models to Belief-Desire-Intention-based code. 

Moreover, we apply a fuzzy-logic-based mechanism to deal with softgoals “on 

the fly”, improving the reasoning engine of intentional agents. We compare our 

efforts with related work and illustrate our contributions with a case study. 

Keywords: i* models, model-driven development, intentional agents, 

transformational heuristics, fuzzy-logic-based reasoning engine. 

1   Introduction 

According to [1], a multi-agent system (MAS) is a system composed of many 

intelligent agents that work in a collaborative manner in order to achieve their goals. 

In other words, these intelligent agents tend to automatically find the best solution for 

the delegated goals – i.e. “without intervention”. Therefore, the agents can assume 

different responsibilities – normally represented as different roles or capabilities. 

Moreover, they can perform several tasks by also adapting themselves to better 

achieve their goals. 

A multi-agent system can be driven by behavioral agents [2] or intentional agents 

[3]. On one hand, the former orientation is more appropriate to deal with systems 

based on agents that can be modeled and implemented by using specific behaviors, 

such as: eating, sleeping, running, reading, and so on. Therefore, the behavior-based 

orientation seems proper to represent, for example, self-organization in social 

colonies (e.g. ant colonies). On the other hand, the latter orientation can improve the 

reasoning and learning capacity of intelligent agents by using the intentionality 

abstraction. According to [3], an intentional multi-agent system represents an 

adequate way to deal with human practical reasoning and to improve the goals 

formation and human-mental states interpretation. The BDI (Belief-Desire-Intention) 

model is an intentional model, intensely investigated in the Artificial Intelligence 
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field. More recently, this model has been applied to intelligent agents by allowing 

them to deal with (i) beliefs – i.e. the agent’s knowledge about, for example, the real 

world or a specific context; (ii) desires – i.e. the goals to be achieved by the agents; 

and (iii) intentions – i.e. a sequence of tasks that must be performed by the agents to 

achieve the delegated goals (in the BDI model, intentions have the semantics of 

actions with the purpose to achieve the desires). 

In order to guide the development of multi-agent system, TROPOS [4] offers an 

agent-oriented methodology. This method is centered on the i* Framework [5], which 

abstractions (e.g. goals, softgoals, tasks, resources, beliefs and others) are used to 

model the requirements and design details of the MAS under development. There are 

different approaches [6] [7] centered on the TROPOS methodology that propose 

solutions to respectively: (i) develop MAS by applying heuristics to go from i* 

models to BDI-based code; and (ii) perform the development of MAS from 

organizational architectures in i* to architectures based on agents by also applying 

some Agent UML diagrams to capture the agents’ intentionality. Section 3 highlights 

how our work differs from previous work. 

In this paper, we propose specific design and implementation heuristics to drive the 

development of MAS from the requirements to code centered on intentional agents. 

Therefore, we propose: (i) using i* for both the requirements model as well as the 

design model; and (ii) the implementation of the modeled system based on the BDI 

model of the JADEX [8], an add-on to the JADE MAS platform. JADEX is also 

centered on the intentionality abstraction. Moreover, we offer an approach centered 

on fuzzy-logic to analyze the impacts of tasks on softgoals implemented as a 

reasoning engine for the intentional agents. 

This paper is organized in Sections: Section 2 discusses the main objectives of our 

research; Section 3 presents some scientific contributions; Section 4 summarizes the 

proposal by presenting the final considerations; and finally, in Section 5 we consider 

the ongoing and future work. 

2   Objectives of the research 

In order to facilitate the presentation of our research, we use a case study – the Lattes-

Scholar [9]. It uses two specific services: (i) the Lattes service [10], which consists of 

a base of scientific and technological curriculums maintained by the Brazilian 

Government; and (ii) the well-known Google Scholar service. The objective is to list 

the publications from an author’s curriculum sorted by the number of citations. 

We modeled the requirements and the detailed design of Lattes-Scholar by using 

i*, specifically the Strategic Dependency (SD) and Strategic Rationale (SR) models. 

Fig. 1 shows the architecture of Lattes-Scholar modeled in i*. 

There are some differences between the i* modeling and the specification in BDI 

notation, such as: (i) the i* modeling represents a network of social actors, while the 

BDI-based specification represents the internal and mental architecture of a unique 

software agent; and (ii) the i* modeling represents sofgoals as well as how tasks, 

goals and softgoals impact on these softgoals by using positive and negative 

contribution links. 
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Fig. 1. Lattes-Scholar’s architecture modeling in i* 

Although there are semantic differences between the models i* and BDI, these 

models share common concepts, such as: actor/agent, goal, task/intention, belief, 

resource/belief, and others. Therefore, it is possible to associate the abstractions of 

these models, as presented in Fig. 2. Table 1 describes some of these (design) 

transformational heuristics to produce a BDI specification from SD and SR i* models.  

 

Fig. 2. Association between i* abstractions and BDI abstractions 

It is important to consider that – after applying the design heuristics – there are 

some gaps in the BDI model of the agents, such as types. The software engineer must 

manually fill in these gaps. 

Now, our interest is in a lower abstraction level, on which intelligent agents 

centered on BDI specifications are implemented as intentional agents in JADEX. The 

JADEX Framework implements a BDI architecture for agents of the JADE platform. 

The intentions defined in BDI specifications are implemented as Java object classes – 

i.e. Plan – in JADEX. Furthermore, JADEX is an add-on for the JADE platform, 

which implements the FIPA agent communication protocol and messages exchange. 

Fig. 3 illustrates the associations between the abstractions of the BDI specification 

and the MAS code in JADEX. We omitted the implementation heuristics (from BDI 

models to JADEX agents’ code) due to lack of space. 

Basically, the executable agents are implemented as JADEX agents. Non-

executable agents (originated from roles and positions) are implemented as 

capabilities, which are acquired at runtime by software agents of the MAS platform. 

Desires are translated as goals and maintained or performed according to the tag 

“type” from the BDI specification. The intentions are translated as plans of agents – 

i.e. Java classes that extend the “Plan” class of JADEX.  Beliefs with 0..1 or 1..1 
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cardinalities are translated as beliefs of agents, while beliefs with 0..n or 1..n 

cardinalities are translated as a set of beliefs. 

Table 1.  Transformational Heuristics: from i* Framework to BDI specification 

# When it is applied Action Exit (XML Fragment) 

01 For each actor (or 

agent, or role, or 

position) of the 

system. 

Create an agent in the 

BDI specification. 

Actors and agents have 

a tag runnable="yes". 

Roles and positions 

have a tag 

runnable="no". 

<agent    

      name="[actor_name]"     

      runnable="[yes|no]"> 

      <beliefs/> 

      <desires/> 

      <intentions/> 

</agent> 

03 For each softgoal of 

an actor. 

Create a belief with the 

type “Softgoal”. 

<belief  

      name="[softgoal_name]"      

      type="Softgoal" /> 

06 For each task that is 

performed to achieve 

a goal of an actor. 

Create an intention and 

associate it to a desire 

(goal). 

<intention name="[task_name]"> 

      <desire>[goal_name]</desire> 

      <script lang="" /> 

</intention> 

07 For each task that is 

performed to achieve 

a goal of an actor. 

Create a belief with the 

type “Task”. 

<belief 

      Name="[task_name]" 

type="Task" /> 

14 For each dependency 

per goal. 

Create a desire in the 

specifications of both 

involved agents. 

<desire name="[goal_name]" 

type=""/> 

 

 

Fig. 3. Association between BDI abstractions and JADEX abstractions 

We developed a qualitative reasoning engine [11] based on fuzzy logic to allow 

agents to perform their tasks by considering different quality criteria – i.e. modeled as 

softgoals in the i* models – and negative and positive contributions to them. The 

softgoals and contributions are available to the reasoning engine as agents’ beliefs. 

The fuzzy logic usage allows agents to reason – “on the fly” – about softgoals by 

simulating the algorithms proposed in the i* Framework for models analysis. Other 

proposals [12] [13] are based on quantitative reasoning engines. According to our 

investigation by developing different intentional MAS, the use of a quantitative 
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reasoning to deal with softgoals can be viewed as inadequate, especially if we 

consider their subjective and imprecise nature.  

3   Scientific contributions 

In [6], the authors suggest some heuristics that do not cover all abstractions of the i* 

Framework. For example, it does not deal with the role and position abstractions. 

They also do not address how to translate dependencies to interaction protocols. 

Moreover, they propose a reasoning engine based on softgoals priorities. In our 

proposal [11], we offer heuristics for all i* abstractions as well as our reasoning 

engine is enriched by a fuzzy-logic-based set to improve the agents’ cognitive 

capacity on dealing with the intrinsic uncertainness of the modeled softgoals. 

In [7], the authors use an extension of the UML to model the agents and their 

intentions. We argue that i* models can capture these intentions without the 

introduction of other notations or diagrams. However, some UML diagrams can be 

appropriate to deal with situations/aspects i* does not cover, such as temporality.  

Summarizing the scientific contributions of our research, we can mention: (i) the 

usage of the i* as both requirements model and design model instead of using it to 

only model the requirements; (ii) the heuristics from i* abstractions to BDI 

abstractions – i.e. from i* models to BDI specification; (iii) the heuristics from BDI 

abstractions to JADEX BDI abstractions – i.e. from BDI specification to MAS code in 

JADEX; (iv) an approach centered on fuzzy-logic to analyze the impacts of tasks on 

softgoals; and (v) a reasoning engine for agents centered on this approach.  

4   Conclusions 

In this paper we present an overview of our work in order to develop MAS 

centered on the intentionality concept. The proposed support offers heuristics to 

conduct this development from i* models to the BDI-based code in JADEX. In 

addition, the proposed reasoning engine covers all i* abstractions, including, for 

example, belief, role and position abstractions. 

One contribution of our efforts consists of avoiding the introduction of different 

notations and diagrams to capture the actors and agents intentions. In this case, we 

propose the use of the i* models (SR and SD models) to graphically represent the 

requirements and design details. 

An intentional MAS reasoning engine combined with a fuzzy-logic mechanism 

[11] improves the cognitive capacity of the agents by allowing, for example, to deal 

with softgoals at runtime. The main idea is to analyze – “on the fly” – the impacts of 

the tasks, specified in the i* models, on the sofgoals, also specified in these models. 

Finally, we can argue that, based on the systematic and incremental application of 

our approach to the Lattes-Scholar case study, we seem to be in the right direction in 

terms of: (i) reducing the necessary models to specify the requirements and the design 

details; (ii) improving the cognitive capacity of software agents centered on the 

intentionality through the use of the BDI model as well as the fuzzy-logic-based 
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support set; and (iii) conducting the development of an intentional MAS from the 

requirements to code.  

5   Ongoing and future work 

Since the beginning of 2010, we have been applying our proposal to the Lattes-

Scholar case study. Among other contributions, this incremental and systematic 

development has allowed us to evolve both the Lattes-Scholar system and our 

proposal – i.e. the proposed heuristics, our fuzzy-logic-based approach and our 

agents’ reasoning engine. 

As future work, we intend to develop a tool support to help the transformation 

process from the i* models to the BDI-based code in JADEX. The main idea is to 

semi-automate this process using the proposed heuristics and intentionality. 
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Abstract. The i* modeling framework has over the last decade received much 

attention amongst research groups worldwide. However, despite the 

proliferation of i* research, there has been little work to-date to exploring the 

adoption and use of i* in enterprise organizational settings. This paper discusses 

some key challenges for using i* in an enterprise to support the modeling and 

analysis of distributed decision-making during the design and evolution of an 

enterprise architecture in an organizational setting, and proposes a research 

agenda to address such challenges in order to facilitate the adoption and use of 

i* in enterprise organizations.   
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1. Introduction 

The i* modeling framework has over the last decade received much attention amongst 

research groups worldwide. However, despite the branching out of i* research into 

various domains, there has been little work to-date on exploring the adoption and use 

of i* to support stakeholder and designers involved in distributed decision-making in 

general and during the design and evolution of an enterprise architecture in an 

organizational setting in particular. Yet, the i* modeling framework appears 

particularly well suited to support enterprise architectural decision-making in 

organizations, which requires dealing with the interests and needs and decision-

making of various business and technical stakeholders and designers holding different 

responsibilities in organizational setting. For example, using intentional actors and 

goal concepts supports representing and analyzing the different organizational 

stakeholders and designers, their interests and decision-making, and their 

organizational interdependence, while they aim to achieve respective goals.  

However, supporting distributed decision-making during enterprise architectural 

design and evolution in an organizational setting raises various modeling and 

methodological challenges. For example, it is common for large organizations to 

operate hundreds if not thousands of business applications to support their business 

processes and strategy, with different teams maintaining and evolving different 
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enterprise applications in the organization [1]. Various decisions that individual teams 

more or less independently make could potentially affect whether the enterprise 

organization as a whole is hindered or helped in achieving short term and/or longer 

term goals [1, 2]. At the same time various management stakeholders and enterprise-

wide architects aim to promote enterprise wide business and technical goals and 

choices across the organization, negotiating decisions, the adoption of decisions as 

well as dealing within decision compliance in the organization [3, 4].  Decision 

making must thus be coordinated across teams and across managerial levels [5].  

Furthermore, in large organizations decision-making authority is by necessity 

distributed [6, 7]. Different organizational participants, each contributing distinct 

knowledge and skills, are given authority and autonomy to make decisions. A key 

challenge is to allow for autonomous decision-making in various organizational 

localities, while ensuring the overall consistency of decision-making within the 

enterprise organization [8].  

Challenges also emerge from the various different knowledge domains 

organizational participants work in and the different levels and scope of details 

associated with participants� individual vantage points. For example, strategic 

management stakeholders are often interested in the enterprise as a whole and the 

broader market place, while business architects� main interests are business structures 

and processes. Enterprise wide architects� main focus is on the enterprise application 

landscape, while individual enterprise application architects look at individual 

capabilities and services provided to the enterprise. While each such organizational 

participants have distinct responsibilities and purposes in mind, alignment across such 

diverse domains and vantage points during decision-making is essential to the success 

of the enterprise.  

Finally, there are also challenges related to the adoption of novel methods and 

related tool support. Introducing new methods and tools to relevant stakeholders and 

designers in enterprise organizations is usually a difficult task. Organizational 

participants often have limited time and budget available for learning and exploring 

novel modeling and analysis techniques.   

Furthermore, usually there are many different enterprise tools in use in an 

enterprise organization to support the development and deployment of business 

strategies, processes and applications. Tools that support the various organizational 

participants need to be integrated with an i* decision modeling and management tool 

to support the systematic linking of decision-making to artifact creation, change and 

evolution. Tool support also needs to be tailored to the needs of various different tool 

users, each with a different vantage point on decision-making. For example, a 

management stakeholder would likely have a different stake in decision-making than 

enterprise architects, each needing different kinds of features and views on decision-

making in the organization.  

2. Objectives of the research 

The overall objective of this research is to study the adoption and use of the i* 

modeling framework in an enterprise organizational setting to support dealing with 
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distributed decision-making during enterprise architectural design and evolution. To 

this end this research aims to explore: 

a) in what way the i* decision modeling and analysis approach could be 

adapted to meet the needs of different types of organizational participants in 

an enterprise organizational setting while individually, collectively and/or 

collaboratively performing decision tasks;  

b) what additional modeling and analysis features could be identified to support 

distributed decision-making tasks in an enterprise organizational setting; 

including support for dealing with decision-making at different 

organizational levels of abstraction, such as  the enterprise business level, the 

business processes level, the enterprise architecture level, the enterprise 

application level, and enterprise component level, as well as the IT 

infrastructure level [9]; 

c) what individual and collaborative tools to offer to organizational participants 

to support i* modeling and analysis in an enterprise setting, including how 

different stakeholders and designers with different technical skills could be 

supported, as well as the integration of tool support into the existing 

modeling and analysis tool set used by stakeholders in the enterprise 

organization; 

d) how to deal with in an integrated manner with qualitative and quantitative 

goals and goal reasoning often employed in enterprise organizational 

settings; 

e) how to ease the adoption and use of the notation, method and tool; this 

involves exploring user interaction with the notation, method and tools in 

general and usability of the modeling notation and language and tool support 

in particular.  

The aforementioned research objectives are quite broad and should rather be seen 

as outlining a research agenda that involves different research strands, each focusing 

on a different aspect of the problem of facilitating the adoption and use of the i* 

modeling framework to support enterprise architectural design within an enterprise 

organizational setting.  

3. Scientific contributions 

While much work has been done on exploring different areas in which the i* 

modeling framework can be applied to advantage, little work to-date has focused on 

the application and use the i* modeling framework to support distributed reasoning 

and decision-making in enterprises in general and during enterprise architectural 

decision-making in an enterprise organizational setting in particular [8, 10]. More 

specifically, little work has been done on exploring the use of intentional actor and 

goals to represent and analyze design reasoning and decision-making of different 

organizational participants in enterprise organizations who hold different 
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organizational responsibilities, and pursue conflicting and/or synergistic business or 

system goals.  

This research can also be seen as contribution to the body of works related to 

Enterprise Architecture [1, 3], which deals with the continuous and iterative 

improvement of existing and planned IT support for an organization to support the 

organizations business processes, goals and strategies [1]. Current works on 

Enterprise Architecture mainly focus on the artifacts produced and evolved during 

enterprise architectural efforts. Little work has looked at the intentional and 

organizational decision-making dimension that occurs during architectural and 

architectural relevant decision-making [10, 11].  

4. Ongoing and future work 

Some initial work has been done in applying i* within an enterprise organizational 

setting. One work explored the use of i* to support understanding stakeholders 

decision-making viewpoints during an enterprise-wide architectural evolution effort 

towards service-orientation, while another work looked a tactical change in a product 

during an enterprise wide architectural evolution effort [8, 10, 12]. During these 

works some possible extensions to i* have been identified such as intentional 

viewpoint concept to support representing and reasoning about alternative 

argumentations put forward by architectural designers, who have overlapping areas of 

responsibilities in the organization; as well as the linking of i* models to models of 

business and architectural design artifacts produced as a result of decision-making. 

During this initial research work, the need for a broader investigation into the 

adoption and use of i* in enterprise organizations, as outlined in Section 2, was 

identified. 

Feedback on the use of i* in an enterprise organization for example indicated the 

need to tailor i* models, and in particular strategic rationale models, to the specific 

needs of stakeholders and designers in the organization. Some designers  require a 

deeper understanding of the design issues and argumentation at hand and thus need 

detailed rationale models; while other designers only need brief reminders of 

rationales for choices to continue committing to them. For such purpose a simplified 

version of a rationale model is already sufficient. Managerial stakeholders in 

enterprise organizations were only  interested in governance aspects � in what way 

architectural choices downstream support (or hinder) short term or longer termed 

organizational goals. For such managers a higher level �dashboard� offering a (real 

time) views on goal achievement in the organization, including qualitative goals, 

would be appropriate.  

Feedback also indicated the essential need for adequate tool support to facilitate the 

adoption and use of i* in an enterprise organizational setting. This research therefore 

includes in its future research effort the exploration and development of adequate tool 

support to facilitate the adoption of i* modeling and analysis approach within an 

enterprise organizational setting.  

Developing tools that practitioners can use is in particular important since without 

adequate tool support that is to a sufficient extend integrated with already existing 
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enterprise tools, it is difficult to encourage organizational participants to adopt and 

use on their own a novel modeling approach. Having adequate tool that practitioners 

derive value from and are willing to use, would also be a useful vehicle to study the 

adoption and use of i* in an enterprise, and to derive additional modeling and analysis 

requirements. Such an intertwined approach would be consistent with the action 

research approach [13], a participatory research approach where researchers and study 

participants are jointly engaged in problems solving (i.e. such as to improve the 

organizational distributed decision-making capability) through iterative learning 

cycles and knowledge creation. 

References 

1. Alexander, M.E. Tool Support for Enterprise Architecture Management - Strengths 

and Weaknesses. in 10th IEEE International Enterprise Distributed Object 

Computing Conference (EDOC'06). 2006. 

2. Erl, T., SOA Principles of Service Design (The Prentice Hall Service-Oriented 

Computing Series from Thomas Erl). 2007. 

3. Engels, G., et al., Quasar Enterprise: Anwendungslandschaften serviceorientiert 

gestalten. 2008: dpunkt verlag. 

4. Farenhorst, R. and H. van Vliet. Understanding how to support architects in sharing 

knowledge. in Sharing and Reusing Architectural Knowledge, 2009. SHARK '09. 

ICSE Workshop on. 2009. 

5. Curtis, B., H. Krasner, and N. Iscoe, A Field Study of the Software Design Process 

for Large Systems. Communications of the ACM, 1988. 31(11): p. 1268-1287. 

6. Galbraith, J.R., Organization design. 1977, Reading, Mass.: Addison-Wesley Pub. 

Co. xvi, 426 p. 

7. Rasmussen, J., B. Brehmer, and J. Leplat, eds. Distributed decision making - 

cognitive models for cooperative work. New Technologies and Work. A Wiley 

Series. 1990. 

8. Gross, D. and E. Yu, Supporting the evolution of software architectures in 

development organizations using intentional agents. Fourth International i* 

Workshop -  istar10, 2010. 

9. Zimmermann, O., et al., Reusable Architectural Decision Models for Enterprise 

Application Development, in Software Architectures, Components, and Applications. 

2008, Springer Berlin /Heidelberg. p. 15-32. 

10. Gross, D., Software architecture decision-making in organizational settings, in 

Faculty of Information. 2011, University of Toronto: Toronto. p. 240. 

11. Clements, P. and L. Bass, Relating Business Goals to Architecturally Significant 

Requirements for Software Systems, in Research, Technology, and System Solutions 

Program. 2010, Software Engineering Institute, Carnegie Mellon University. 

12. Gross, D. and E. Yu, Evolving System Architecture to Meet Changing Business 

Goals: An Agent and Goal-Oriented Approach, in Proceedings of the Fifth IEEE 

International Symposium on Requirements Engineering. 2001, IEEE Computer 

Society. p. 316. 

13. Kock, N.F., Information systems action research: an applied view of emerging 

concepts and methods. Integrated series in information systems;. 2007, New York: 

Springer. xxv, 425 p. 

	

CEUR Proceedings of the 5th International i* Workshop (iStar 2011)

65



Towards an i*-based Architecture Derivation Approach 

Diego Dermeval1, Monique Soares1, Fernanda Alencar2, Emanuel Santos1, João 

Pimentel1, Jaelson Castro1, Márcia Lucena3, Carla Silva
4

, Cleice Souza1

1Universidade Federal de Pernambuco - UFPE, Centro de Informática, Recife, Brazil 

{ddmcm,mcs4,ebs,jhcp,jbc,ctns}@cin.ufpe.br 
2Universidade Federal de Pernambuco - UFPE, Departamento de Eletrônica e Sistemas, 

Recife, Brazil,  

fernanda.ralencar@ufpe.br 
3Universidade Federal do Rio Grande do Norte - UFRN, Departamento de Informática e 

Matemática Aplicada Natal, Brazil,  

marciaj@dimap.ufrn.br 
4Universidade Federal da Paraíba - UFPB, Centro de Ciências Aplicadas e Educação, Rio 

Tinto, Brazil  

carla@dce.ufpb.br

Abstract. Goal orientation, in particular the i* (iStar) framework, offers 

expressive models that support requirements engineering. On the other hand, 

the understanding of how requirements models are related to architectural 

design is still somewhat limited. In the past years, we have been investigating 

how to derive architectural models from i* (iStar) models, focusing on 

modularity. As a result we proposed a Strategy for Transition between 

Requirements and Architectural Models � STREAM. In this paper, we 

summarize the current state-of-the-art of the STREAM approach, point out its 

challenging aspects and describe current ongoing research. Our challenge is to 

support a broader set of architectural decisions as well as to provide means for 

partially automating the models transformations. 

Keywords: iStar, Requirements Engineering, Architectural design, Architecture 

Documentation, Architectural Decisions, Automation, Model Transformations 

1 Introduction  

Despite Requirements Engineering and Architectural Design being strongly related 

activities, there is a lack of techniques and methods handling the integration of these 

activities. Therefore, one of the major research challenges in software engineering is 

to provide systematic methods for designing software architecture from requirements 

models [2] [3]. The STREAM (Strategy for Transition between Requirements and 

Architectural Models) process [4] [14] presents a model-driven approach for 

generating initial architectures - in Acme [7] - from i* requirements models [13]. The 

STREAM approach consists of the following steps: (i) Prepare Requirements Models,

(ii) Generate Architectural Solutions, (iii) Choose an architectural solution, and (iv) 

Derive Architecture. Horizontal and vertical model-transformation rules were 

proposed in order to perform the steps (i) and (ii), respectively. Non-Functional 

Requirements are used in the step (iii) to guide the selection of alternatives in the 
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architecture. Lastly, in the step (iv) the architecture is refined by using architectural 

refinement patterns. 

Based on the generic STREAM process, some others extensions were proposed: 

STREAM-Adaptive [11] and F-STREAM [5]. The STREAM-Adaptive approach 

supports the generation of architectures for self-adaptive systems. This is achieved by 

enriching the i* models with information required to perform the reasoning related to 

adaptation, which is performed by pre-defined components. The F-STREAM [5] 

(Flexible STREAM) uses Software Product Lines principles aiming to make it easier 

to integrate the STREAM approach with other approaches that are able to handle 

some specific NFRs. 

However, there are still some limitations. For example, only one of the possible 

architectural views [1] is supported. In addition, no support is given to document the 

different types of architectural decisions [9]. Finally, the model transformations are 

not yet automated. Hence, in this paper, we show how we intend to improve the 

family of STREAM approaches in order to face the last two shortcomings: supporting 

and documenting a broader set of architectural decisions and automating the model 

transformations required in the process.  

This paper is organized as follows. Section 2 presents the goals of the research. 

Section 3 describes our proposals towards these goals. Section 4 presents the 

conclusions while Section 5 points out ongoing and future research. 

2 Objectives of the Research 

The general goal of this research is to enhance the STREAM approach, allowing it to 

be more complete and viable for industrial use. Therefore, we propose two specific 

objectives. Firstly, we derive an architectural specification that encompasses the 

documentation of a broader set of architectural decisions. Secondly, we intend to 

provide tool support to automate the transformations presented in the STREAM 

approach and its extensions. Thus, we aim to facilitate and promote the use of those 

approaches. As a side effect, we contribute to the improvement of the modularity and 

understandability of i* models.  

3 Scientific Contributions 

This section presents the proposed approaches to satisfy the research goals. Section 

3.1 describes how we intend to include architectural decisions in STREAM, while 

Section 3.2 presents how we plan to automate its model transformations. 

3.1 Architectural Decisions in the STREAM Process 

Based on the classification scheme of architectural decisions proposed by [9], we 

noticed that the STREAM process only allows the decision-making of a subset of 

architectural decisions types. In this way, we are extending the STREAM approach in 

order to support two specific kinds of architectural decisions: the existential and 

technology decisions. So, to systematize the specification of architectural decisions in 

the extended STREAM process, we combined the step (iii) and (iv) into a single 
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activity named Refine Model with Architectural Decisions that encapsulates the 

design choices of the former steps in the classification scheme (existential and 

technological decisions) that we are using. Moreover, we renamed the steps (i) and 

(ii) to, respectively, Requirements Refactoring and Generate Architectural Model 

(Fig. 1). 

Fig. 1 Extended STREAM Process 

The aim of this new Refine Model with Architectural Decisions activity is to 

sharpen up the generated architectural model by considering existential and 

technology decisions. Moreover, through the documentation of these decisions using 

some documentation template, it is possible to capture the context, rationale and other 

relevant information about the decisions. A set of documented decisions are the 

output of each decision-making activity. In this paper, we do not have sufficient space 

to describe how we plan to record the architectural decisions, see [6] and [9].  

Fig 2 illustrates the sub-process that presents the architecture refinement with 

decisions. In the Make Existence Decisions activity, the architect defines elements or 

artifacts that are required for the system�s design or implementation. This kind of 

decision includes structural as well as behavioral decisions. For example, structural 

decisions lead to the creation of subsystems, layers, partitions, components, etc. 

Behavioral decisions are usually related to how the elements interact together to 

provide functionality or to satisfy a non-functional requirement [9]. For instance, the 

choice of a specific architecture pattern can be seen as an existence decision, so it is 

specified in this activity of the process.  

Fig. 2 Refine Model with Architectural Decisions Sub-process 

The aim of the Refine Model with Existence Decisions activity is to refine the 

architectural models to reflect the existence decisions made during the earlier activity. 

Thus, the outputs of this activity include a refined ACME architectural model together 

with the list of existence decisions made. 

The executive decisions are the decisions that do not relate directly to the design 

elements or their qualities, but are driven more by the business environment 

(financial), the development process (methodology), the people (education and 

training), the organization, and to a large extent the choices of the technologies and 

tools [9]. There are different kinds of executive decisions, but at this time we will 

focus only on technology decisions. So, the Make Technology Decisions activity 

involves decisions that should be part of an architectural specification, mainly, to 

guide the implementation of the architecture. Examples of technology decisions are 

the choice of a programming language and the choice of a specific framework. 
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There is a need to assess if the selected technology architectural decision affects or 

impacts the ACME architectural model. If this is the case, these decisions are 

considered in the Refine Model with Technology Decisions activity to further refine 

the ACME architectural model. For instance, selecting a specific API to be integrated 

with the architecture. Otherwise, if the decision does not affect the architectural 

model, the process is concluded. For example, the choice of a programming language. 

 In the next subsection we examine another challenge: the need to provide some 

degree of automation (tool support) for the approaches. 

3.2 Automating Model Transformations 

Some activities of the family of STREAM approaches can be time consuming. Hence, 

we should examine if some kind of tool support could be provided, at least to partially 

automate the processes. The (i) Prepare Requirement Models and (ii) Generate 

Architectural Solutions steps of STREAM are amenable to some degree of 

automation, since they rely on model transformations. The first activity relies on 

horizontal rules to refactor the i* requirement models prior to the architectural model 

generation. The second activity applies vertical rules to derive architectural models 

from the refactored i* models. 

These transformation rules can be precisely defined using the QVT transformation 

language (Query/View /Transformation) [12], in conjunction with OCL (Object 

Constraint Language) [10] to represent the constraints. The transformation process 

requires the definition of transformation rules and metamodels for the source and 

target languages. The horizontal rules that aims to refactor the i* models have the i* 

language both as source and target language. On the other hand, recall that the vertical 

rules are used to generate architectural models (in ACME) from modularized 

requirements models (in i*). Hence, our vertical rules have i* as the source language 

and ACME as target language. Once defined and specified using QVT and OCL, the 

transformation rules could be incorporated in a tool, such as the iStarTool [8]. 

 Note that the iStarTool already has internal representation of the i* metamodel and 

could be extended to allow the implementation of the new transformation rules. In 

doing so, the Prepare Requirement Models activity could become semi-automatic. 

The user would still need to select the candidate sub-set of elements to be factored 

out. After this selection, all the other steps of the activity could be automated. As a 

result, the refactored i* model could now be obtained with the press of a button.  

The Generate Architectural Solutions activity generates candidate Acme models 

from the modularized i* models. The alternative solutions are derived from the 

inherent variability of i* models (e.g., due to the Means-Ends relationships). The 

choice of the candidate solution can be influenced on softgoal or quality attributes 

present in requirements models. Hence, we envisage including in the iStarTool the 

ability to generate all possible set of candidate architectures. Moreover, the tool could 

indicate the degree of satisfaction of a given set of softgoals for each architecture. 

Furthermore, the generated Acme models are used in subsequent steps (iii) and (iv) of 

the STREAM Approach. It remains to be studied how these steps could be partially 

automated. 

By automating the model transformations, several experiments can be performed to 

evaluate different architectural models without additional costs. 
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4 Discussion 

In this paper, we have proposed two approaches aiming to improve the systematic 

process that generates architectural models from i* models. We have presented an 

approach to include support for recording architectural decisions in STREAM. 

Furthermore, we have indicated how the horizontal and vertical model 

transformations presented in the process could benefit from automation and tool 

support. 

The first approach improves the family of the STREAM approaches, by allowing 

the rationale of the decisions made to be recorded. With this extension, it is possible 

to specify a more complete architecture by defining a broader set of architectural 

choices - for example, technology decisions. Moreover, by documenting the 

architectural decisions, the information that underlies the context of a decision can be 

recorded. However, such extra information may overload the refinement step of 

STREAM with documentation activities. Nonetheless, we believe that the benefits of 

documenting an architectural decision [6] far compensate the extra effort required for 

recording the rationale. We also need to investigate if we can anticipate specific kinds 

of decision-making that are common to these in earlier steps of the process. 

The second improvement proposed in this paper minimizes the effort of applying 

the model transformation rules manually. Besides, it eliminates the possibility of 

making mistakes when manually applying these rules. Since the transformation 

process could be automatically supported, another positive aspect of this improvement 

is the increase of productivity, as it enables a simplification of the process and reduces 

the amount of manual activities.  

5 Ongoing and Future Work 

We offer a family of a systematic method that derives (with semi-automatic support) a 

candidate architectural design from i* models. With this in mind, we can describe 

specific ongoing and future work for each approach presented in this work. 

On one hand, we are evolving the approach to include architectural decisions. We 

are defining how we will document the architectural choice. Our first attempt is to use 

a template as the proposed by Garlan et al. [6]. Hence, we need to evaluate how the i* 

models can guide or aid the documentation of the decisions. We are also investigating 

where does design decisions take place in STREAM. As future works, we will specify 

an extended STREAM approach that results in an architectural design that 

encompasses both the architectural decisions and the representation views. 

Furthermore, we need to further validate the approach with several case studies. We 

also intend to integrate the new process with a tool to manage the artifacts produced 

in the architectural design step. 

On the other hand, we are extending the iStarTool [8] to support the horizontal 

mapping rules which modularize the i* models. The rules are specified in QVT and 

OCL. As future work, we plan to develop an iStarTool API to incorporate the vertical 

mapping rules, which generates the initial model Acme from modularized i* models.  

Last but not least, experiments are required to validate the family of STREAM 

approaches as well as the new iStarTool functionalities. 
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Nòmos: from Strategic Dependencies to Obligations

Silvia Ingolfo1, John Mylopoulos1, Anna Perini2, Alberto Siena1, and Angelo Susi2

1 University of Trento, via Sommarive, 14 - Trento, Italy

{silvia.ingolfo,jm,a.siena}@disi.unitn.it
2 Fondazione Bruno Kessler, via Sommarive, 18 - Trento, Italy

{perini,susi}@fbk.eu

Abstract. New laws are increasingly constraining informations systems.To pre-

vent misuses of the law, requirements engineers are faced with the problem of in-

corporating legal prescriptions into requirements analysis. Nòmos is an extension

of i*, which allows to build models of legal prescriptions alongside intentional el-

ements, and derive this way requirements that at the same time fulfill stakeholder

needs and comply with relevant regulations.

1 Introduction

Over the past decades, information and communication technologies have steadily evol-

ved, so that the concept of calculus or data processing machine has been replaced by that

of a socio-technical system, consisting of software, human and organizational actors

and business processes, running on an open network of hardware nodes and fulfilling

vital functions for large organizations. Such systems gained the attention of govern-

mental bodies, which are responsible for regulating them through laws, regulations and

policies to ensure that they comply with security, privacy, governance and other con-

cerns of importance to citizens and governments alike. The impact of this situation has

been immense on Software Engineering as much as on business practices. It has been

estimated that in the Healthcare domain, organizations have spent $17.6 billion over a

number of years to align their systems and procedures with a single law, the Health In-

surance Portability and Accountability Act (HIPAA), introduced in 19963. In the Busi-

ness domain, it was estimated that organizations spent $5.8 billion in one year alone

(2005) to ensure compliance of their reporting and risk management procedures with

the Sarbanes-Oxley Act4. In this setting, requirements engineers are faced with new

challenges in eliciting requirements that at the same time fulfill the needs of stakehold-

ers and are compliant with relevant legal prescriptions. However, unlike stakeholder

requirements, which can be validated thanks to the intervention of the stakeholders

themselves, requirements introduced for compliance purposes need to objectively eval-

uated for alignment against their originating prescriptions.

3 Medical privacy - National standards to protect the privacy of personal health information.

Office for Civil Rights, US Department of Health and Human Services, 2000.
4 Online news published in dmreview.com, november 15, 2004.
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2 Objectives

The objective of the present work is to support requirements engineers when facing

domains, in which laws play a role in defining the requirements for the system-to-be.

Actors are subject to legal prescriptions, which they have to adhere to, or, they may

decide not to comply. To make a decision – whether to comply or not, and what tasks

to undertake – it is necessary to represent both, the applicable prescriptions and the

evidence of compliance, if any. Afterwards, a systematic modeling process is needed

for going from an initial model of law to a set of domain-specific requirements.

The underlying issue is that the design of requirements, induced by the need to

adhere to laws, and requirements, generated by rational agents, is essentially different.

Rational agents do what they can to fulfill their goals. With obligations, we are assuming

possibly non-cooperating agents who will not necessarily do what they can to fulfill

obligations. Our objective is therefore to model the different kind of obligations for and

between agents established by the laws and explore designs that include safeguards and

incentives that motivate agents to fulfill their obligations.

3 Contribution

Nòmos [4, 1, 6] is a goal-oriented, law-driven framework intended to generate require-

ments through which a given information system can comply to a given law. Such re-

quirements are referred to as compliance requirements. Nòmos is based on the i* frame-

work, and exploits its capability to model: the actors of a given domain; their goals and

the operationalization of goals into tasks; and the strategic relations among them. In ad-

dition, Nòmos provides the capability to model law prescriptions and the link between

intentional elements and legal elements.

Concepts. The core elements of legal prescriptions are normative propositions (NPs),

which are the most atomic propositions able to carry a normative meaning. NPs con-

tain information concerning: the subject, who is addressed by the NP itself; the legal

modality (i.e., whether it is a duty, a privilege and so on); and the description of the

object of such modality (i.e., what is actually the duty or privilege). The legal modal-

ity is one of the 8 elementary rights, classified by Hohfeld as privilege, claim, power,

immunity, no-claim, duty, liability, and disability. Claim is the entitlement for a person

to have something done from another person, who has therefore a Duty of doing it.

Privilege is the entitlement for a person to discretionally perform an action, regardless

of the will of others who may not claim him to perform that action, and have therefore

a No-claim. Power is the (legal) capability to produce changes in the legal system to-

wards another subject, who has the corresponding Liability. Immunity is the right of

being kept untouched from other performing an action, who has therefore a Disability.

Complex legal prescriptions are created in law documents by structuring NPs through

conditions, exceptions, and other conditional elements. Such elements are captured in

Nòmos by introducing priorities between NPs. For example, a data processor may be

allowed (i.e., it has a privilege) to process the data of a subject; but the right of the sub-

ject to keep his/her data closed w.r.t. third parties has a higher priority on the privilege,

thus constraining the way data is used by the processor.
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Figure 1. The meta-model of the Nòmos language.

Metamodel. Figure 1 depicts the Nòmos meta-model, and shows how it integrates

the representation of NPs with the representation of goals. The dashed line contains

a part of the i* meta-model, including to the Actor class and its wants associa-

tion with Goal. The dotted line contains the elements that form a NP. The join point

between the goal-oriented and the legal part of the meta-model is the class Actor,

which is at the same time stakeholder in the domain and subject of NPs. Actors are

associated to the class Right by means of the holder relation. So on the one hand

actors want goals, perform tasks, own resources; on the other hand, they are addressed

by rights carried by NPs. Rights also impact on the social interaction of actors - in

the Hohfeldian legal taxonomy, rights are related by correlativity relations: for exam-

ple, if someone has the claim to access some data, then somebody else will have the

duty of providing that data. This means that duty and claim are correlatives. Similarly,

privilege-noclaim, power-liability, immunity-disability are correlatives: they describe

the same reality from two different points of view. So instead of defining two sepa-

rate classes for “duty” or “claim”, we have a single class, ClaimDuty, which is able

to model both. Similarly the classes PrivilegeNoclaim, PowerLiability and

ImmunityDisability, each of them sub-class of the abstract class Right. Prior-

ities between rights are captured in the meta-model by means of the Dominance class,

which connects two rights. The ActionCharacterization class contains the ac-

tual object of the NP. Such prescribed action is bound to the behaviour of actors by

means of the Realization class. It specifies that a certain goal is wanted by the

actor in order to accomplish the action prescribed by law. For more information on the

Nòmos meta-model, see [5].

Visual notation. Figure 2 exemplifies the Nòmos visual notation, as applied in a

study about legal compliance of requirements for a healthcare information system [3].

When a patient ([User]) accesses a health care center, at the check-in the EHR of the

patient has to be retrieved from the system. In the health care centre accessed by the
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patient, the system (a [Local Authority]) executes a query on the local database, and

the [S1] service furnishes such data. If the data is not found in the local database, the

[Local Authority] forwards the request to the [S2] service, which returns the name of

the reference [Certificate Authority]. The Authority is queried to have certified data. But

[Certificate Authority] can also be unable to provide the requested data. In this case, the

local authority contacts another Local Authority (the actor [Peer Local Authority] in the

diagram), which in turn executes a local search or queries its own reference Certificate

Authority. If the searched data don’t exist in the system, the Local Authority proceeds

inserting it, and marking it as “dirty”. In this case, after the data insertion, the Local Au-

thority invokes the [S3] service, which broadcasts the data to the whole system. When

the broadcast notification is received, each Local Authority updates its local database.

However, the privacy law lays down many prescriptions concerning the processing of

personal data (in particular, sensitive data) of patients. For example, the law requires

the owner’s confirmation for the data being processed. In Figure 2, this is depicted by

means of the normative proposition [Confirmation as to whether or not personal data

concerning him exist]), extracted from article 7.1. The normative proposition is mod-

eled as a claim of the patient, held towards the Local Authority, which has therefore a

corresponding duty. This results in two additions to the diagram. The first one concerns

the insertion of the data into the local database, and subsequent broadcast to the system.

In this case, before the broadcast is executed, it is necessary to obtain the patient’s au-

thorization (goal [Ask user authorization]), and to add such information in the broadcast

message. The second case concerns the reception of the broadcast system by a Local

Authority. In this case, before updating the local data with the received one, the Local

Authority must verify that in the broadcast message the authorization to data process-

ing is declared (task [Verify user authorization]). This approach allows for distinguishing

goals with respect to their role in achieving compliance: strategic goals are those goals

that come from stakeholders and represent needs of the stakeholders; compliance goals

are those goals that have been developed to cope with legal prescriptions. In the figure,

the goal [Update data locally] is a strategic goal, because it is only due to the reason-to-

be of the owning actor; viceversa, [Ask user authorization] is a compliance goal, because

it is due to the need of complying with the [Confirmation as to whether or not personal

data concerning him exist] claim of the user. So, we can infer that while the first can

be dropped according to stakeholders needs, the latter can not, unless its impact on the

compliance condition is evaluated.

Process. The definition of compliance we have provided before, clearly outlines that

reaching compliance is an iterative process that revises the initial requirements model

to guarantee that these two properties are met by the final model. The procedure we

propose is structured along three logical phases [2]:

1. The analysis phase takes as input the model of requirements, expressed as a set of

goals to be achieved and tasks to be performed by stakeholders, and a set of NPs

with possible irregularities highlighted. We define as irregular a situation where

either an element of the model directly violates a norm, or where an element is

addressed by a regulation and therefore needs to be checked for compliance.
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Figure 2. A goal model for the demo scenario of the Amico project.

2. The model is then followed by a compliance check where the criteria for compli-

ance are evaluated. If the model is compliant, the process returns the model, else

we move to the next phase.

3. The modeling phase aims at amending a requirements model that is not compliant.

The model is expanded and revised by requirement engineers to satisfy the two

compliance constraints. A discussion evaluates the acceptability and validity of the

solution proposed.

Since this last step modifies the initial model, the process is iterated to ensure that no

irregularities have been introduced during modeling. When a cycle is completed without

introducing modifications in the solution layer – i.e., in the models – the process ends

and compliance is said to be achieved. The key part of the approach is to be able to

guarantee that the revisions actually make the system compliant: all the corrections

made to the system — as well as the assumptions behind the corrections — are based

on the fundamental concept of providing validation through argumentation.
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4 Conclusions

The Nòmos framework has allowed the assessment of a class of problems, which were

otherwise difficult to model in vanilla i*. Specifically, it has allowed to add to the de-

scriptions of legal prescriptions, that are not intentional elements but shape the way

intentional elements are designed and analyzed.

5 Ongoing and future work

The complexity of laws and regulations dictates the need for new design and analysis

techniques for software systems. The Nòmos meta-model currently supports a basic

representation of conditional elements that are typically found in laws. It is necessary

to enrich the expressiveness of this specific aspect of Nòmos to capture so-called legal

alternatives — i.e., alternative ways of being compliant, which are implicit in legal

prescriptions.

From a different standpoint, a key issue for the requirements compliance problem

concerns the form of evidence provided that indeed a requirements model complies

with a given law (fragment). Formal method techniques are generally heavy-weight in

the notations they use for modeling laws and requirements, as well as in the reasoning

tools they employ to establish compliance, and as a result they have not succeeded in

being the proper solution to prove compliance. Alternatively, we aim at establishing

compliance through argumentation among the stakeholders who state positions, e.g.,

“this requirement does not comply with this part of the law” and argue for or against

them until (hopefully) consensus is reached.
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Abstract. In current business practice an integrated approach to represent at the

design level the technological infrastructure that gives support to business pro-

cesses is needed. We argue that it is highly complex considering technology in

terms of specific functionalities from the beginning because these functionali-

ties depend on new business requirements produced continually by internal and

external changes. However, business-technology integration has been largely

neglected in the modeling of business processes, including i* models, consider-

ing the technological components as highly abstract entities that do not require

further description.  In this paper, an overview of our approach to deal with

technology representation in i* business process models is presented, which fo-

cuses on the identification of quality attributes that are offered by specific tech-

nologies and the representation of these technologies using a particular class of

i* module. This approach has been explored in a previous work developing an

example of a library in which an automatic identification technology is required

to support some specific business processes.

Keywords:  i* framework,  iStar,  i* modules,  technology modeling,  business

processes, business services

1   Introduction

Nowadays, the use of technology is an important aspect for the implementation of

efficient business processes, being the indispensable infrastructure for exchanging and

persisting information among business actors. In this context, technology can improve

the  performance  of  business  processes  insofar  as  it  is  correctly  adapted  to  the

organizational context. However, the integration of business and technology at the

design level is a current issue that applies both to general software solutions (like ERP

systems) and technological infrastructures,  such as Radio Frequency IDentification

(RFID) or mobile technologies.

We consider that modeling business-technology integration is needed in software

and business process design, because embedding technology in the organization can

modify the workflow of business processes, and thus the manner in which the analysts

should design the software system. However, one issue we found at developing such

an integrated modeling technique, is the high complexity of considering technologies
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in terms of specific functionalities from the beginning. This is mainly because the

number of functionalities and characteristics of technology to be handled can be very

high, and the business requirements to which technology should provide support are

continually  modified  by  internal  and  external  factors.  A  natural  approach  for

overcoming this complexity is to rely on goals in the early stages of business and

technology infrastructure design, rather than on detailed requirements, functionalities

or quality models. We argue that because of its intentional nature, the i* framework is

suitable to be used as a basis for such approach, enabling the analysts to incorporate

technological components in the definition of business processes, in order to better

consider the possibilities to incorporate the technology at design level. Therefore, we

propose a new business model that extends the capabilities of the service-oriented

approach  for  the  i* framework  defined  in  [1],  considering  technologies  as  a  key

element for effective operation of the organization and representing them within  i*

modules [2], in order to provide a framework for analysis and design of strategies for

integrating business and technology.

The  proposed  business  model  deals  with  technology  in  a  more  natural  and

convenient  manner  considering  technology  directly  in  relation  to  business

requirements independently of their functional capabilities, by means of specifying its

quality attributes. We applied this approach in a previous work to a library example

[3], in which technology for the automatic identification of items (e.g., books) was

required to support specific business processes.

2   Objective of the Research

The goal of this paper is to present an i*-based approach for analysis and design of

business processes, considering technology representation as a  key modeling aspect

of business process models. To achieve it, on one hand our work applies a service-

oriented approach as a strategy for managing the complexity and size of i* business

process models [1], the intention for doing this is only to isolate each business process

in order to focus on how a given technology may be applied to it,  and to analyze

contributions and dependencies that are generated when integrating the technology

within a business process. On the other hand, our work uses a modular approach for

describing  technological  entities  in  i* modules  [2],  in  terms  of  quality  attributes

offered,  and  conditions  of  operational  environment  required  by  technology

functioning.

3   Scientific Contribution

The main contributions of our approach are: First, the definition of a framework for

technology  integration  analysis  and  design  based  on  its  quality  attributes.  This

framework describes  how to model differentiation,  compositional,  refinement,  and

integration features of  technology. And second,  the integration of  two approaches

(services  and  modules)  for  incorporating  modularity  capabilities  into  i* business

process models at architectural and detailed modeling levels. In brief, we utilize an i*
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service-oriented approach for modeling the global business architecture, and low level

i* modules for encapsulating the technology specification. Due to space limitations,

in this paper we only focus on the first contribution, particularly on the specification

of technologies using i* modules; the reader is referred to our previous works to know

the details of this approach.

Our  approach  include  four  types  of  information  to  specify  technology  to  be

included  in  business  process  models:  a)  differentiation  features, which  include

information that makes a technology different from others and may serve to assess the

usefulness of the technology in the organizational context; b) compositional features,

which refer to the several components that a particular technology may be composed

of;  c)  refinement  features, which  enable  us  to  deal  with  the  varieties  of  a  given

technology, derived from features of specific components of that technology; and d)

integration features, which enable us to be aware of the requirements that technology

is claiming and satisfying in regard to specific business processes. It is important to

point out that this paper only focuses on the representation of technological aspects at

the  design  level,  and  it  does  not  present  details  about  the  development  method

associated to the framework.

The information describing a particular  technology is  modeled  in  a  technology

module. This allows us to create a portfolio of technologies which could be reused in

several organizations according to their necessity. Therefore, our approach consists of

defining  which  elements  of  the  i* metamodel are  to  be  included  in  this  type  of

modules to consider the features stated above. We use the i* metamodel proposed in

[2], which includes some classes for representing modules in a separate package from

the  i* core metamodel (those classes represent the elements to be considered in the

module definition), as described in [3]: a) a set of properties for representing quality

attributes  associated  to  quality  characteristics  of  technology  (e.  g.,  efficiency,

usability), covering differentiation features; b) a network of actors (named technology

actors) connected by means of is-part-of and is-a links, which represents a technology

and its basic internal components, covering compositional and refinement features; c)

a set of one-side incoming dependencies, or dependencies without depender, entering

into technology actors, which specify the functionalities, resources and behavior that

the  organization could obtain when using this  technology (in  particular,  for  those

dependencies whose dependum is a softgoal, there must be a relationship among the

softgoal and the quality attributes and their values, e.g. , a softgoal �information be

encrypted� may correspond to the quality attribute �encryption algorithm� with value

�MD5�); and d) a set of  one-side outgoing dependencies,  or  dependencies without

dependee, stemming  from  technology  actors,  which  represent  relevant  external

conditions required for the proper functioning of technology. Dimensions c) and d) of

technology representation together are for covering integration features.

To  sistematize  the  process  of  identifying  the  information  to  be  included  in  a

technology module with regard to differentiation and composition, the first step is to

build a quality model as proposed in  [4], which specify a hierarchy of technology

characteristics,  subcharacteristics,  attributes  and metrics.  Some of  this  information

wont be shown graphically, but will remain as the source of a technology module

representation. Fig. 1 shows an example of a technology module for a RFID system,
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annotated with the main quality characteristics specified in the quality model (not

shown  here)  of  this  technology  (functionality,  usability,  and  efficiency)  and

specifying  its  quality  attributes  (��-��,  ��-��)  and  main  components  (� and  �).

Although in the graphical model is only shown limited information, in the quality

model we specified more detailed information, such as the metrics upon which rests

the statement of quality attributes. For example, for the attribute stated in softgoal ���

we  idenfied  two  metrics  on  which  it  depends:  �speed  of  the  tag  response�  and

�maximum write/read distance of reader.� It is convenient that the information to be

specified in a technology module and in its underlying quality model is defined with

the  assistance  of  an  expert,  in  order  to  identify  the  relevant  general  features  and

components  of  a  technology,  avoid  to  fail  in  excessive  details  or  in  the  lack  of

meaningful  information,  and  reduce  the  time  required  for  the  description  of

technology.

In relation to refinement, the second step is to define concrete types of technology

to be effectively used in organizations. This is done by extending the base technology

module  into  new  modules  that  include  new  components  and  dependencies.  For

example,  to  specify  a  passive  RFID, we can  refine  the  general  RFID technology

module  by  adding  it  more  specific  features  of  passive  tags.  Fig.  2 depicts  the

technology module of  a  passive RFID system, to  which we have added two new

features: �efficient coverage in short area range� (	�), and �reliable functioning in

interference environment� (	�).  Elements (actors and links) from the base module

within the refined ones appear in dotted lines as proposed in  [5]. It is important to

point out that defining more concrete types of technology involves the refinement of

the  initial  quality  model  into  new  quality  models,  by  adding  new  attributes  or

discarding some of the existent ones; for example, to the attribute  
� of the active

RFID  system  (Fig.  2)  corresponds  the  addition  of  the  new  metrics  �sensor

integration,� �real time location,� and �processing capability.�

Finally,  concerning  the  integration features,  the  last  step  is  to  determine  the

correspondence among the offering features (incoming dependencies) of technology

and its claiming requirements (outgoing dependencies) on one hand, and the business

process requirements on the other, in order to obtain an integration model such as the

one  shown in  [3].  Starting  with  the  analysis  of  technology contributions  to  each

business process,  we can explore the way in which the technology features might

correspond into business requirements captured in the business process model. Fig. 3

shows the analysis of some contributions of a passive RFID system to a checking-out

Fig. 1. Technology module of a generic RFID system.
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process  of  a  library  (an  integration  model  obtained  from  this  analysis  has  been

presented  in  [3]).  Thus,  for  example,  we  have  that  the  attribute  �fast  object

identification� (��) of the passive RFID system (in fact, inherited from the general

RFID module) has a correspondence with both �fast checking-out� (����), required

by library patrons, and �fast checking-out management,� required by the library, at

contributing positively to both of them. Continuing in this way the technology module

application to each business process can enable us to think in a passive RFID system

for a library.

4   Conclusions

In this paper we have presented an approach for modeling technology available for

supporting business process. Our approach is based on the concept of module which

allows us to create technology modules, i. e. , specifications of technological entities

Fig. 2. Extending the base RFID module into passive and active RFID modules.

Fig. 3. Business-technology correspondence between passive RFID and checking-out process
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that  can  be  then  integrated  into  several  business  processes  by  means  of  a

correspondence analysis of technology features and business requirements. We have

considered  four  types  of  information  required  to  specify  technology  modules

(differentiation, composition,  refinement, and integration features). For the sake of

brevity, we have described just an overview of the approach focusing on technology

modeling and suggested the business-technology integration process  allowed from

this approach.

5   Ongoing and Future Work

Other relevant aspects of our current work are: to formalize the notion of integration

using  the  concept  of  matching  as  introduced  in  [6];  to  explore  the  possibility  of

adding  adaptation  strategies  depending  on  the  results  of  technology evaluation  as

done in [7]; to define a portfolio of patterns which describe the impact of technologies

using some predefined roles (e.g. , technology provider, technology manager, etc.); to

implement a support tool for concepts adopted (module, service, process, etc.); and to

evaluate the approach developing a real case study.
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Abstract. In collaborative systems, users work together in order to collaborate, 

communicate and coordinate each other. To perform these tasks, users should 

be aware of other user�s actions, usually by means of a set of awareness 

techniques. In this paper, CSRML (Collaborative System Requirements 

Modelling Language) is presented as an extension of i* to deal with the 

specification of the CSCW requirements. In these systems collaboration and 

awareness of other users� presence / actions are paramount. We apply CSRML 

to a conference review system, where papers are reviewed in a collaborative 

way. 

Keywords: Collaborative systems, Awareness, Requirements Engineering, 

Goal-Oriented, i*, CSRML 

1 Introduction 

Requirements elicitation can be considered the cornerstone to achieve the quality of 

the developed systems. Failing in accomplishing this phase can make the rest of the 

development process also fail, with the consequent cost in terms of time and money. 

Therefore, a correct requirements specification is paramount for any kind of system. 

As in traditional single-user systems, CSCW (Computer Supported Cooperative 

Work) systems are not exempt from this need. They are a special kind of software 

whose users can perform collaboration, communication and coordination tasks. These 

systems have to be specified by using a special set of requirements, usually of a non-

functional nature. They usually result from the users' need of being aware of the 

presence and activity of other remote or local users, with who they perform the above 

mentioned collaborative tasks. This is the so-called Workspace Awareness, which can 

be defined as the up-to-the-moment understanding of another person�s interaction 

within a shared workspace.  

Then, a proper specification of the system, identifying clearly the requirements of 

the system-to-be, specially the awareness requirements, is one of the first steps to 

overcome this problem.  
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2 Objectives of the research 

In previous works [1], we analyzed which requirements engineering (RE) technique: 

Goal-Oriented (GO), Use Cases or Viewpoints is more appropriate to specify the 

requirements of collaborative systems, and we found that GO provides more facilities 

to model the requirements of this kind of systems. Once we determined GO as the 

most suitable technique, we analyzed which GO approach deals with CSCW systems 

in a better way [2]. The analyzed approaches were NFR Framework, i* Framework 

and KAOS Methodology for the specification of collaborative systems, paying special 

attention to awareness requirements. As a result of this experiment, we concluded that 

the analyzed GO approaches are not fully appropriate to model collaborative system 

characteristics and its relationships with awareness and quality requirements. These 

conclusions, together with the results of [1] support our initial hypothesis: a RE 

technique to address the problems detected during this study is required. This 

technique should adopt some features from the analyzed GO approaches and should 

cover the lack of expressiveness in certain aspects that current GO techniques present. 

This constitutes the main aim of this work: to adapt/extend a GO notation for this kind 

of systems. Concretely, and according to the conclusions of our previous study [2] the 

most appropriate approach to deal with this kind of systems is i*. Therefore, in this 

paper CSRML (Collaborative Systems Requirements Modelling Language) [3] is 

described, by extending i* to provide the required expressiveness to model the special 

characteristics of CSCW stakeholder requirements.  

3 Scientific contributions 

Because of the special kind of requirements of CSCW systems, we present CSRML 

as an extension of i* that includes some elements for modelling the special 

collaboration features of CSCW systems. The elements of CSRML (Fig. 1), excluding 

those whose meaning is the same as in i*, are: 

· Role: A role is a designator for a set of related tasks to be carried out. The 

difference between i* and CSRML is that an actor playing a role can participate in 

individual or collaborative tasks (through participation links) and can be the 

responsible for the accomplishment of a goal (through responsibility links). Thus, 

an actor can both dynamically change the roles it plays, and simultaneously play 

several roles. In addition, the graphical notation is also different from the i* role 

(the concept of role/actor boundary is not used in CSRML). 

· Actor: An actor is a user, program, or entity with certain acquired capabilities 

(skills, category, and so forth) that can play a role in executing (using devices) or 

being responsible for actions. An actor has to play a role (specified by means of a 

playing link, see Fig. 1) in order to participate in the system.   

· Task: The concept of task in CSRML is the same as in i*. They only differ in the 

introduced notation to define the importance of a task: one, two or three 

exclamation signs, depending on the importance of the task. Two kinds of CSRML 

tasks have been identified: 
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! Abstract task: This kind of task consists in an abstraction of a set of concrete 

tasks and, possibly, other elements. We are not able to assign participation links 

directly to this kind of tasks. 

! Concrete task: These are the tasks the participants are involved to. The abstract 

tasks are refined in these ones. Participants will be assigned to the task through 

participation links. There are four types of these tasks: 

o Individual task is a task that an actor can perform without any kind of 

interaction with other actors. 

o Collaboration / Communication / Coordination task two or more actors are 

involved in order to perform any kind of collaboration / communication / 

coordination among them. 

· Awareness softgoal: CSRML refines the i* concept of softgoal into a new 

specialization: awareness softgoal, that represents a special need of perception of 

other user�s presence / actions, without which the task the user wants to perform 

would be affected negatively or even could not be done. 

· Awareness resource: This special kind of resource corresponds to an 

implementation or a design solution to accomplish an awareness softgoal.  

· Playing link: A playing link is used to represent when an actor assumes a role. This 

link has a guard condition that represent when a role can be played by an actor. 

· Participation link: A participation link denotes who are involved in a task. This 

link has an attribute to specify its cardinality, i.e., the number of users that can be 

involved in a task.  

· Responsibility link: A responsibility link assigns a role (played by an actor) to a 

(soft)goal or task. This link represents who is the stakeholder responsible for a 

goal/task accomplishment. It is not necessary that this stakeholder is involved in 

the goal sub-tasks. Nevertheless, if the role is responsible for a goal or task, this 

role is also responsible for the elements it is divided into, unless a responsibility 

link reaches one of the elements it is divided into. 

Goal Softff goal Resource[!!! / !! / !] Task

Individual Task
Communication

Task
Collaboration

Task

Coordination

Task

Awareness

Softgoal
Awareness

Resource
Actor Role

D
+

Dependency Link Means-end Link Task Decomposition Link Contribution Link

[Guard]
1..*

Playing Link Responsability Link Participation Link

 

Fig. 1. CSRML elements 

It is worth noting an additional difference between CSRML and i*: CSRML is 

practically hierarchical (see Fig. 2 (a) (d)). Thus, it fosters the scalability of the model 
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created by using this notation. In a first level, we have the Responsibility diagram, in 

which the system's main goal is decomposed into main tasks and quality softgoals. 

Also, in this diagram, the goals and tasks responsibilities are defined.  

In a second level appear Task refinement diagrams, in which the system's main 

tasks are decomposed into new goals, softgoals, tasks and resources, and roles are 

assigned to tasks. This constitutes another difference between CSRML and i*. 

Because CSRML has been thought for collaborative systems, i* boundaries for 

actors/roles were discarded, since they would not support assigning a task to more 

than one role. In addition, the Quality factors diagram completes the system 

specification showing the quality softgoals and the elements that contribute to their 

accomplishment. 

3.1 Case Study: Collaborative Conference Review System with CSRML 

To check out the validity of our proposal, we are going to use the CSRML notation to 

model a case study based on a collaborative conference review system in order to 

illustrate its expressiveness capacity for CSCW systems. First, in Fig. 2 (a), we can 

see the system goals diagram, in which the system main goals are defined. As shown, 

we are going to achieve the system goals by means of the realization of the system's 

main task: the preparation of the review process of papers for a conference by using 

techniques of collaboration among users. 

Fig. 2 (b) shows the responsibility diagram with the main system�s task and its 

decomposition in quality softgoals and tasks. In this figure, it can be observed that the 

use of responsibility links shows who is responsible for goals and tasks. Note that if a 

role is responsible for a goal or task, this role is also responsible for the elements it is 

divided into, unless a responsibility link is specified to one of the elements it is 

divided into. Also, the playing links are used to represent the condition that must be 

met for an actor to play a role. For the sake of model readability, a task decomposition 

will be shown in Fig. 2 (c). 

Fig. 2 (c) depicts Papers review task refinement diagram. In this figure, tasks are 

refined into more specific ones or new goals, until individual or collaborative 

(collaboration, coordination or communication) tasks are specified. It can be observed 

that for collaborative tasks, more than an actor (playing a role) is involved through 

participation links. This figure includes two awareness softgoals. One of them is 

related to the knowledge of who reviews each paragraph, and the other one 

corresponds to the use of remote cursors. In this figure, different cardinalities for 

participation links are used. For example, for Paragraph review, three experts must 

participate. Also, this figure illustrates some degrees of priority that can be assigned 

to tasks: normal, high ([!]), very high ([!!]) and highest ([!!!]).  

Finally, Fig. 2 (d) depicts the Quality factors diagram. In this model, the quality 

factors that contribute to achieve the conference review with a high quality level are 

shown. These factors are represented as softgoals and they are related to the main 

quality softgoal by means of contribution links with positive contributions. The 

achievement of all these quality softgoals is obtained in different ways. For instance, 

the Helpfulness softgoal is achieved by means of an awareness softgoal and its 

corresponding awareness resource consists in a remote cursors implementation. 
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Fig. 2. (a) System goals diagram (b) Responsibility diagram (c) Papers review task refinement 

diagram (d) Quality factors diagram 

4 Conclusions and future work 

We found out in two previous works [1,2] that Goal-Oriented Requirement 

Engineering techniques (and especially i*) can be used to deal with collaborative 

systems requirements modelling. Nevertheless, we also found out that this kind of 

specifications suffer from an important lack of expressiveness for some characteristics 

related to user collaboration, awareness representation or quality factors. To address 

CEUR Proceedings of the 5th International i* Workshop (iStar 2011)

88



these shortcomings, we propose CSRML, an extension of i* Goal-Oriented 

specification to model CSCW systems requirements. 

In order to check out the suitability of this language, we have modelled a 

collaborative system. For the sake of clarity, in this paper an excerpt of this system 

consisting in a conference preparation system with collaborative reviews has been 

presented. This case study was modelled because it has a set of characteristics that 

were hard or impossible to be represented with the original i* notation. These 

characteristics were properly described by introducing a set of new elements and links 

into i* notation. The quality and awareness representation has been made possible by 

means of new awareness elements and the inclusion of a new set of diagrams in order 

to provide some structure to the specification.  

Resuming, CSRML helps in improving understandability [3]  and maintainability 

of requirements models for CSCW systems by adding new elements and relationships 

to i*. These new elements facilitate the specification of awareness requirements, 

which are paramount in the development process of any CSCW systems. 

One of our ongoing works is closely related to the development of e-learning 

systems. Since LoUISE research group has been working during the last years in this 

kind of systems, several patterns have been described up to date. One of the main 

problems they have is that they have been specified in an informal way that cannot be 

easily reused for the specification of different systems. Therefore, we are studying 

how CSRML can be used to improve their specification. 

Another future work consist in a validation procedure to validate the developed 

CSCW system against the initial set of requirements specified with CSRML and his 

compliance with the ISO 25010 quality in use factors. 
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Abstract. Aligning business strategy to enterprise models requires ex-
plicit models from both areas, mapped to each other. Mapping existing
business strategy definition approaches to requirement engineering prac-
tices improves strategy dissemination towards development. In this paper
we present an illustration of such a mapping using the Strategy Maps
and Balanced Scorecards as a business strategy approach and iStar (i*)
as a requirements engineering practice exemplified using a case scenario.
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1 Introduction

Organizations aim at enabling the communication of business strategy by link-
ing decision makers to practitioners, to align people, products and services with
long-term visions, and help in ensuring the strategy’s successful implementa-
tion. Various alignment efforts have addressed the alignment between business
strategy and requirements for system development in accordance to stakeholders
needs and intentions [1–4]. However, there still exists an understanding gap be-
tween the business world and the IT world, which constitutes business strategy
unknown, thus hindering business-IT alignment [3, 5, 6].

To address this gap, in a previous study [7], we have developed a meta-
model of Strategy Maps & Balanced Scorecards [8] (named SMBSC onwards).
Consequently, we aim to explore how can our meta-model influence the appli-
cation of business-IT alignment methods, which requires defining mappings of
our meta-model towards distinct requirement languages to complement align-
ment methods. Therefore, in this paper we extend our meta-model by providing
mappings to i* [9], a goal modeling technique used in requirements engineering,
and particularly to the unified meta-model proposed by Lucena et al [10]. In
contrast to Babar et al [11], where mappings were provided based on the original
form of SMBSC and constructs of i* [9], we have chosen sources with a formal
basis.
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Section 2 presents our proposed mappings, section 3 illustrates how the map-
pings have been used in a case scenario and section 4 provides our conclusions
and sets the steps forward.

2 Mapping of SMBSC to i*

In this section we present how concepts of SMBSC can be mapped to i* in
respect to their meta-models.

The Strategy Map class is used to capture the complete SMBSC including all
causality relationships among all goals across an organization, therefore, using i*
to capture the complete SMBSC requires both the Strategic Dependency model
(SD) as well as the Strategic Rationale Model (SR) 1, which capture respectively,
all the dependencies within the organizational context modeled as well as all the
intentional elements.

The notion of grouping is present in both meta-models. In SMBSC there
exists a Group class that captures all groupings of goals, where the highest level
of grouping is among the four perspectives expressed through a specialization to
a Perspective class. Other groupings within each perspective are captured by a
recursive association, enhanced by constraints that make sure groups form a tree
structure through nesting. In i* the notion of grouping is not present as such,
however, the abstract notion of an actor is used to include the relevant intentional
elements and there is a distinction between the dependencies among actors (SD)
and the detailed rational of their dependencies (SR). Therefore, the notion of
actor in i* can be related to the group of SMBSC and instead of constructing
actor models, we are constructing group models. The i* actor can facilitate the
Group class of SMBSC by extending its boundaries to facilitate organizational
groupings, hence represent an organizational entity with defined dependencies.
Therefore, for SMBSC, the SD is fixed with four abstract actors which refer
to the organizational perspectives of SMBSC. The dependencies between those
perspectives adhere to the i* meta model (the DependencyRelationship class);
one is a dependee and the other is the depender. Similarly, dependencies may
exist for any subgrouping (various Group Types), across the actors defined within
actors that represent different perspectives.

In SMBSC the Goal class encompasses all goals defined across the four per-
spectives which are not necessarily measurable. Measurable goals extend the
strategy map into balanced scorecards. A measurable goal, which is an objec-
tive in SMBSC, is also a goal in i*, whereas a non-measurable goal, which is
not an objective in SMBSC, is a soft-goal in i*. The Milestone class, as well
as the Target class, are intermediate states of an objective, usually related to
some deadline or some value as mandated by the Measure class, used to demon-
strate an objective’s achievement. Both milestone and target, in conjunction to
measure, are expressed as i* goals. The Initiative class in SMBSC can be ei-
ther a Task or a Plan or a Resource (consumed or produced) in i*. In SMBSC,

1 The instantiation of the Dependency class and the InternalElement class indicates
the existence of the SD model the SR model respectively.
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the associations linking goals (influences, is influenced by) adhere to the Inter-
nalElementRelationship of i* in a constraint manner. i* goals originating from
SMBSC objectives are linked to i* goals originating from SMBSC milestones and
targets through MeansEnd, i* goals originating from SMBSC objectives can be
linked to i* soft-goals originating from SMBSC goals (non-measurable) through
MeansEnd, and the opposite, i* tasks or plans (not resources) originating from
SMBSC initiatives can be linked to i* goals originating from SMBSC milestones
and targets, not objectives, through MeansEnd.

In SMBSC a theme captures a particular selection of goals across the four
perspectives, with significant interest. This can be expressed in i* using the In-
tentionalType of the Dependency class (critical, open, committed). Therefore, all
dependencies of type critical constitute a theme. Similarly to classes and associa-
tions, constraints defined for the SMBSC meta-model have also been considered
when defining the mappings. Due to space limitations we present an example of
two constraints for the goal class.

In SMBSC, every goal included in a theme is also included in the strategy
map for which the theme is defined. In i*, a Theme consists of all the nodes
whose DependencyRelationship is of critical DependencyStrength (SD models),
which when expanded they include InternalElements, such as goals. Therefore,
goals included in actors who are related with critical dependencies belong to a
theme and also belong to the SR and SD model, ergo to the complete Strategy
Map, as mapped earlier. In SMBSC, goal influences are restricted according
to the perspective they belong to, therefore, financial goals can be influenced
by customer goals and other financial goals while they can only influence other
financial goals only. Therefore, financial goals can be dependers to customer goals
and other financial goals while they can be dependees to other financial goals
only. Customer goals can be influenced by internal goals and other customer goals
while they can influence financial goals and other customer goals. Therefore,
customer goals can be dependers to internal goals and other customer goals while
they can be dependees to financial goals and other customer goals. Internal goals
can be influenced by learning and growth goals and other internal goals while
they can influence customer goals and other internal goals. Therefore, internal
goals can be dependers to learning and growth goals and other internal goals
while they can be dependees to customer goals and other internal goals. Learning
and growth goals can be influenced only by other learning and growth goals while
they can influence internal goals and other learning and growth goals. Therefore,
learning and growth goals can be dependers to only other learning and growth
goals while they can be dependees to internal goals and other learning and growth
goals. In i* this is captured by the fixed dependencies among perspectives.

3 Example case: ABB’s SMBSC in i*

To illustrate the applicability of our mappings, we use the case of ABB Industrie
AG [12] modeled using the SMBSC meta-model [7] and due to space limitations
we present the Potential perspective (Learning and Growth). The potential per-
spective includes two strategic goals. The goal, our employees are competent and
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motivated, is measured by the average number of jobs to which an employee can
be assigned, has milestones 5 for the end of 1st year and 7 for the end of 2nd year
and targets at 9 for the end of 3rd year. The goal, we pursue a proactive human
resource management, is measured by the average number of months needed until
free resources are available to fulfill a new task, has milestones 5 for the end of
1st year and 3 for the end of 2nd year and targets at 2 for the end of 3rd year.

Fig. 1. Fig. 1. The SR model: The Potential perspective for the ABB case scenario.

Based on the aforementioned mappings, the SD model consists of the four
perspectives of ABB Industrie which are presented as actors along with their
fixed dependencies following the constraints exemplified.

For the SR model, the SD model is expanded to provide the InternalElements
of each perspective. Milestones and targets of SMBSC are mapped to i* goals
and are linked through mean-end links both between themselves as well as with
i* goals originating from the SMBSC goals. For the potential perspective (figure
1) the goal End of 1st year Avg: 5 jobs to which an employee can be assigned
to originates from the SMBSC milestone End of 1st year: 5, where the SMBSC
measure is the Average number of jobs to which an employee can be assigned.
Therefore, this goal is means to the end expressed by the goal End of 2nd year
Avg: 7 jobs to which an employee can be assigned to, which originates from the
SMBSC milestone End of 2nd year: 7, where the SMBSC measure is the Average
number of jobs to which an employee can be assigned. Consequently, this goal is
the means to the end expressed by the goal End of 3rd year Avg: 9 jobs to which
an employee can be assigned to, which originates from the SMBSC target End
of 3rdd year: 9, where the SMBSC measure is the Average number of jobs to
which an employee can be assigned. Finally, this goal is one of two means to the
end expressed by the goal Competent and motivated employees, which originates
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from the SMBSC goal Our employees are competent and motivated, where the
SMBSC measure is the Average number of jobs to which an employee can be
assigned.

Initiatives (named Strategic Programs in [12]) are mapped to i* tasks and
are linked through mean-end links only to i* goals originating from SMBSC
milestones and targets. Actions in [12]) included in initiatives are mapped to i*
tasks and are linked through decomposition to i* tasks originating from SMBSC
initiatives. For example, in the potential perspective, the task Develop training
programs originates from the SMBSC initiative Development of training pro-
grams. The task is the means to the ends expressed by the goals End of 1st year
Avg: 5 jobs to which an employee can be assigned to, End of 2nd year Avg: 7
jobs to which an employee can be assigned to and End of 3rd year Avg: 9 jobs
to which an employee can be assigned to. Additionally, the task Develop training
programs is linked through decomposition to the tasks Determine the know-how
deficiencies, Develop training programs with regard to recorded deficiencies and
Realize the training programs which respectively originate from the SMBSC ac-
tions originating from the Determination of know-how deficiencies, Development
of training programs with regard to recorded deficiencies and Realization of the
training programs.

4 Conclusions and future work

In this paper, despite the different purpose and domains of use of SMBSC and i*,
we have provided concept mappings between the two meta-models exemplified
with an illustrative case scenario for which we have successfully modeled SMBSC
using i* (figure 1).

Using i* to model SMBSC allows transition to requirements engineering sup-
porting business-IT alignment methods. When i* is used during the early phase
of requirements engineering, it can be enriched with stakeholders’ intentional
elements from SMBSC. The unified i* meta-model supports OrDecomposition,
which can facilitate SMBSC with alternatives for initiatives. Contribution links
provided by the unified i* meta-model (enough, positive, notenough, negative)
could be used among goals and soft-goals in SMBSC allowing the identification
of possible conflicts or synergies among the goals set, which is currently not
present. By using the i* unified meta-model, our mappings are applicable to two
variants of i*, resulting into greater applicability.

Additionally, the mappings have brought up some unaddressable issues, which
could be used to extend the i* unified meta-model. (a)The class Measure in
SMBSC has not been mapped directly to any notion or construct of the i* meta-
model but it has been used implicitly when expressing i* goals originating from
SMBSC milestones and targets. (b)The links between milestones, targets and
objectives; in SMBSC there is a sequence expressed between these notions and
i* does not support any kind of timeliness. The result is that each task is linked
to every goal originating from SMBSC milestones and targets through means
end links. The introduction of a Precedence link as a construct to address the
issue of sequences and priorities has been proposed in [13], which would allow
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timely appropriate links between tasks and goals originating from SMBSC mile-
stones and targets. (c)According to the unified i* meta-model, means-end links
are allowed between goal and goals in both variations of i* described, however,
the i* guide [14] explicitly mentions that means-end links between goals is wrong,
rather only tasks are linked through means-end to goals.

Finally, our future research steps include the evaluation of our mappings
within a case where SMBSC will be the starting point but it will involve the early
phase of requirements engineering, to illustrate the potential for traceability from
strategy to concrete requirements.
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Abstract. Exploration and analysis of alternatives is one of the main activities 

in requirements engineering, both in early and in late requirements phases. 

While i* and i*-derived modeling notations provide facilities for capturing cer-

tain types of variability, domain properties (and other external influences) and 

their effects on i* models cannot be easily modeled. In this paper, we propose 

to explore how our previous work on context-dependent goal models can be ex-

tended to support i*. Here, we examine how i* modeling can benefit from both 

monitorable (i.e., defined through real-world phenomena) and non-monitorable 

(e.g., viewpoints, versions, etc.) contexts defined using our context framework. 

1 Introduction 

i* is an agent-oriented modeling framework that centers on the notions of intelligent 

actor and intentional dependency. The Strategic Dependency (SD) model of i* focus-

es on representing the relevant actors in the organization together with their intention-

al dependencies, while the Strategic Rationale (SR) model captures the rationale be-

hind the processes in organizations from the point of view of participating actors. 

Variability in requirements and in design has been identified as crucial for develop-

ing future software systems [4,5]. Moreover, flexible, robust, adaptive, mobile and 

pervasive applications are expected to account for the properties of (as well as to 

adapt to changes in) their environments. Thus, modeling variability in the system 

environment and its effects on requirements and on other types of models is a highly 

desirable feature of a modeling framework. However, i* does not support capturing of 

how domain variations affect its diagrams. This leads to two situations. First, an over-

simplification of the diagrams through the assumption of domain uniformity with the 

hope of producing an i* model that is adequate for the most instances of a problem. 

Second, the production of multiple i* models to accommodate all domain variations. 

The former case leads to models that fail to account for the richness of domain varia-

tions, while the latter introduces serious model management problems due to the need 

to oversee large numbers of models as well as to capture their relationships. In this 

paper, we adapt the ideas from [3] to the i* modeling framework and propose an ap-

proach that uses contexts to structure domain variability and to concisely represent 

and analyze the variations in i* models resulting from this domain variability as well 

as from other external factors such as viewpoints, etc. Using the proposed approach, 
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we are able to capture in a single context-parameterized model how varying domain 

characteristics affect stakeholders, their goals, and their intentional dependencies. 

2 Research Objectives  

While i* has capabilities to represent certain types of variations in it diagrams, they 

are not adequate to capture the effects of domain variability on the models. In SD 

models, one cannot state that the actors and dependencies appear in the model only in 

certain circumstances. E.g., if we look at a system where a Distributor accepts orders 

from Customers, fulfills them through Suppliers, and then ships those orders through 

Shipping companies, it is not possible to capture in a single SD diagram the fact that 

in the case of an international order, another actor comes in, the Customs Broker, 

through which the Distributor clears the order before shipping it.  

In SR models, OR decompositions (or means-ends links) are the tools to represent 

variation points. Still, they are not enough to capture all the possible effects that do-

main variations can have on SR models, such as varying sets of top-level actor goals, 

different goal refinements, and changing evaluations of alternatives w.r.t. softgoals. 

We propose to adapt the ideas of [3] to i* and use contexts as a way to parameter-

ize i* models in order identify changes due to such external factors. A context is an 

abstraction over relevant domain properties. internationalOrder, largeOrder, im-

portantCustomer are examples of contexts that influence the i* diagrams modeling 

the Distributor system. Additionally, we show how related contexts can be organized 

into inheritance hierarchies and how this simplifies the modeling process as well as 

discuss the notion of visibility of model elements as a way to combine model variants. 

3 The Context Framework for i* 

3.1 Visibility of Model Elements, Contexts, and Context Inheritance 

The main idea of our context framework [3] is that models (e.g., ER and i* diagrams, 

or knowledge bases) are viewed as collections of elements (i.e ., nodes, edged, facts), 

some associated with conditions that describe when the elements are visible � i.e., 

present in the model. These conditions are captured through (possibly many) sets of 

contextual tags assigned to model elements. The tags model the (many) contexts in 

which the elements are valid. E.g., the tag assignment {{largeOrder}, {mediumOrder, 

importantCustomer}} indicates that some model element is visible either when the 

order is large or with a medium-sized order from an important customer. The absence 

of any condition indicates that a model element is valid in all contexts (visible in all 

model variants). Each contextual tag has a definition describing when it is active. 

Thus, a set of tags can be viewed as a propositional DNF formula. Through their defi-

nitions, contexts can be monitored in the environment of the system to determine 

when they are active. Therefore, a context-parameterized model will be changing as 

the environment conditions change. In [3], which presents the details of this formal 

visibility framework, we applied the framework to goal models, while here we do so 
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for i*. We are interested in capturing the effects of two types of external factors on i* 

models: monitorable contexts and changes due to viewpoints, model versions, etc. 

For added flexibility, the formal context framework supports non-monotonic inher-

itance of contextual tags. This way, the modeler can declare that a new contextual tag 

(e.g., mediumOrder) inherits from an existing one (e.g., substantialOrder). Thus, 

model elements tagged with mediumOrder (i.e., valid/visible in that context) are au-

tomatically tagged with substantialOrder. Additional model elements can be explicit-

ly assigned the derived tag, while others, to which the parent tag had been previously 

applied, can be excluded from the derived tag (hence the non-monotonicity of the 

inheritance). This mechanism is a means for structuring the domain and supports in-

cremental development of context-dependent models through tag reuse. 

The framework states that an element is visible in the model if the DNF formula 

derived by substituting contextual tags with their definitions (and also taking into 

account contextual tag inheritance) holds. So, given a domain in some state, we eval-

uate the tag definitions to determine which ones are active and then conclude which 

model elements are visible in the current domain state. Since this framework is mod-

el-agnostic and does not take into consideration the syntax/semantics of the i* model-

ing framework, we need to create a method to process context-parameterized i* mod-

els and produce, for each model element, the expression that determines its visibility. 

3.2 Applying the Framework to i* Models 

To apply the above-described contextual framework to i*, we need to associate con-

textual constraints to i* model elements (actors, goals, dependencies, and so on). We 

use contextual annotations to specify that certain i* model elements are only visible 

in particular contexts, thus taking domain variability into account. Once these annota-

tions are applied to SD/SR diagrams, an algorithm similar to the one presented in [3] 

for goal models will process these diagrams and the context hierarchies that accom-

pany them, propagate appropriate contextual tags (see below) and generate for each 

model element a contextual tag expression defining when they are visible. Due to 

space constraints, we do not present the algorithm in this paper. 

In SD diagrams, actor nodes and dependencies can both be parameterized with 

contextual annotations. For instance, Fig. 1A shows that the Customs Broker agent and 

its incoming dependency from Distributor are only visible in the context of international 

orders (we are using a simplified form of contextual annotations compared to [3]). 

To avoid dangling dependencies, if there is a dependency Dep from actor A1 to ac-

tor A2, and these are parameterized with context annotations CD, CA1, and CA2 respec-

tively (Fig. 1B), then the dependency visibility is defined by the conjunction of these 

annotations since for a dependency to appear in the model, its own context and the 

contexts for its source and destination actors have to be active (they have to be in the 

model). This illustrates that one of the annotations in Fig. 1A is, in fact, redundant. 

Overall, we are utilizing the hierarchical nature of i* (i.e., the decompositions) as well 

as its navigational rules (through dependencies) to minimize the number and size of 

contextual annotations that are needed. So, for the dependency in Fig. 1B, the com-

plete visibility constraint can be automatically generated from up to three annotations. 

CEUR Proceedings of the 5th International i* Workshop (iStar 2011)

98



 

CA2

...

CA1

internationalOrder

...
internationalOrder

Distributor Customer
Customs

Broker

D

Supply

Products

DD

D

Clear

Customs

DD

A2A1 DepD D

A

B
CD

Dependency Visibility:

CA1  CD  CA2

 

Fig. 1. Applying contexts to SD models 

In [3], we described how contextual annotations could be applied to goal models, 

which are, in essence, actor-less, SR models. The main idea was that a contextual 

annotation applied to a (soft)goal node is automatically propagated to the subtree 

rooted at that node (i.e., its refinement). This greatly reduces the number of annota-

tions one needs to apply. Moreover, multiple annotations within the same subtree are 

combined in a way shown in Fig. 2A: when the annotation C2 is applied to a node G1 

within the subtree already adorned by C1, both contexts must be active for G1 and its 

descendants to be visible in the model. For context-parameterized SR models, re-

source and task nodes are handled similarly. Annotations can also be applied to soft-

goal contribution links to capture the fact that the evaluation of alternatives can be 

different in different contexts. E.g., the automatic approval of orders may have a 

negative contribution to the softgoal Minimize Risk (Fig. 2B) for low-risk customers, 

but in the case of a high-risk one, the contribution is changed to break. 
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Fig. 2. Context propagation (A); contextual annotations applied to contribution links (B);  

(C) Context-parameterized dependencies in SR diagrams 

The key additions to SR diagrams compared to goal models of [3] are actor bub-

bles and dependencies. Since some actors may be present only in certain contexts 

(e.g., the Customs Broker in the context of an international order), in SR models they 

too can be annotated with contexts. Such annotations are implicitly applied to all the 

model elements within that actor�s bubble. The actor�s context will be combined with 

other context annotations within the bubble as shown in Fig. 2A. This way, whenever 

the context associated with the actor node is not active, the whole bubble disappears. 

When looking at a context-parameterized intentional dependency at the SR level, 

we treat its edges together with the dependum as a single model element parameter-

CEUR Proceedings of the 5th International i* Workshop (iStar 2011)

99



ized with a context. The contexts for its source node, its target node, and the depend-

ency itself must be active for the dependency to be visible in the model (see Fig. 2C).  

3.3 Using Context-Parameterized i* models 

With the above approach, we produce a context-parameterized i* model, in which 

each model element is associated with a visibility condition (this, in fact, combines 

into a single model many different model variations). Evaluating these conditions in 

some domain state produces a model variant with only a subset of the elements. Thus, 

in effect, contexts act as filters on i* models by removing irrelevant model fragments. 
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Fig. 3. Using contexts as filters on SD models 

Given the context definitions that are rooted in real-world phenomena (i.e., mon-

itorable contexts), i* models can be dynamically adapted to changing domain condi-

tions. E.g., the context-parameterized SD model for the distributor scenario in Fig. 3A 

is seen differently in the context of a small national order (Fig. 3B1) compared to the 

context of a large international order (Fig. 3B2). Note that these two models are no 

longer parameterized with contexts � their contextual variability has been bound. 

Thus, they can be analyzed using conventional goal model or i* analysis techniques.  

The same framework can be used to integrate a number of variations of the same 

model, each capturing a particular model version, a viewpoint, etc. In this case, view-

points, versions, etc. are represented by contexts that are not monitored, but can be 

manually turned on or off (e.g., version1 = true). These contexts can also be orga-

nized into inheritance hierarchies to better facilitate incremental model development 

and even to mimic approaches like [2]. The idea of context-based visibility can like-

wise be employed to label alternative sets of leaf-level nodes in SR models (i.e., strat-

egies for achieving high-level goals) with contexts, and then turning these contexts 

�on� or �off�, and running analysis algorithms on the resulting model variations. 

4 Ongoing and Future Work 

We are working on the flexible implementation of the context framework to sup-

port various flavours of i*-based and goal modeling notations. This will also help 

with the validation of the approach. In addition, we are exploring the links between 
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contexts and business rules. We also plan to identify synergies with the approach of 

[1], which while having a lot of similarities with our proposal, has a different focus. 

We currently view contexts as global and thus shared among actors. However, in 

some applications, it may be beneficial model contexts on per-actor basis, which im-

plies that in that case, the context-parameterized models would capture the actors� 

possibly incompatible viewpoints on the system. Also, there may be flavours of i* 

modeling, which do not comply with the handling of dependencies in SR models 

illustrated in Fig. 2C. We are looking into a number of context propagation customi-

zations to accommodate these modeling techniques.  

Contexts can be thought of as specifying dynamically loadable model fragments. 

When the formula defining the context holds, the context becomes active and the 

model elements that are �in� context become visible in (or loaded into) the model. We 

plan to explore the idea of context encapsulation as a way to improve scalability in i*. 

5 Conclusions 

In this paper, we applied to i* a context mechanism based on the flexible idea of 

model elements� visibility defined by external factors such as domain characteristics, 

viewpoints, etc. With the proposed framework, we are able to capture the effects of 

domain variability on a system using a single context-parameterized i* model and to 

automatically produce variations of that model based on the currently active contexts. 

In essence, contexts here act as filters on i* models by removing model elements not 

applicable in the current state of the domain. Contextual variability is thus bound, so 

conventional goal analysis techniques can be utilized with the generated models. The 

framework can be used for both monitorable and non-monitorable contexts. Context 

inheritance is another feature of the approach. It allows for adding structure to domain 

models, for context reuse, and for incremental i* model development. 

The context framework�s aim is not to address the scalability/complexity issues in 

i* � it is to help integrate multiple model variations into a single diagram. Here, one 

has to balance the need for and the benefits of adjusting the model to different domain 

characteristics and thus the need to have a large number of system variations against 

the complexity of eliciting and maintaining this large number of system variants. 
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Abstract. Security Requirements Engineering (SRE) is concerned with detect-

ing and analysing security issues early in the software development process.

Some variants of i* start since early requirements and rely on modelling actors

and their dependencies. Though useful for traditional information systems devel-

opment, these approaches adopt a bird’s eye perspective that is inadequate for

service-oriented applications, in which multiple autonomous and heterogeneous

agents interact to achieve their own strategic interests.

In this paper we present SecCo (Security via Commitments), a novel SRE frame-

work expressly thought for service-oriented settings. The key intuition is to relate

security requirements to interaction. In order to do so, we specify security re-

quirements in terms of social commitments, promises with contractual validity

between agents. These commitments describe the security properties the service

provider commits to ensure to the consumer while delivering the service.

1 Introduction

Software systems are subject to security threats, which may influence organisational

assets. Thus, the specification of security requirements as well as their implementation

by means of security mechanisms are of utmost importance. Many security threats are

not technical; rather, they are social, as they originate from the interactions between

social actors (humans and organisations).

Several proposals consider social threats by modelling and analysing security since

the early requirements phases. Many frameworks extend i* [1–3] to model the environ-

ment in terms of social actors and their dependencies. Though they represent dependen-

cies between actors, these approaches adopt a centralised view on the modelled setting,

which leaves little space to the autonomy and heterogeneity of the actors. Indeed, they

implicitly assume that participating actors will behave as described in the goal models.

Service-oriented computing enables cross-organisational business processes and,

more generally, black-box interactions among autonomous actors (on the basis on ser-

vice interfaces). In our previous work [4], we revisited service-orientation in terms of

goal-oriented agents that adopt specific roles and interact with others by making and

getting social commitments [5]. A commitment is a quaternary relation C(debtor, cred-

itor, antecedent, consequent) in which the debtor promises (commits) to the creditor

that, if the antecedent is brought about, the consequent will be brought about. As soon as

the antecedent holds, the debtor becomes unconditionally committed to bring about the
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consequent. Unlike dependencies, commitments are a purely social abstraction. Depen-

dencies imply the intention on the part of the dependee to bring about the dependum [6].

Commitments, on the other hand, imply no intention, they exist as a consequence of the

interaction between the debtor and the creditor agent [5]. A service interface is a set of

commitments the service provider makes to prospective service consumers.

This paper introduces SecCo [7] (Security via Commitments), a novel SRE frame-

work that combines the early-requirements perspective of SI* [2] with ideas from service-

oriented applications [4]. The key idea is to relate security requirements to interaction.

This means adding constraints to the way actors exchange resources, and to the delega-

tion of responsibilities. These constraints are commitments the actors shall comply with

while interacting. For example, a service provider could commit to the privacy of the

consumer’s personal data, which is required as input to the provided service. Again, the

same service provider may commit to the non-delegation of a service to other actors.

2 Objectives of the research

The main objective of this research thread is to support security requirements engineer-

ing in the context of service-oriented settings. Service orientation is becoming a popular

paradigm, especially for cross-organisational settings. The analysis of security aspects

is of utmost importance, since information is disclosed (and tasks are executed) beyond

the “safe” boundaries of a single organisation. Our goal is to devise a modelling frame-

work as well as algorithms that enable the automated discovery of security issues in the

models. We are mainly concerned with composite services, which comprise multiple

services that relate different actors acting both as service consumers and providers.

Additionally, we aim to derive security requirements that can be effectively used

to specify the service under development. Our purpose is to express security require-

ments within service interfaces. This ensures that the security needs expressed by the

stakeholders result in actual commitments the provider makes to the consumer to sat-

isfy these constraints (the security needs) while delivering the service. For instance, if

consumers are concerned with the disclosure of personal data, the service interface may

declare that the data will not be disclosed to other actors. Irrespective of the service

implementation, such interface makes the provider committed for non-disclosure.

3 Scientific contributions

Figure 1 outlines SecCo and shows how security requirements for the composite ser-

vice under design are derived from the security needs expressed by the stakeholders.

SecCo allows to model interaction among actors from different perspectives (views).

Security needs are expressed in the business view that describes multiple orthogonal

perspectives over the considered setting. SecCo currently includes three views: social,

authorisation, and resource. We provide more details about these views in Section 3.1.

Together, these views provide a comprehensive picture of the setting which includes

both business concerns and security aspects.

Security needs are supported by the commitments view, which consists of a set of

commitments between actors. Such view is a high-level specification of the security
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Fig. 1. Outline of SecCo: from security needs to security requirements

requirements for the system-to-be. As long as the actors do not violate those commit-

ments, the security needs expressed by the interacting parties are ensured. The link

between goals and commitments has already been discussed in [4], in this work we will

concentrate on how commitments can guarantee the security needs. The commitments

view can be automatically derived from the business view.

3.1 Multi-view modelling

SecCo relies on multiple views of the same model, each representing a specific perspec-

tive on the analysed setting. Multi-view modelling promotes modularity and separation

of concerns. Currently, SecCo includes three views:

– Social view: a variant of traditional i*-based frameworks, more specifically of SI*.

As such, it models actors and their dependencies. SecCo supports two types of ac-

tors: agent and role. An agent can play multiple roles. Each actor is characterised in

terms of goals he wants to achieve. Goals can be AND/OR-decomposed. Differently

from SI*, in which resources are a means to achieve a goal, here goals are linked to

tangible resources—information represented on some support means—in various

ways: a goal can read, produce, modify, or distribute a resource. Resource posses-

sion indicates that an actor can dispose of certain resources without interacting with

other actors. There are two social relationships: resource provision—representing

the exchange of tangible resources—and goal delegation. The distinguishing fea-

ture of our language is that in the social view one can express security needs by

means of annotations associated to elements of the model (e.g. delegation). We

discuss the supported security needs in Section 3.2.

– Resource view: focuses on the way resources are structured. We distinguish be-

tween tangible resources (introduced in the social view) and intangible resources,

which denote information irrespective of its representation. For instance, Jim’s

birthday is an intangible resource. Resources can be hierarchically structured via

the part-of relation, which relates homogeneous resources (intangible to intangible,

tangible to tangible). Intangible resources are made tangible by tangible resources.

For example, Jim’s birthday is made tangible by his identity card.

– Authorisation view: represents the authorisations actors grant one to another. We

distinguish between delegation of authority and delegation of the authority to del-

egate. The second type implies that the delegatee can further delegate the received
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authorisation. Authorisations are granted by an actor to another for one or more

intangible resources, and specific operations are authorised: read, produce, modify,

and distribute. An authorisation can be limited to a scope—a set of goals—that de-

termines the purposes why the delegatee can use tangible resources that represent

those intangible resources.

3.2 Expressing security needs

We outline the security needs supported by the SecCo business view with the aid of a

small scenario concerning stay permits for international students.

Scenario. An international student enrolled at the University of Trento needs a stay

permit. To obtain it, he needs an official document to prove his enrolment and that his

incomes are enough to afford the stay. He asks the programme coordinator to issue

the document. For this reason, he has to provide his personal data, as well as finan-

cial information. His personal data is stored in the university information system. The

programme coordinator delegates his task to the secretary. She retrieves personal data

from the information system and drafts the document, then gives the draft to the pro-

gramme coordinator who has to sign it. The IS manager manages authorisations in the

university information system in accordance with confidentiality restrictions.

SecCo currently supports the following security needs:

– Non-repudiation: in a goal delegation, the delegator wants to prevent the delegatee

from challenging the validity of the delegation (repudiating the delegation). For

instance, (Ex1) the programme coordinator wants to ensure non-repudiation for the

delegation of goal “Write document” to the secretary.
– Redundancy: in a delegation, the delegator wants the delegatee to adopt redundant

strategies for the achievement of the goal. He can either use different internal capa-

bilities, or can rely on multiple actors. For example, (Ex2) the secretary wants the

IS manager to adopt redundant strategies to obtain the student’s income statement,

since provided data is often inconsistent.
– No-delegation: the delegator requires the delegatee not to further delegate goal ful-

filment. This security need is closely related to trust: the delegator trusts that spe-

cific delegatee for some goal, and does not trust other actors. For example, (Ex3)

the secretary wants the IS Manager not to delegate goal “Get student personal data”,

as she is afraid someone else would violate data confidentiality.
– Non-disclosure: authority over a resource is granted without transferring authority

to delegate. For example, (Ex4) the IS Manager authorises the secretary for re-

sources personal data and financial status, but requires non-disclosure of such data.
– Need to know: when the granted authority to delegate is limited to a goal scope. The

actor granting the authority enables the second actor to delegate permission to oth-

ers as long as other actors conduct operations on the resources within the specified

scope. For example, (Ex5) the student authorises the IS Manager on a need-to-

know basis: personal data and financial status should be produced or distributed in

the scope of goal “Write document for immigration office”.
– Integrity: an actor does not delegate the authority to modify a resource. For exam-

ple, (Ex6) the IS Manager authorises the secretary for personal data and financial

status as long as these resources are not modified.
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3.3 Deriving security requirements as commitments

SecCo represents security requirements as commitments between actors. In particular,

these commitments are between roles, implying that the actual agents playing those

roles are expected to make and comply with those commitments. These commitments

are created as a consequence of the security needs expressed by the roles while interact-

ing, namely for each security need expressed by a role on an interaction with another, a

commitment in the opposite direction will be created. If all agents playing those roles

comply with their commitments [4], the security needs will be guaranteed.

Security requirements are automatically derived from the business view. We sketch

some security requirements derived from the scenario in Section 3.2 related to the ex-

amples of security needs Ex1-Ex6. In the commitments below, debtor and creditor are

roles, whereas antecedent and consequent are propositions.

Ex1. The non-repudiation security need results in a commitment from the secretary

(sec) to the program coordinator (pc) that, if goal “write new document” is dele-

gated to her, she will not repudiate the delegation:

C(sec, pc, d1 =delegate(pc,sec,writeDocument), non-repudiation(d1))

Ex2. The redundancy security need implies a commitment from the IS manager ism to

the secretary that, if goal “obtain income statement” is delegated from sec to ism,

goal redundancy will be guaranteed:

C(ism, sec, delegate(sec,ism,obtainIncomeStmt), redundancy(obtainIncomeStmt))

Ex3. The no-delegation security need for getting student personal data results in a

commitment from ism to sec that, if the goal is delegated to sec, she will not

further delegate the goal.

C(ism, sec, delegate(sec,ism,getStudentData), no-delegation(getStudentData))

Ex4. Since our modelling language does not make assumptions on the timing of au-

thorizations, the non-disclosure security need of ism results in an unconditional

commitment by sec for the non-disclosure of personal data and financial status.

This means that, at any moment the secretary is in possession of those resources,

she commits to not disclose them.

C(sec, ism, ⊤, non-disclosure(personalData ∧ financialStatus))

Ex5. The need-to-know security need requested by the student (stud) for his personal

data and financial status results in an unconditional commitment by ism that those

resources will be used only in the scope of writing a document for the immigration

office. Granted permissions are to produce and distribute tangible resources that

represent those intangible resources.

C(ism, stud, ⊤, ntk(personalData ∧ financialStatus, writeDocumentForIO, p ∧ d)

Ex6. The integrity security need expressed by ism results in an unconditional commit-

ment from sec to ism that personal data and financial status will not be modified.

C(sec, ism, ⊤, integrity(personalData ∧ financialStatus))

4 Ongoing and future work

We are currently working on SecCo, which will be the socio-technical security mod-

elling language for the EU-funded Aniketos project. Aniketos is about ensuring trust-

worthiness and security in composite services. Some topics we will investigate are:
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– Obligations view: laws and organisational rules impose constraints on the way data

is exchanged, stored, and used. This implies security needs that are not expressed

by stakeholders, but that the service under design shall preserve.

– Security needs: we intend to significantly increase the number of security needs our

language supports. Some examples are least privilege, anonymity, auditability, and

written consent.

– Formalization and reasoning: we need to formally represent the models in the busi-

ness view so to support automated reasoning to verify consistency (e.g. unautho-

rised resource provisions or delegations) as well as to derive security requirements

for the composite service (the commitments that have to be preserved).

– Deriving service interface specifications languages: transforming the security re-

quirements expressed as commitments into existing service interface specification

languages. Our choice will depend on both language expressiveness and the exis-

tence of monitoring frameworks able to check service compliance with its interface.

– Methodology and tool support: we will devise a companion methodology in order

to make the language applicable, and will build a full-fledged development tool

based on the Eclipse Rich Client Platform.
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Abstract. Goal-oriented requirements engineering (GORE) approaches offer a 

natural way to capture similarities and the variability in software product lines 

(SPLs) development. Besides, they can effectively capture both the 

stakeholders� objectives and the system requirements. From i* models, for 

example, it is possible to systematically obtain feature models. To complement 

the requirements specification of SPLs, their behavioral characteristics can be 

captured by using a scenario specification technique. This paper presents a 

process. An extension of i* that includes cardinality is used in connection with 

feature models and a use case scenarios to support the requirements engineering 

phase in SPLs development. This process also includes activities to aid the 

configuration of requirements artifacts for a specific product in the SPL. The 

paper also presents the case study being used to illustrate the proposed process. 

Keywords: Requirements Engineering, Software Product Lines, Goal 

Orientation, Feature Model, Scenarios.   

1   Introduction 

Requirements Engineering (RE) is the phase of software development concerned with 

producing a set of software systems specifications that satisfy the stakeholders needs 

and can be implemented, deployed and maintained [1]. 

In RE for Software Product Lines (SPL), feature models are used to capture 

similarities and the variability of product families. However, according to Borba and 

Silva [2] it is a great challenge to establish a relationship between features of a 

software product and the objectives of the stakeholders. In this context, we proposed a 

Goal-Oriented Requirements Engineering (GORE) approach that provides a 

systematic way to discover the features that will be part of a SPL and also allows the 

systematic selection of the features for a particular product [3].  

It is worth to complement the requirements specification obtained with this GORE 

approach. The dynamic aspect of a SPL may be described by a scenario specification 

technique. Scenarios describe the behavior of the system functionality and are widely 
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used in requirements engineering because they are easily understood by stakeholders 

[4]. In this paper, we present a process that integrates a GORE approach for SPL, 

feature modeling and a scenario specification technique. 

2   Objectives of the Research 

Many goal-oriented approaches were proposed to model requirements variability in 

SPL [5, 6, 7, 8]. A comparison of these approaches was presented in [2] and 

motivated the definition of the G2SPL (Goals to Software Product Lines) approach 

[3]. It relies on the i*-c (i* with cardinality) language, which is used to (i) structure 

requirements according to the stakeholders intentions for the SPL, (ii) facilitate the 

gathering of the features that define the SPL and (iii) aid the configuration of an 

individual product.  

In SPL, specifying non-trivial features can cause the scattering of the SPL variation 

points on the line�s artifacts. Moreover, some feature specifications combine, in their 

artifacts, information from the SPL variants and the product configuration. The 

scattering and tangling of features related concerns can also be observed in the 

scenario specifications of the SPL. These concerns are, therefore, crosscutting and 

may compromise the maintainability and understanding of the SPL artifacts [9]. 

Crosscutting concerns are requirements which may impact multiple modules or 

components. Thus, the crosscutting concerns (representing functional or non-

functional requirements) are properties that affect various parts of the system. The 

importance of their proper handling is evident. We must take into account the way in 

which the crosscutting concerns interact with other concerns, otherwise there is the 

risk that the nature of these interactions only becomes clear in later stages of software 

development. This can cause a higher cost in solving problems related to the system 

evolution and maintenance [10]. 

One of the studies concerned with the separation of crosscutting concerns in 

scenario specifications is the technique MSVCM (Modeling Scenario Variability as 

Crosscutting Mechanisms) [9]. This technique improves the separation of concerns 

between the variability management and the scenario specifications of the SPL. It 

deals with scenario variability as a composition of different artifacts such as use case 

specifications, feature models, product configuration and configuration knowledge. 

Another study that is concerned with the separation of crosscutting concerns in 

scenario specifications is MATA (Modeling Aspects using a Transformation 

Approach) [10]. MATA is an aspect-oriented modeling approach that uses graph 

transformations for specifying and composing aspects. Scenario specification in 

MATA is performed as follows: a non aspectual base scenario may be specified by a 

sequence diagram, while an aspectual scenario is described by a sequence diagram 

enhanced with roles. These roles work as variables that must be instantiated when the 

aspectual scenario and the base scenario are composed. Recently, MATA was 

integrated with a GORE approach to obtain a systematic identification of crosscutting 

concerns in the use case scenario specification [11]. 

This paper proposes the definition of a RE process for SPL that integrates a GORE 

technique and a scenario specification technique with separation of crosscutting 
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concerns. In particular, we are extending the G2SPL approach to include activities 

related to the generation and configuration of scenarios specifications for SPL. 

3   Scientific Contributions 

The extended G2SPL process, shown in Fig. 1, was modeled using the BPMN 

(Business Process Modeling Notation) [12]. It consists of eight activities, explained as 

follows: 

1. Creation of the SR (Strategic Rational) Model: this activity consists of 

modeling the stakeholders� goals using i* framework. The output of this 

activity is a SR Model. 

2. Identification of the Candidate Elements to be Features: in this activity, the 

Domain Engineer identifies the elements of the SR Model that could represent 

features. According to Silva et al. [3], features can be extracted from Tasks 

and Resources. 

3. Reengineering the SR Model: in this activity, cardinality is added to the SR 

model. Restructuring is based on some heuristics tailored for i*-c language [3]. 

The output is a SR Model with cardinality. 

4. Elaboration of the Feature Model: this activity is concerned with the derivation 

of the Feature Model of a SPL. The input artifacts are some heuristics and the 

SR Model with cardinality and the output is the Feature Model.   

5. Reorganization of the Feature Model: this activity is considered optional. If 

the feature model has repeated features, sub-features with more than one father 

or different features with the same meaning, reorganization is required. This 

activity can be performed as many times as the domain engineer believes it is 

necessary [3]. 

6. Elaboration of the Use Case Scenarios: the SPL use case scenarios are 

specified according to an adaptation of the guidelines defined by Castro et al. 

[13]. This activity uses the SR Model with cardinality as input and the output 

is the use case scenarios of the SPL.  

7. Generation of Use Case Scenarios with Separation of Crosscutting Concerns: 

in this activity, both the use case scenario specification and the feature model 

are used to generate use case scenarios with separation of crosscutting 

concerns. In order to accomplish this, we should choose between the MSVCM 

(Modeling Scenario Variability as Crosscutting Mechanisms) [9] and the 

MATA (Modeling Aspects Using a Transformation Approach) techniques 

[10]. 

8. Configuration of the Product Artifacts: the purpose of this activity is the 

derivation of the artifacts for a specific product of the SPL. The outcomes of 

this activity are the use case scenario description, the configuration model 

(containing the chosen features) and the SR model of a particular product. 
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Fig. 1 Extended G2SPL process model 

3.1 Case Study 

We chose the Motorola TaRGeT (Test and Requirement Generation Tool) project 

[14] as our case study. TaRGeT is a SPL whose products are tools that automatically 

generate tests suites from scenario specifications written in a given template. In this 
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case, the productivity is increased, since it is only necessary to generate Tests Suites 

from the Scenarios Description.  

The SR model of TaRGeT SPL is shown in Fig. 2. Note that we are using the i*-c 

notation to represent some optional elements. The optional elements are �Detect 

Scenario Changes and Update Test Cases� and �Verify Scenarios Syntactically� tasks, 

since they have cardinality [0..1]. The tasks involved in means-end relationships are 

optional too.  

 

Fig. 2 TaRGeT SR model 

4   Conclusions 

We presented a process to support RE of SPL in regard of the elaboration of 

requirements artifacts. The proposed process aims to (i) provide the development of 

more complete requirements artifacts, (ii) enable the systematic construction of model 

features, (iii) allow the systematic generation of artifacts (goal models, feature models 

and scenarios specification) for a specific product, and (iv) support the systematic 

configuration of the artifacts of a product. 

Regarding to the case study, we have performed the first three activities of the 

process and, as a result, we have produced the TaRGeT SR Model (see Fig.2).  
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5   Ongoing and Future Work 

So far, we have held meetings with members of TaRGeT project for requirements 

elicitation and validation purposes. Currently, we are carrying out the remaining 

activities of the process. As future work, we suggest the development of a tool to 

support the whole process, since only two activities have tool support (�Creation of 

the SR Model� and �Elaboration of the Use Case Scenarios�) [15, 16].   
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Abstract. Despite the large body of i* research, there has been com-
paratively little work on how goal-modelling techniques can help identify
usability concerns. Recent work has considered how goal models might
better integrate with User-Centered Design. This paper takes an alterna-
tive perspective by examining how work in User-Centered Design, specifi-
cally Persona Cases, can be re-framed as goal models. We briefly describe
an approach for doing this, and present some preliminary results from
applying this approach using the Goal-oriented Requirements Language
and existing tool support.

1 Introduction

i* and related agent-oriented requirements engineering techniques are useful for
modelling complex relationships between social agents and intentional concepts.
Surprisingly, however, there appears to be comparatively little work on the use-
fulness of these techniques for eliciting concerns affecting the usability of systems
for its participating users.

Previous work has considered how i* might be integrated with User-Centered
Design techniques to facilitate communication between requirements engineers,
stakeholders, and designers [1]. This work argues that such an approach adds
a creative element to the engineering perspective associated with goal-oriented
techniques. Follow on work by Leonardi et al. [2] proposes the use of visual sce-
narios to contextualise Tropos models, and using personas [3] to fulfil the role
of actors. Personas are behavioural specifications of archetypical users which
embody their needs and goals; since their initial introduction by Cooper [3],
personas have become a mainstay in User-Centered Design. Leonardi et al. iden-
tify several issues associated with translating formal models to more engaging
artifacts like scenarios, but attention also needs to be paid to the validity of
the personas used. If personas are not carefully developed then criticisms about
their validity may also threaten the validity of any artifacts they influence [4].

Persona Cases have recently been proposed as a technique for providing
independent validation of personas [5]. Persona cases are personas whose char-
acteristics are both grounded in, and traceable to, their originating source of
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empirical data. As a validation tool, persona cases are built on the premise that
sense-making in qualitative data analysis is an argumentative activity, and the
elements of Grounded Theory [6] can be re-framed as an argument using Toul-
min’s model of argumentation [7]. Expressing persona data using i* can also
provide a means of validity by eliciting intentional relationships that support
or challenge aspects of a persona’s behaviour. However, aside from providing a
means for persona validation, there are three additional reasons why integrating
this work with i* and related goal-oriented approaches might be useful from a
design perspective.

First, given the analogies that can be drawn between i* and other approaches
for design rationale, and Toulmin’s model being the basis upon which these ap-
proaches are built, it seems reasonable to expect alignment between i* concepts
and persona cases. Alignment between concepts may allow qualitative models
to be re-framed as goal models in the same sense that they can currently be
re-framed as persona skeletons.

Second, current efforts to support interchange between different i* modelling
tools also facilitate the generation of goal models by requirements management
tools that support aligning concepts.

Third, because goal models provide an alternative way of contextualising
personas, an integrated approach benefits UX (User Experience) designers as
well as requirements analysts. When augmented with tasks that stakeholders
might carry out, designers may be more interested in using these models to
understand user activities in context [8] rather than as a vehicle for directly
eliciting requirements. Consequently, framing goal modelling as a UX design
technique may lead to an expanded audience for i* and related techniques, who
may identify hitherto unseen affordances in both goal models and goal modelling
techniques.

In this short paper, we describe preliminary work bridging User-Centered
Design and Requirements Engineering by re-framing persona cases as goal mod-
els. In section 2, we describe our research objectives and the research approach
adopted before describing our contributions to date in section 3. We summarise
these contributions in section 4, and describe on-going work in this area.

2 Objectives

The objectives of this research are two-fold.

First, we want to better understand how personas and associated concepts
align with i*. Unlike previous work, we wish to align concepts to i* rather than
the other way around; this is because we are considering i* as a tool to support
User-Centered Design, rather than vice-versa. Because personas are often de-
scribed using scenarios, we expanded the scope of analysis to include use cases
carried out by personas. Because previous work suggests that goal models align
with use cases [9], it is possible that the alignment relationship between goal
models and use cases is bi-directional.
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Second, we want to understand how existing tool support can exploit these
relationships such that goal models can be automatically generated based on
pre-existing analysis. As a baseline for this research, we use the Goal-oriented
Requirements Language (GRL) as the goal-modelling language for aligning con-
cepts, and the jUCMNav [10] Eclipse plugin because of its support for importing
XML based GRL files. The CAIRIS tool [11] was used for managing persona case
and use case elements, and generating GRL files.

3 Contributions

GRL 

Relations

Use Case

Elements

Persona Case 

Elements

GRL Nodes

Persona 
Characteristic

Grounds 
Element

Warrant 
Element

Objective

Use Case step

Intentional 
Element

Task

Softgoal

Goal

Intentional
Relationship

Contribution
Relationship

Decomposition
Relationship

Fig. 1. Conceptual relationships between persona case and use case elements with GRL

To date, we have made contributions to each of our research objectives.
We identified several aligning relationships between persona case and use case

elements and GRL; these are summarised in figure 1. The elements in this model
align with concepts from the IRIS (Integrating Requirements and Information
Security) meta-model: a conceptual model aligning elements from Requirements
Engineering, HCI, and Information Security [12].

Because the [long] names associated with persona characteristics and their
supporting elements are displayed on a goal model, a short synopsis was asso-
ciated with each; a similar synopsis was assigned to each associated use case
objective and step. As figure 1 shows, each stipulated persona case and use case
element was associated with a GRL intentional element. To date, our prelimi-
nary research has considered only the sub-set of tasks, goals, and soft-goals as
candidate aligning elements.

To support the bounding of elements associated with i* Strategic Rationale
models, persona characteristic synopses and supporting elements were automat-
ically bounded by persona name. Synopses associated with use case steps were
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associated with either personas or concepts associated with the system being
designed.

Associations between persona characteristics and their supporting argumen-
tation elements were aligned to GRL contribution relationships. Our initial work
indicates that GRL contribution relationships are semantically richer than the
relationships between persona characteristics and their supporting grounds and
warrants. For this reason, it was necessary to associate the navigability between
elements in the contribution relationship with each characteristic-grounds and
characteristic-warrant relationship, together with the strength of the contribu-
tion. This strength is based on the qualitative contribution values associated with
GRL; these range from Make and SomePositive to SomeNegative and Break. At
present, the analyst is responsible for deciding both the navigability direction
and the strength of the qualitative contribution. This decision is based on the
use case’s impact on the persona, and activities related to both the persona and
the use case. Associated with each use case step is a decomposition relationship
between the intentional element associated with the use case objective and the
element associated with the step.

Figure 2 shows a partial goal model reflecting one characteristic of a persona
(Helen) that personifies a mother of a young child. The figure shows how the
characteristic Maintain work-life split is modelled as a soft-goal, and the grounds
contributing to it are modelled as goals which help or make this soft-goal. The
figure also illustrates how this characteristic is a means for the soft-goal Mother

young child ; this soft-goal is a warrant for the characteristic. The figure also
shows how the step Set device to sharing associated with the Content sharing

and storage use case hurts one of the goals contributing to Helen’s ability to
maintain a work-life split.

Partition social 
network usage

Maintain 
work-life split

++

Work in close 
proximity with 

colleagues

Restrict media 
viewing

Maintain presence 
on different social 

networks

+

Work ofÞce 
hours

++

Mother 
young child

+Helen
Set device 
to sharing

Content sharing 
and storage Search for 

other devices

Personal
Zone
Proxy

-

++

+

Fig. 2. Partial i* model of a persona characteristic and related use case steps
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CAIRIS was updated to support the association of synopses with persona
case and use case elements, and the association of the requisite contribution link
attributes – contribution direction and strength – to each characteristic-grounds
and characteristic-warrant association. The tool was also updated to allow a
GRL model file to be generated for a selected persona and associated use case.
When models are imported into jUCMNav, additional contribution links were
added to elements associated with use case steps to indicate whether these help
or hinder persona goals or tasks. Such links are added at this late stage as these
may not be obvious until the initial goal model is displayed. Figure 3 illustrates
a complete GRL model generated by CAIRIS and imported into jUCMNav for
all of Helen’s characteristics and all steps of the Content sharing and storage use
case.

4 Conclusion and Ongoing Work

This paper presented an approach for generating goal models from persona cases
and their associated elements. We described how persona case and use case
elements align with complementary elements of GRL, and demonstrated how
existing tool support can take advantage of this alignment to generate GRL
models from pre-existing model data in CAIRIS.

As part of the EU FP7 webinos project, we are currently using this approach
to model the impact of personas carrying out use cases which help or hinder
their personal or occupational goals. Insights gleaned from this and other goal
models are currently being used to develop scenarios illustrating the uninten-
tional impact of webinos to prospective users and their security and privacy
expectations.

Fig. 3. Generated GRL model displayed in jCUMNav based on a persona case and an
associated use case modelled in CAIRIS
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Abstract. Goal-oriented requirements engineering aims at eliciting, elab-
orating, structuring, specifying, analyzing and documenting functional
and non-functional requirements. This activity must include the involve-
ment of final users of the system across the whole process to reduce the
risk of misunderstanding the domain, missing important details and to in-
crease the final value of the product. User-Centred Design is an approach
that focuses on the continuous communication between requirements en-
gineers and stakeholders, thus distributing responsibilities of the decision
process about the requirements.
In this paper we explore the issues and challenges of coupling User-
Centred Design and Goal-Oriented methods as we experienced in a real
project aiming at developing smart environment for nursing home to
support medical and assistance staff.

1 Introduction

When facing the problem of designing technologies, two roads diverge in the
wood: Requirements Engineering (RE) and User-Centred Design (UCD). Indeed,
both approaches ground their processes in information about the people that are
directly or indirectly involved by the technology that has to be developed. Yet,
they not only have different set of techniques and incompatible vocabularies
but also they are based on two diverging epistemological foundations. UCD
practitioners shun from any formal method at risk of compromising the actual
use of the knowledge gained in the field. On the other side, RE practitioners
often loose contacts with real people because formalizations cannot easily be
shared with them: user analysis thus becomes a single-player game rather than
a meaningful dialogue with stakeholders.

The need of reconciliation was raised in our experience with a large research
project aimed at developing a smart environment in nursing home as support
to medical and assistance staff. Since the beginning, we adopted the Tropos
methodology and encountered a well-known problem in requirement elicitation:
the complexity of the domain makes it difficult not only to understand users’
needs but also to discuss with them our understanding of the domain.

In parallel, we adopted a UCD approach, mainly based on contextual inter-
views: our aim was to elicit true needs by observing daily practices and not only
prescribed regulations. Activity scenarios were sketched to test with users our
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understanding of their working practices. The narrative form of scenarios and
the use of fictional personas made easier the confrontation between the analysts
and the stakeholders. Later on, those scenarios were augmented with our vision
of the technology. Again, the narrative form made the communication easier
for them to understand and discuss in a tangible way. The issue with this ap-
proach, again well known in literature, was the lack of formality in collecting
and analyzing the results.

The contribution of this paper is the analysis of foundations for the inte-
gration of the two approaches without compromising their very nature: in the
differences there lies the power of the integration and its risks. The practical
experience of mediating these two perspectives represents the basis for a discus-
sion of generic issues and challenges that arise for the integration of User-Centred
Design and Goal-Oriented methods.

The paper is structured as follows: Section 2 introduces the practical experi-
ence that motivates the research objective; Section 3 is a discussion of challenges
arising from generalizing the problem; finally in Section 4 conclusions and future
works are reported.

2 Objective

Our general research objective is to maximize the connection between the very
early stages of the domain analysis and requirements elicitation and the phase of
their representation into semi-formal artifacts, such as goal-oriented techniques,
to reason about them.

An initial approach to this coupling has been exploited in a real project and
described in the next section. On the bases of the experience, our aim here is that
of describing how, under what conditions and at what extent this experience can
be generalized.

2.1 The Methodologies

The Tropos methodology [5] relies on a set of concepts, such as actors, goals,
plans, resources, and dependencies to formally represent the knowledge about
a domain and the system requirements. An actor represents an entity that has
strategic goals and intentionality within the system or the organizational setting.
Goals represent states of affairs an actor wants to achieve. A Plan is a means
to realize a goal. Actors may depend on other actors to attain some goals or
resources or for having plans executed.

User Centered Design. UCD is a design philosophy that exploits a num-
ber of different techniques within an iterative design process. Tenets of UCD are:
early focus on users, tasks and environment, the active involvement of users in
the design process, allocation of functions between user and system, the incorpo-
ration of user-derived feedbacks into system design, iterative design whereby a
prototype is designed, tested and modified. UCD exploits a series of well-defined
methods and techniques coming from social sciences and psychology for analysis,
design, and evaluation technologies.
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Fig. 1. Overview of the requirement elicitation process

2.2 The Experience: an Ambient Assisted Living System

The whole experience was articulated in seven phases all of them characterized
by the use of both Tropos and UCD (see Figure 1).

Phase 1 - Field data collection. The process started with the investigation
of the domain in order to understand the organizational setting in four nursing
homes and to identify the needs of the stakeholders involved. In order to get rich
insights about the context, we used contextual inquiry that demonstrated the
capacity to satisfy the needs for a deep but at the same time rapid understanding
of complex domain. Contextual inquiry consists in observing and interviewing
people in their context, preferably when performing their tasks.

Phase 2 - Data Interpretation. The data interpretation is the step in which
data coming from the domain is shared across the team and becomes knowledge.
In our process, data interpretation is concurrently carried out: i) following con-
textual design approach dimension (flow model, sequence model, cultural model,
artifact model, physical model) and ii) exploiting the early identification phase
of Tropos.

Phase 3 - Problem analysis. The analysis of critical aspects was developed to
highlight main problems that professionals of nursing homes experience in their
job. The aim is to highlight every possible breakdown or problem that may occur
in the organization that hinders the achievement of goals. A criticality relates
an exceptional event to front with Tropos goals and tasks that are identified to
receive a negative contribution. It also encapsulates the context in which the
problem may occur.

Phase 4 - Personas and activity scenarios design. Introducing personas in
scenarios-based approach provides an anchor against self- referentiality in design
and make stories more concrete. We authored a set of activity scenarios — user
stories about problems and criticalities identified through user studies.

Phase 5 - Envisioning, from data to design. The phase of envisioning ex-
ploited participative workshops in order to move from personas and activity sce-
narios identified in Phase 4 in order to envision how to introduce the technology
in the analyzed domain. As a consequence of the envisioning focus group, and
the introduction of the system into the goal-model, the Tropos process moved
from the early requirement phase to the late requirement phase.
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Phase 6 - From design ideas to Tropos modeling. Tropos diagrams and scenar-
ios were jointly used to refine the ideas emerged during the creative workshops.
On one hand, technological scenarios were designed to make design ideas con-
crete and to trigger reflection about possible services. On the other hand, Tropos
diagrams were developed to more systematically analyze how the introduction
of a system impacts on the domain actors.

Phase 7 - Evaluation of technological scenarios. Here visual scenarios were
derived from the Tropos models and used for the validation phase (focus groups
with stakeholders), where multiple views on the domain are required to drive
the negotiation and refinement of requirements with stakeholders and project
partners. If envisioning scenarios provided a concrete instance of a particular
design solution, that is very helpful to discuss with stakeholders, on the other
hand, Tropos diagrams aided designers in reconsidering design solutions and
elaborating alternatives thanks to the possibility to trace back design solution
to initial abstract requirements. The output of this phase was the agreement on
early requirements and the refinement of Tropos late requirement diagrams.

3 Contribution: Integration Issues and Challenges

Crossing boundaries between two research approaches requires — borrowing a
distinction from social sciences — either an assimilation or an integration pro-
cess. In the case of assimilation, one approach must be modified to be assimilated
into the other approach: while the risk is to loose the strength of the approach
itself, the advantage is to work in a situation of methodological purity [6].

In the case of integration, as well as in our experience, practitioners should
accept to work in a situation of methodological pluralism: the goal is not to
transform a specific approach to make it fit into another one, but rather to
bridge the gap between different research traditions and take advantages of their
mutual strengths. Usually, the integration is more complex because practitioners
work into different methodological traditions that have to be first understood
to be integrated [7]. Integration, therefore, requires creating preconditions for a
beneficial dialogue.

In the ACube project we recognized the irreducible cultural difference be-
tween the two approaches and therefore decided to work in a dialogic perspective,
that is grounded on communication and iterative confrontation [4]. The follow-
ing considerations come from generalizing the practical experience in coupling
Tropos and UCD.

3.1 Epistemological challenge

The first issue is to consider epistemological foundations and validity criteria of
both the approaches to manage the differences without weakening and distorting
the two research paradigms. Whereas several methods employed in UCD derive
from a constructivist perspective, many requirement engineer approaches are
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grounded, instead, on a constructivist perspective — even if the debate on the
positivist nature of many RE methods has recently been criticized [3].

Constructivism declares there is no single valid methodology and researchers
play an active role in defining the reality. User-centered design is grounded on
this research tradition: hence the scarce formality of methods, the subjective
insights developed by practitioners, and the ambiguities in the analysis are, if
correctly managed, not only accepted but actively perused [1].

Concerning the design activity, the positivist position suggests a rigid struc-
ture for the modeling activity and the reasoning process: while for construc-
tivism, scientific knowledge is built by scientists, for positivism the knowledge is
’discovered’ by the use of actual sense experience. The criticism on the positivist
nature of goal-models relies on the semi-formality of such languages: there is no
one ’right’ goal model for describing a domain [3].

The integration challenge must consider these epistemological differences and
be grounded on setting the pre-conditions to mediate these philosophical posi-
tions and generate a profitable dialogue between the two methods.

3.2 Linguistic Challenge

Near the methodological boundary, a linguistic boundary exists. The concurrent
usage of both approaches requires that a common language exists in order to
make a dialogue possible. For instance, several concepts exist in both Tropos and
UCD that suggest an integration is possible and profitable; examples of these
are the pairs of goal/need, actor/persona, task/activity; yet these terms have
slight different meanings in the two methodologies that hinder the integration
process.

The identification of a common language for coupling the methodologies must
pass through a reconciliation of terms. Two alternatives are possible: (i) to create
a unified meta-model of the integrated process, or (ii) to tie up terms with
similar meanings while keeping them separate. The first way is fascinating but
it presents some notable risks, such as, for instance, the loosing of the flexibility
and expressivity of tools like personas and scenarios that often requires to be
unbounded within precise frames. The second way is preferable but it requires
an additional effort for creating a framework in which data of different nature
can easily collaborate.

3.3 Lesson Learned

By recapping the design experience described in Section 2.2, we can recognize
three main mechanisms that shaped the relationships and set the dialogue for
an efficient cooperation between the two teams:

– Strengths/limits analysis: it relies on the identification of strengths and limits
of both the methods while achieving a given design objective. This allows
to define integration points between UCD and RE methods and take full
advantages of their reciprocal strengths.
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– Making the divides explicit: it consists in identifying barriers that may hinder
the dialogue between the two methods. The anticipatory exploration of the
barriers that can prevent a synergy between the two approaches was pursued.

– Mutual learning: social-based techniques may enable continuous information
exchange and communication to overcame the linguistic barriers, to facilitate
the negotiation of meanings and to share common modeling tools during the
analysis activities.

4 Conclusions and Future Works

In this paper we addressed some of the challenges posed by a joint use of the
human-centered and goal-oriented requirement engineering approaches, start-
ing from the experience done within in a real ambient assisted living project.
We discussed how a dialogic relationship between the disciplines may provide
guidance for researchers from requirement engineering and human centered de-
sign field that cooperate within the same design process. In this perspective,
the orchestration of different contributions, the establishment of communication
practices and the engagement within a mutual learning process are presented as
crucial steps to take full advantage of different research traditions. We finally
made some hypothesis on how to generalize such an approach and discussed
some issues related to this generalization.

In the future, we would like to explore in more details some issues emerged
during the experience in the project and the subsequent discussions. In particu-
lar: from a methodological point of view we would like to explore the interaction
of the two different approaches also exploiting principles form meta method-
ologies [2]; the other side we aim at refining the dialogue issues in linguistic
interactions, also exploiting cognitive linguistics and ontology based approaches.
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Abstract. “Effectuation” is a new approach to explain the success or
failure of entrepreneurs. In contrast to the traditional “causation” ap-
proach the entrepreneur is not considered to be driven by a concrete
goal and to choose between different alternatives in regard to how well
they help to achieve this goal. Instead the entrepreneur evaluates the
alternatives, in particular the choice of strategic partners, in regard to
their potential for future success. The goals are adapted to the choices
and in particular the needs of the strategic partners. Agent-based simu-
lations are intended to help identifying the settings where one approach
is more appropriate than the other.

1 Introduction

The IMP Boost project “Overcoming Barriers in the Innovation Process” inves-
tigates a new approach to explain the success or failure of entrepreneurs. At the
center of interest is the notion of “effectuation” (http://www.effectuation.org) [6,
7]. This denotes a fundamentally different way to act in comparison to traditional
approaches in economics, now denoted by “causation”. A “causal” entrepreneur
starts by carrying out comprehensive (and rather expensive) market studies to
clearly identify a dedicated market opportunity. This is then settled as a goal and
the entrepreneur only decides between different alternatives in regard to their
utility to achieve the settled goal. In contrast to this an “effectual” entrepreneur
is not committed to a particular product or goal, but only to the desire to run
an enterprise. Instead of carrying out expensive market studies she chooses from
alternatives in regard to the resulting opportunities and under consideration of
the “affordable loss”, i. e. how much money she can loose without harming her
capacity to act. A major means of an “effectual” actor is to utilize her knowledge
and network to find cooperation partners. These can be potential customers as
well as money donators. Very much in contrast to the “causal” approach these
strategic partners can have a great influence on the actual product or goal to
be achieved. This is the “effectual” entrepreneur simply adapts the goal to the
partner’s needs, including the chance to build a completely different product.
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The reward to this flexibility is a definite commitment of the partner to become
a part of the new venture. Thus, the two approaches differ considerably in re-
gard to how they address uncertainty. While the “causation” approach employs
prediction to reduce uncertainty, “effectuation” controls the unknown future by
taking decisions, i. e. explicitly deciding which way to go.

2 Objectives of the Research

The aim of the IMP Boost project is to compare the two approaches – causa-
tion vs. effectuation – by running simulations [8]. Based on theoretical research
neither of the two approaches is to be favored in general. Accordingly, we need
to identify the settings, conditions, and constraints that put either of these ap-
proaches in front.

From first modeling experiences and foundational considerations, agent-based
approaches toward modeling and simulation seem to be well suited. To deepen
the basic understanding of the two processes, we have first gone for a qualitatively
oriented modeling with the help of the i* framework. This approach builds on
successful earlier experiences with modeling and simulating entrepreneurial net-
works with i* [1–4]. Afterward for simulation purposes, we want to go beyond
the qualitative logic-based simulations proposed in the earlier investigations,
by considering quantitative simulations via the Repast agent-based simulation
framework (http://repast.sourceforge.net). This allows for a more thorough in-
vestigation of a larger variety of parameter settings.

3 Scientific Contributions

3.1 A Process Model for “Causation”

Figure 1 shows a preliminary and partial modeling of a “causation” based ap-
proach toward venture creation (based on [5]). The main actors are the “en-
trepreneur”, a “market research institute”, and “resource providers”, in most
cases venture capitalists or business angels. As it becomes obvious from Fig. 1,
the goal-orientation of the “causation” approach fits well with the traditional
understanding and modeling of agents with beliefs, desires, and intentions. The
only extension compared to vanilla i* is the consideration of sequence links and
a more general precondition/effect element (graphically depicted by a triangle)
as introduced in [1].

3.2 A Process Model for “Effectuation”

In contrast to this the modeling of “effectual” behavior runs into some problems
(see Fig. 2, again based on [5]). The “effectual” approach is to be considered goal-
oriented only in a very generic way, such as “create a venture”. The concrete
business idea, if formulated as a goal, needs to be alterable over time. Further on,
while the “causation” model is mainly sequential, effectuation inherently asks

CEUR Proceedings of the 5th International i* Workshop (iStar 2011)

127



Fig. 1. Preliminary i* Model for “Causation”

Fig. 2. Preliminary i* Model for “Effectuation”
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for loops. The new partners that are sought and from whom commitments are
collected can change either the means – i. e. what is possible – or the goals – i. e.
what the entrepreneur (concretely) strives for – at a product/widget level. Pre-
existing contacts are visited one after the other and each can trigger the same
processes on negotiating commitments and/or adapting products. Thus, not only
the concrete goals can change dynamically. In just the same way, also more
and more means become available, possibly after any new potential partners is
contacted.

While there have been proposals to embed control loops into the i* modeling
language (see, for example, [10]), they focus the SR level, in particular decompo-
sitions. Thus, it has to be investigated whether these extensions are also suitable
to capture repeated interactions between agents as occurring in this setting. Al-
ternatively, a more strategic, high-level annotation of dependencies may be con-
sidered. Yet the more operationalized “control flow” considerations mentioned
above might prove valuable when addressing the model-based transformation
toward quantitative agent-based simulations.

3.3 Logic-Based Simulations

By referring earlier work on entrepreneurship networks [1–4] we plan to analyze
“causation” and “effectuation” with the help of qualitative, high-level logic-based
simulations. For this purpose we want to make use of an established model-based
mapping from i* to ConGolog, a logic-based simulation framework enabling
concurrency. The particular process models in i* as preliminarily proposed above
are the first steps in this regard. Yet, we still have to investigate in how far the
simulation framework and the existing transformation need to be reconsidered
once departing from the focus on networks and trust issues therein.

3.4 Agent-Based Simulations

In regard to quantitative agent-based simulations first steps have been taken
by manually implementing a simplified agent-based simulation model on top of
the Repast agent-based simulation framework (http://repast.sourceforge.net/).
The model has four key components: (1) product ideas – a feature vector with
n elements, (2) three types of agents – causators, effectuators, and consumers,
(3) market demand – demand vectors of all agents, and (4) a pay-off landscape
to measure performance via market fit. To ease comparison, there are pairs of
causator and effectuator agents with identical product ideas. During the sim-
ulations, the causator and effectuator agents then finalize their product ideas
by filling the remaining flexible features. The causator uses a market study for
this purpose while the effectuator relies on her network and the sequential ne-
gotiation of commitments with a rather small number of stakeholders that are
consulted.

While this simple model does not yet have all the necessary features – for
example, the principle of “affordable loss” is not yet considered –, it has already
confirmed the basic theoretical results, for example, the role of uncertainty. But
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at the same time the simulations have delivered more insights on the fine-granular
details of the considered situations. In particular, they have revealed the need
to consider the influence of market concentration and fragmentation on the su-
periority of either approach. For more details see [8].

4 Conclusions

The first findings of agent-based simulations are promising in that they confirm
that the theory of “effectuation” is plausible. In particular, the important role of
uncertainty is acknowledged. On the other hand, the current simple simulations
do not correctly reflect all relevant features such as “affordable loss” or a more
detailed investigation of the concerned network of contacts let alone its evolution
over time (even beyond several different venture “attempts”).

We expect refined i* models to help increasing the foundational understand-
ing and static characterization of the two approaches whereas logic-based sim-
ulations are foreseen to shed some light on the dynamic characteristics. The
results of these investigations then need to be reviewed and applied to refine
and improve the quantitative agent-based simulations in Repast.

Altogether we can summarize that first steps toward a better understanding
of “effectuation” have been made. Yet more analysis and simulations need to
be run to better understand and answer the question when which of the two
approaches is highly-likely more valuable.

5 Ongoing and Future Work

Currently, we investigate, improve, and validate our i* process models for causa-
tion and effectuation, in particular in regard to which necessary feature can only
badly be represented in i*. At this point, we are still open in regard to whether
new features are needed in i* or – as it currently seems – some minor exten-
sions that have already been proposed by various authors over the years can be
combined to suit the new setting. Further on, we need to consider alternative
modeling approaches as well. As already for now, the agent-based simulations
are pursued rather independently from the i* modeling. Accordingly, other mod-
eling approaches such as systemic dynamics etc. similarly can provide valuable
input. Of relevance is only that any findings of these pilot modeling studies need
to be analyzed to complete, refine, and improve the models for the agent-based
simulations (in Repast).

To analyze simulation results and in particular due to the high importance
of networking, approaches from social network analysis as well as actor-network
theory are likely to become relevant in order to correctly evaluate and interpret
the results (see also [9]). This might also establish an interesting feedback loop on
(automated) adaptations of the i* models to reflect the outcome or evolution of
situations and settings throughout simulations. Further on, we need to calibrate
and validate the simulations by referring historic real world data before being
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able to derive guidance on the strengths and weaknesses of the two approaches
in regard to various different possible settings.
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Abstract. There is a lack of work focusing on i* models pre-traceability. Most 

of traceability work on i* models is centered on forward or backward 

traceability, i.e., tracing i* models to design models or design models to i* 

models. It seems that the stakeholders' needs and the organizational process are 

first-class citizens, but the requirements engineering process is not. We present 

in this paper our approach to i* models pre-traceability, which focuses on 

tracing the requirements engineering process (designing the design). Using 

ITrace models, our approach focuses on the requirements process. Our 

approach is based on argumentation graphs to trace stakeholders' arguments on 

social interactions, as these arguments justify what is represented on i* models. 

Keywords: i* framework pre-traceability, requirements engineering process, 

rich picture, social interactions, argumentation. 

1   Introduction 

In 1993, Goguen [1] discussed how social issues affected the Requirements 

Engineering (hereafter RE) process. Three social groups were clearly identified: the 

client organization, the requirements team and the development team. In that paper 

[1], Goguen notes the necessity of documenting and maintaining traces of the RE 

process. Without the traces, it would be impossible to identify social issues within 

these groups or on the interactions between them. 

Gotel and Finkelstein [2] were the first to distinguish between forward and 

backward traceability, i.e., from requirements to design artifacts and from design 

artifacts back to the requirements, respectively. They also reported how the lack of 

pre-requirements traceability led to the lack of commitment and the lack of 

accountability on teams. 

Based on [2], Gotel and Finkelstein proposed Contribution Structures [3]. These 

dynamic structures deal with traceability relations between artifacts and trace the 

individuals and groups that participated in the RE. The individuals’ roles and 

commitment to the requirements development are the focus of their proposal. 

Contribution Structures is still the foundation for requirements pre-traceability on 

current traceability metamodels. 
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The Tropos methodology [4] focused on developing requirements-driven software 

from goal-oriented requirements modeled with the i* framework [5]. As a model-

driven methodology, Tropos support forward and backward traceability. Tropos’ 

backward traceability goes so far as to the Early-Requirements models, thus providing 

a backward traceability from requirements to organizational processes and actors’ 

needs. However, Tropos’ backward traceability from Late-Requirements to Early-

Requirements can not be considered pre-traceability. As i* models, Early-

Requirements specifications are products of several RE processes. 

In this paper, we propose a pre-traceability approach that traces i* models back to 

the social interactions of the RE process. We propose the use of ITrace [6] to perform 

this task. ITrace traces RE artifacts back to social interactions, social interactions 

goals, activities, techniques, social networks, information sources and resources 

through RichPicture [7]. Our approach also models the stakeholders’ arguments on 

social interactions using an argumentation framework [8]. These arguments justify the 

i* models contents. 

This paper is organized in Sections: Section 2 discusses the main objectives of our 

research; Section 3 presents some scientific contributions; Section 4 summarizes the 

proposal by presenting the final considerations; and finally, in Section 5 we consider 

the ongoing and future work. 

2   Objectives of the research 

The main objective of our research is to offer a lightweight pre-traceability model to 

i* models. When an i* model is created or discarded or every time an i* model 

evolves or is analyzed an ITrace model enriched with argumentation should be 

produced. These RE activities should generate a large set of enriched ITrace models. 

With our approach, we intend to enable the requirements engineer to answer the 

following not-comprehensive type of questions: 

01. How the requirements were elicited? 

02. Which techniques were applied? 

03. Who modeled the requirements on the i* model?  

04. Who interacted with the stakeholders? 

05. Which stakeholders were consulted? 

06. Was the development team involved in the process? 

07. How many social interactions were necessary to obtain the current version? 

08. Were the teams geographically separated? 

09. If I need to modify an i* model, which information sources or stakeholders 

should I consult? 

10. Was the i* model validated by all the stakeholders? 

11. Who stated that the softgoal X was a relevant quality criteria? 

12. When and why the tasks (means) Y and Z that achieve the goal (end) X of 

actor W became part of the model? 
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3   Scientific contributions 

Previous work on requirements pre-traceability [9] [10] [11] focuses on proposing 

metamodels that extensively define what should be traced. The production of these 

traces is done by using management tools, what demands extra work. As this extra 

work does not benefit the i* model itself, pre-traceability is commonly set aside. 

Our approach is based on RichPicture [7], an informal hand-drawn model to be 

used on the workplace. ITrace models follow this philosophy1, allowing the modeler 

to freely draw the process, i.e., designing the design, during the social interaction with 

the stakeholders. However, ITrace demands that the drawing have three layers: (i) the 

Base layer, on the bottom, where the social network, information sources and 

resources are drawn; (ii) the Interactions layer, on the middle, where the social 

interactions, the goals, the activities and the applied techniques are drawn, and (iii) 

the Artifacts layer, on the top, where the i* model and argumentation graph 

thumbnails or references are drawn. Fig. 1 shows the three layers of an ITrace model. 

ITrace models are constructed with the collaboration of all participants on the social 

interaction and, as such, are validated on-the-fly. 

 

Fig. 1. The three layers of ITrace: Base (B), Interactions (I) and Artifacts (A) 

We extended our previous approach [6] by adding argumentation graphs [8] to the 

ITrace model. Argumentation graphs enabled us to attach the stakeholder’s arguments 

to the ITrace model. These arguments justify the main changes to the i* model. We 

suggest that the argumentation graphs should be hand-drawn while the stakeholders 

are arguing, capturing only the most relevant arguments. We decided to include on 

our argumentation graphs traces between the stakeholders’ arguments and the video 

recordings of the meetings. However, this decision implies extra work after the social 

interactions are finished. Fig. 2 shows an argumentation graph about the contributions 

of some Lattes-Scholar [12] operationalizations to transparency-related softgoals. 

Another scientific contribution of our approach was to attach the RE process to the 

artifact. Contribution Structures [3] allow direct links between artifacts and 

individuals. Therefore, they lose, for example, the Why, When, Where, How and How 

Much dimensions of the trace. ITrace also applies visual symbols (cartoon dialogs) 

and argumentation graphs to represent the actors’ concerns on a social interaction. 

                                                           
1 All ITrace models and argumentation graphs showed in this paper were re-drawn with 

Microsoft Visio® to improve the paper presentation. 
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Fig. 2. An argumentation graph with traces to video recordings (.mpg files) 

Finally, we scanned our ITrace graphs and uploaded them to Flickr®. Using the 

“add a note” action, it was possible to define hyperlink regions on the picture. We 

took advantage of this feature to link the i* model thumbnail to the real-size i* model, 

the actors to their web pages, the information sources to the original documents, the 

video recordings to their Youtube® videos and so on. Fig. 3 illustrates an ITrace 

model with some of these “notes” (regions on the picture) [13]. 

4   Conclusions 

In this paper we briefly present our proposal to a lightweight pre-traceability model 

for i* models. ITrace is a simple graphical notation tool to be used at the workplace. 

When presented with the idea, Prof. Berry2 recalled the “POTLO BOAD TIP” - 

Problem Of The Lack Of Benefit Of A Document To Its Produces, a problem that 

may block the efforts of requirements systematization [14]. Pre-traceability is often 

set aside as it does not benefit the i* modeling, itself. We address this problem by 

focusing on providing pre-traceability with a minimal effort. As our models are easily 

hand-drawn during the social interactions, no additional work is needed after the 

                                                           
2 A meeting with Prof. Daniel M. Berry during his visit to Departamento de Informática at 

PUC-Rio (6/9/11) 
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meetings; of course that the organization should have the maturity as to understand 

that it is worth investing in requirements practices as it pays off in the future. 

 

Fig. 3. Exploring the hyperlink features of Flickr® [13] 

Previous work on requirements pre-traceability [9] [10] [11] proposed metamodels 

to cast the traces. The biggest problem with their approaches is the difficulty of 

maintaining the traces while the RE artifacts evolves. Our approach applies an 

innovative view to this problem: ITrace models do not evolve. ITrace models are 

snapshots (as a picture is) of a social interaction that produced or modified an i* 

model. If an i* model evolves, a new ITrace model will be created to trace this 

evolution. The new ITrace model does not substitute the older ones. They coexist, 

each one tracing its respective social interaction. 
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5   Ongoing and future work 

Since the middle of 2010, we have been applying our proposal to trace the Software 

Transparency Group’s weekly meetings. We successfully traced the capturing and the 

evolution of several requirements patterns [15] and the evolution of several i* and 

NFR Framework models. We are also applying our proposal to trace a transparency-

centered software development process, using Lattes-Scholar [12] as a case study. 

As future work, we intend to analyze: (i) the use of the Flickr® tags to enrich the 

ITrace models, and (ii) how these tags would impact searching and tracing within a 

given set of ITrace snapshots.  
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Abstract. We characterize social applications as those involving interaction

among multiple autonomous agents. We are interested in the essential concepts

and approaches for modeling such applications. We make the case that i* has

some limitations with respect to the modeling of social applications. The prob-

lem is in the intentional nature of i*. The deeper roots though lie in the centralized

machine-oriented approach of current requirements engineering approaches. We

recommend an interaction-oriented approach to requirements modeling, model-

ing in terms of social commitments rather than dependencies, and in general, ac-

commodating a distributed perspective right from the earliest phases of software

engineering. For clarity, we also distinguish social commitments from various

similar-sounding notions in the literature.

1 Introduction

Many of the applications that we use are social in the sense that they involve commu-

nication among two or more social agents. Banking, healthcare, e-business, emergency

services, and meeting scheduling are in this sense social applications.

Let us say we want to design a meeting scheduling application. Let us consider that

any meeting scheduling enactment involves agents that play convener, scheduler, and

participant. There are two ways to approach the design.

In one approach, you consider a set of requirements and build a machine that meets

the requirements. This is the approach one would apply when specifying a washing

machine, an LCD monitor, a gate controller, or an aircraft’s fly-by-wire controls. In

other words, this is the approach we use to design technical artifacts. The convener,

scheduler, and the participants are still social agents, but from the perspective of the

machine they are merely users.

In the other approach, you specify (or choose or compose from existing ones) a

protocol that supports your goal of scheduling meetings. A protocol is a specification of

interaction specified with reference to roles that social agents may adopt. The meeting

scheduler protocol would have the roles convener, scheduler, and assistant. It does

not matter which particular social agent adopts the role. Nor does it matter what its

goals are, if any. This approach preserves the original social nature of the application.

Designing a system with new requirements means designing a protocol that meets those

requirements.

We term the former approach machine-oriented and the latter interaction-oriented.

The latter is about the design of protocols. In fact, the system is in a sense the protocol.

There is the separate question though about the design of the participants in a protocol.
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Suppose you are a social agent who notices that some other social agents have adopted

the roles of convener and participant, but are waiting for someone to adopt the role of

scheduler. You are willing to play the role provided some of your requirements are met

by participating in the system (for example, payment for scheduling services). You do

not know the design or motivations of the other participants, but what you can do is

check if the meeting scheduling system, that is, the protocol, supports your require-

ments. Further, you may design a software artifact that encodes part of your decision-

making, interacts accordingly with the other participants, and in effect represents you

in the system. For the purposes of this paper, we refer to this artifact as a social agent’s

surrogate.

Interaction-orientation preserves the nature of the social application. It accommo-

dates both the design and runtime autonomy of agents. Machine-orientation does not.

The allusion to current practices in requirements engineering would not be lost upon

anyone. Current practices in requirements engineering are machine-oriented. The essen-

tial idea is to come up with the specification of a machine that along with the domain

assumptions satisfies the requirements of the stakeholders. RE emphasizes two kinds

of systems: system-as-is and system-to-be. The former is the system as it exists with-

out the machine. It helps in understanding the environment in which the machine will

be introduced. The latter is what the system will be when the machine is introduced.

Presumably, in the system-to-be, the stakeholders’ requirements are satisfied.

2 Objectives

Our broad objective is to understand and improve upon the software engineering of

social applications. Two questions follow naturally from the discussion above.

1. What are the methodologies for designing protocols?

2. What are the methodologies for designing surrogates?

Our immediate objective though is to understand whether i* [17] is suitable (in

terms of concepts) for the modeling of social applications. i* has had considerable

success in the requirements engineering community, and researchers are applying it

to model all kinds of applications. Obviously, the question turns on whether i* can

be used to model interactions. To do this, in the following section, we outline the i*

methodology, and then analyze some of its critical constructs.

3 Scientific Contributions

The idea of interaction-oriented programming traces it roots to Singh [11]. It is an idea

distinct from that of agent-oriented software engineering, where the focus is on creating

intelligent agents. As stated earlier, interaction-orientation says nothing about any par-

ticular agent’s rationale or the design of its surrogate or any other internal information

system [13].

There has been considerable progress in methodologies for designing protocols,

especially as concerns the nature of protocol specifications. A great leap here came
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with the idea that protocols ought to specify the meaning of communication, not its

flow [12]. Social commitments have emerged as a key element of meaning. Further, it is

broadly accepted that protocols cannot be formalized in terms of the goals or intentions

of agents [1]. Methodologies for protocol specification have also received attention [8,

4].

The second question has received less attention in the software engineering commu-

nity. In some recent work, we have shown how an individual agent may reason about

his goals in light of his potential communications, specifically the social commitments

he can potentially be involved in [3, 2]. In further work, we have extended this idea to

address adaptation in social applications [7]. The key idea there is that it is not systems

that adapt. After all, the system is nothing but a protocol. Instead it is the social agents

(or their surrogates) that adapt, each autonomously from other agents in the system.

3.1 The Nature of i*

At the basic level, i* follows the standard RE conceptualization sketched above. Indeed,

i* is a machine-oriented methodology; it is not interaction-oriented. Where i* differs is

in the explicit modeling of organizational agents (actor in i* terms) and their require-

ments. The requirements themselves are understood in terms of the goals of the agents.

The agents are related to each other by means of intentional dependencies.

The notion of agent within i* seems to be a broad one. A stakeholder could be agent;

so could a legacy system; so could a service. The core idea is to model the relevant

aspects of the environment via the notion of agents. The system-as-is is modeled in i*

as a network of the existing agents with the intentional dependencies among them as the

links. The system-to-be would introduce a machine, also an agent, towards satisfying

the requirements in a suitably modified network.

The notion of intentional dependency in i*, a central one, deserves special attention.

(We talk about goal dependencies but the discussion applies to other kinds of i* depen-

dencies as well.) An i* goal dependency between two agents x and y for some goal p

means that x wants p, and y is able to achieve p and in addition intends to achieve p.

For example, in i* one would say that the convener depends on the scheduler for its

goal that the meeting be scheduled. This dependency means that (1) the convener wants

the meeting to be scheduled, (2) the scheduler is able to schedule the meeting, and (3)

the scheduler intends to schedule the meeting. Equivalently, in i* terminology, one cay

say that the convener has delegated its goal scheduled to the scheduler.

It is interesting to contrast the notion of goal dependency with the notion of social

commitment. A social commitment C(x, y, p, q) means that x is committed to y for q if

p holds. It doesn’t mean that y wants q or x wants p. Nor does it say anything about the

ability of the agents to deliver p or q. Nor does it say anything about any agent’s inten-

tions. A social commitment only comes about due to interaction among the agents. This

is fundamentally different from the notion of a goal dependency, as discussed above.

Notably, intends to in i* is stated in terms of an internal commitment. However, inter-

nal commitment is not the same as social commitment [10]. The interaction-oriented

approach talks only about social commitments.

Consider that based on the requirements analysis done with the help of the i* strate-

gic dependency and strategic rationale diagrams, a machine for scheduling is deployed.
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Later, the organization finds that the maintenance of the scheduler is too costly and

therefore decides to outsource meeting scheduling to an external organization. In such

a situation, one would not have information about the external organization’s goals,

intentions, or abilities. Hence, all the analysis done earlier with the in-house meeting

scheduler would come to naught.

Consider instead that an organization went about meeting scheduling in an interaction-

oriented way. First, it selected an industry-standard meeting scheduling protocol. Then

it created a surrogate to play the role of the scheduler. Later it found that the surro-

gate was too difficult to maintain. So it outsources the scheduling to a service provider

that had advertised itself as following the protocol. The interaction-oriented approach

naturally supports such substitution.

3.2 Social Commitments

We have found that the notion of social commitments we refer to is often confused

with other notions in the literature. We take the opportunity here to distinguish social

commitments from related concepts in the literature.

Internal Commitment Cohen and Levesque’s work [6] formulated a rich theory of

rational action based on the concepts of intention and internal commitment to in-

tention. Broadly, the idea is that for an agent to succeed with its intentions, it must

be internally committed to realizing them. Internal commitment refers to an agent’s

psychological entrenchment.

Obligations Commitments are not obligations. Commitments come about only due to

communication and hold irrespective of what exists in the agents’ internal states.

This is the essence of a public semantics of communication. The representation of a

commitment may appear similar to that of an obligation; however, that is where the

similarity ends. Obligations, as studied in the literature, represent a mental concept.

For example, just because C(Barbara,Alice, paid , deliverPhone) does not imply

O(Barbara,Alice, paid , deliverPhone). Neither does the implication hold in the

other direction. Obligations are in the spirit of internal commitment.

Responsibilities The notion of responsibility has been applied toward the modeling of

sociotechnical systems [15, 14]. The idea is that if one knows an agent’s respon-

sibilities, one can derive its requirements. However, responsibility is modeled as

something that comes about because of the passing of an obligation from one agent

to another via delegation. For example, a professor can delegate his obligation of

going to a meeting to a Ph.D. student. The student then becomes responsible for

fulfilling that obligation. However, tying responsibility to delegation definitionally

unnecessarily limits the kind of responsibilities that can be captured. When an agent

makes a social commitment, he is socially accountable to the creditor for its fulfill-

ment. There is no delegation involved here, but there still is a sense of responsibility.

Further, keeping an agent’s autonomy in mind, only an agent itself can create social

commitments. This is not to say we rule out the notion of delegation. In general,

for delegation to succeed, other commitments must first be set up; for example, the

delegatee must have a prior commitment to the delegator for honoring delegations

[5].
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Norms We understand norms as (public) conventions. Social commitments are dou-

bly normative. One, protocols are conventions: they specify the commitments that

would arise from the agents’ communications. Two, commitments form the basis

of compliance checking. A violation of a commitment may represent a serious ex-

ception, and creditors and the contextual community may request sanctions on the

offending debtor for the violation.

4 Conclusions and Future Work

In the current paper, we advance the theme we have been pursuing for two years, but

with more details specific to i*. We discussed the main limitations with respect to engi-

neering social applications. The intentional approach of i* works for the traditional RE

setting where the idea is to design a centralized machine that meets the stakeholders’

requirements. However, an intentional approach is an integration-based approach. So-

cial applications, on the other hand, necessarily have to adopt an interoperation-based

approach because there is no central machine.

The distinction between mentalist (cognitive) and social notions is worth pointing

out. When one talks about agents, concepts such as goals, beliefs, intentions, strate-

gies, plans, and so on are mentalist concepts. Communication, convention, and social

commitments are social concepts. When one models a system of social agents using

mentalist concepts, the results are vastly inferior to when one models the same system

using social concepts [12]. i* models rely exclusively on mentalist concepts (Yu uses

the term intentional). Nowhere does communication come into the picture. Therefore, it

is not clear in which sense i* would be a social approach [16]. Some other recent work

[9] also fails to make the distinction between mentalist and social.

Lately there has been some work talking about the unmanageability of i* diagrams.

i* has some modularity via the notion of agents; but the problem is there is no encap-

sulation. Dependencies do not stop at agent boundaries; they connect agents internals.

In social systems, the basic assumption is that agent internals are not known. This im-

plies encapsulation is not broken. Social commitments help us reason about such well-

encapsulated agents. Social commitments would greatly enhance the manageability of

specifications.

In general, RE must move away from the centralized machine-oriented perspective

to a more distributed perspective that conceptualizes a system as being constituted from

independently designed agents. The methodological ingredients of such an approach is

the direction of research we are currently pursuing.
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Abstract. Metrics and measures have always been the subject of quite a lot of 

research works in the Requirements Engineering (RE) community, including 

about intentional models of Goal-Oriented RE (GORE) such as those of i*. 

However, using recent developments of the Measurement Theory, in this paper 

we show that the concept of Measurement Framework (MF) for soft-systems is 

useful for the analysis of business service systems that need long-term service 

agreements based on consistent measurements at all stages of their life-cycle 

(from inception to operation). We show that with two kinds of goals and 

softgoals based on MF, it is possible to improve (a) the elicitation of functional 

and non- functional requirements, (b) the structure of the i* models, and (c) the 

consistency between run-time measurements and the model-based assessments 

of business services at early stages of RE.   

Keywords: goal-oriented requirements engineering, measurement theory, 

measurement framework, business service, service level management. 

1   Introduction 

IT based business systems are enablers to create business opportunities across 

business entities boundaries that belong to complex business constellations. Being 

able to analyze those opportunities contributed to the successful application of the 

requirements engineering activities based on i*, in particular with the use of the 

concepts and analysis techniques based on the Strategic Dependency Diagrams and 

the Strategic Rationale Diagrams. However, for the business services, which are 

means often used in those business constellations, agreements between the service 

stakeholders (e.g. the service provider and the service client) must be faithful to what 

actually happens during the service performance. This is why those agreements, often 

called service-level agreements, must be based on empirically valid measurements. If 

not, some party will assess negatively its business collaborations and can find other 

business services offered on the market. Progress of our current research projects is 

reported with an example of a case study followed in the Construction Sector [4]. 

Section 2 motivates the objectives of the research in the context of GORE, before 

presenting in Section 3 our method based on measurement frameworks (MF). We 

conclude and explain future works in Section 4.  

Note that this paper uses some terminology of Measurement Theory that may 

conflict with GORE terminology (e.g. about model-based evaluations).  
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2   Objectives of the research 

As explained in the introduction, it is necessary to have consistent assessments of the 

business services at the different stages of their life-cycle, from requirements 

engineering to operation. Empirically valid measurements should be the basis of all 

assessments used thorough the life-cycle of the business services. 

Recent developments in Measurement Theory for soft-systems can be used to 

support the development of RE techniques in i* that focus on those empirically valid 

measurements provided at run-time. Our aim is to provide RE support for complex 

measurements having an empirical validity in the context of GORE for business 

services. This aim has come up from needs identified during more than 6 years of 

research in related contexts: RE for risk management [12, 10], RE for regulated 

business [3] and RE for business service management systems [6]. In all three 

aforementioned research contexts there is a negotiation process occurring between 

stakeholders (business managers, IT service providers, auditors, regulators) and based 

on empirically valid measurements of attributes of IT based business systems. 

3   Scientific contributions 

3.1   Measurement Theory 

Since long Measurement Theory [13] has formalized measurement concepts in the 

context of the measurement of physical phenomena, such as the length of an object. In 

short, measurement systems are composed of procedures and artifacts (e.g. a wood 

yardstick) that can assign a measurement result, i.e. a time-varying or time-

independent profile, (e.g. 11�) to an attribute (e.g. the length) of the target empirical 

phenomena (e.g. a sheet of paper). The measurement process is a faithful 

operationalization of the measurement model of the attributes. All this, called 

measurement framework (MF), becomes more complex for the measurement of �soft-

systems� [5] (to contrast with physical systems), such as organizational processes 

(e.g. a set of business processes). In that context what is a measurement? Actually, it 

is mainly the same: an empirically valid assignment of a value to an attribute of the 

target system (e.g. a set of business process).    

The recent developments have pointed out three important characteristics of 

measurements (see Fig. 1): measurements must be empirical, objective, and inter-

subjective. Briefly, �empirical� means that the (empirical) attribute must be clearly 

identified; �objective� indicates that the measurement model must respect all 

(empirical) properties of the attribute (e.g. measured length must respect the size 

ordering); and �inter-subjective� expresses the fact that the measurement model (and 

scales) is a belief shared by everybody using (or referring to) the MF. All three 

characteristics make a distinction between measures, evaluations, and preferences 

(see Fig. 1). Measures and evaluations must be empirically validated. During RE 

elicitation processes sometimes we have to model attributes of systems that are not 
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yet scientifically well understood. For instance, the usability attribute of IT 

applications: do we have a precise definition of what �usability� is? Research is still 

needed for validating empirical and objective measurements of usability. According 

to the Fig. 1, if neither empirical, nor objective, a wide place for (implicit) preferences 

is left in those models.    

Fig. 1. Characteristics of measurements (using terminology of Measurement Theory) 

This motivates us to define specific types of softgoals and goals: when their 

description is complete, those types of goal and softgoals can be specified on the basis 

of measurement frameworks. For those two specific types of goals and softgoals, a 

distinction can be made between them: the fulfillment of a goal is measured, whereas 

the fulfillment of a softgoal is evaluated. (For now on in this paper, we consider only 

goals and softgoals of these types.) 

3.2   Practical uses of those measurement characteristics. 

Our research works present two methods: one [9] for extracting and structuring 

compliance (textual) requirements from regulation through the use of a MF and 

another [11] for translating those requirements into rigorous requirements modeled in 

i* also with the help of a MF. Two other works ([6, 4]) show how to derive 

requirements when using MF. 

A partial view on the case study in the Construction Sector [4] is shown in Fig. 2. 

At the top, is the model of a generic MF, ISO/IEC 15504 [8] defining the 

measurement of assurance management of any business process in terms of its 

purpose and outcomes (15504 terminology distinguishing softgoals from goals; 15504 

indicators are not explained). Then, the middle part shows this generic MF that is 

instantiated into a specific MF ([2]) for assurance management of business services.  

Finally, at the bottom, both MF are instantiated to the specificities of the collabora-

tive work needed in construction projects, in this case, the sharing of documents and 

expertise. The three horizontal lanes at the bottom separate the high-level strategic 

diagram, the MF resulting from the instantiation of the two preceding MF and one 

�solution� (at the very bottom). The actors and their dependencies are not shown. The 

solution describes functional requirements that are derived from the measurement. 

The evaluation procedure imposed by the MF rigorously structures the arguments of 

the model-based assessments: see the shaded area on the evidences showing that the 

goal �reactions time are monitored� of the MF (i.e. an outcome) will be fulfilled. 

Using goals and softgoals based on MF has practical consequences for RE 

activities and requirements models. First, the measurement model of the MF provides 

constructive insights to derive functional and non-functional requirements (see the 

top and middle models). Second, our specific kind of goals and softgoals basically 
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imposes an expected measurement profile to the result of a MF that can be applied to 

detailed requirements of alternatives solutions. This increases the structure of large i* 

models respecting the separation of concerns of the different MF. This is sketched at 

the bottom of the Fig. 2. The separation of concerns can be expressed with (a) the 

attributes (and their MF); (b) the measurement profiles; (c) the solution (as 

measurement target). Third, the MF provides a complete specification of a 

measurement system that can be implemented and used at runtime for an objective 

measurement of the fulfillment of goals and softgoals. (Those measurement systems 

can also be used during operational tests.)  

Fig. 2. Generic, Specific and Instantiated Measurement Framework Model. 

Fourth, the same measurement specifications can be used for creating the 

arguments of model-based assessments of the fulfillment of goals and softgoals as 

explained in Sec. 3.1. (Measurements are made at run-time, whereas model-based 
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assessments provide expected measurement results.) However, when carefully made 

the results of the assessments will be consistent with the results of the measurements. 

(Those model-based assessments can also be used for model-based simulations.) 

As seen in the example, the design method is based on the insertion of soft-system 

measurements between the strategic goals and the solutions. This creates a valid 

relationship between the (elicited) measurement profiles and alternatives of functional 

(and also non-functional) requirements. For a bottom-up design process it is possible 

to collect arguments and evidences from the analyzed solution and derive the 

measurement results of the model-based evaluation defined by the MF. For a top-

down elicitation, measurement results of model-based evaluations can be imposed in 

order to derive the requirements on the basis of refinement patterns (cfr. KAOS by A. 

van Lamsweerde) or strategies (cfr. MAP by C.Rolland) that generate alternative 

solutions (not shown). For instance, concerning monitoring activities (outcome 2.1.3), 

in the selected measurement profile the monitored activities can include the sharing of 

documents and exclude the sharing of expertise. The advantage of this design method 

is to benefit from the constructive insights given by the MF of the soft-systems. 

 

3.3   Discussion. 

In recent overviews [1, 7] of the model-based techniques for assessing GORE models, 

nothing is said about the empiricity and objectivity of the measurements used. Those 

three aspects are independent of any category of statements used in RE (functional/ 

non-functional; requirement/assumption; belief/desire/intention; �precise�/�vague� 

statements, etc.). For each statement of the requirements model, the importance level 

of each three aspects depends on its use during the life-cycle of the �system to-be�: 

indeed, those aspects must be compatible with the measurements methods used in 

analyses or assessments needed from early requirements activities to system opera-

tion. For instance, what is the level of the three aspects in the annotations of models 

elements with qualitative/quantitative values and their propagation/aggregation? Soft-

systems measurements  [5] are built on top of indicators linked to goals/softgoals with 

the aim to strengthen the validity of the same links found in software engineering or 

business process improvement methods, or in RE models ([1, 7]). 

Using the same MF for requirements analysis and for defining the specifications of 

the measurement system and method, and for performing the actual measurements 

during system operation, this provides a greater consistency between the argument 

structure used in the requirements model, and the argument structure used at run-time.  

4   Conclusions, Ongoing and future work 

In this paper we have shown that the recent developments of Measurement Theory 

adapted to GORE methods, in particular i*, gives a sound basis for an interesting type 

of goals and softgoals to guide the elicitation and analysis of functional and non-

functional requirements of business services. To benefit from the scientific knowledge 

of a number of MF defined, improved and validated by the scientific community 
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(often using social sciences research techniques), the efficiency of the proposed 

methods should be improved by providing tools supporting (a) the import of 

measurements frameworks into a knowledge base, (b) the definition of refinement 

patterns and strategies needed by the elicitation activities, (c) the assessment of the 

requirements models [1] on the basis of the measurements frameworks. (This last 

issue is similar to other engineering domains.) Ontology-based Software Engineering 

and Multi-Criteria Decision Theory provide techniques that depart from searching 

solutions to hard problems (e.g. searching inconsistent scenarios or plans), but aim at 

classifying and characterizing solutions of under-constrained problems that often 

occur in very early requirements engineering (see e.g DDP by M.S. Feather). 
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Abstract. Multi-criteria decision making problems exist everywhere. In a 
complex system, for all involved players, it is inevitable to face task/service 
selection situations where multiple qualities of tasks/services criteria need to be 
taken into account. In addition, complex interrelationships between different 
impact factors and actors need to be understood and traded off. In this paper, we 
present a tool called I*-Prefer which is represented with annotated NFR/i* 
framework. This framework uses goal and agent-based preference models to 
drive these decision making activities. Particularly, we describe the purpose and 
main features of the tool, and give a brief introduction of the extended i* 

framework which supports I*-Prefer analysis.  

Keywords:  Preference, i* framework, Optimal strategy 

1   Introduction 

An increasing number of researchers have been working on multi-motive decision 

models and methods. In order to model and analyze multi-criteria decisions in a 

systematic way, we have already done some work on how to make decisions based on 

an annotated NFR/i* framework [1, 2]. In this paper, we present a tool named I*-

Prefer. Within this tool, we adopt graphical notations of the NFR modeling methods 

to model the interrelations among different criterion. Then we decide preferences of 
decision makers by appending numerical annotations to the nodes in the model. 

Strategy dependency models in i* can be used to represent and evaluate alternative 

services networking decisions. Algorithms for identifying optimal solutions of the 

given decision problem are also integrated into the tool.  

The structure of this paper is organized as follows: Section 2 presents the original 

purpose of the tool. Section 3 lists the main features of the tool and its availability and 

status. Section 4 discusses both the limitations and the future plans. 
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2   Main Purpose of the Tool 

  The main purpose of the tool is to model the interrelations among different 

criterions. Then we can decide preferences of decision makers by appending 

numerical notations to the nodes in the model. I* framework is a widely used strategic 

intentional modeling method. Actors� goals and tasks could be modeled intuitively. 

Services selection always involves at least two types of actors, with mutual 

dependencies between them. As a result, i* model is a natural fit for modeling 
services selection. In order to fulfill the needs to make decision by the preference, 

which is the input from domain experts and end users, the tool intends to makes some 

extensions to i*: (1) Actors� preferences are concerned in the modeling process. 

Actors� preferences are represented as their demands of system�s performance, such 

as system�s soft-goals and weights of soft-goals. (2) The analysis of state of soft-goals 

is introduced based on the effect of system�s design on soft-goals� satisfaction degree. 

The execution of a system task may increase or decrease soft-goals� satisfaction 

degrees, and the extent of effect is decided by task to soft-goal impact value. (3) A 

method of analyzing system�s state is introduced, which supports the optimal 

system�s strategy selection. Utility value is adopted to express the quantified value of 

system�s state, which actually specifies the performance of the system [2].  

3   Main features and current status of I*-Prefer 

  I*-Prefer is based on JavaScript, and can be applied in IE5.0 (or higher version). 

The tool is developed in 2009 which is the version 1.0, the next version is under 
development. 

People can download both its source code and user manual (in Chinese) in the 

URL[3]: https://sourceforge.net/projects/i-prefer  and can also try the tool on line.  

The tool can support the methods raised in [2], specifically the main features of the 

current version are as follows. 

(1) The tool is web-based, while most i* tools are not. It can support graphical 

modeling within web page, and running without downloading any packages. 

The annotation of the model is the same as NFR/i* framework. And some 

additional marks like utility values can also be added to the model. Some of 

the properties can also be changed by the user, like the name, utility value, and 

which actor the object belongs to. 

(2) The built preference model can be saved and loaded with XML file. The user 
can save or load a model whenever it is needed. 

(3) Automatically calculate the optimal strategies. The computing is based on the 

established algorithms presented in [1]. In the algorithm, each soft-goal is 

related to two weights, one is to specify the degree of the completion of the 

soft-goal, and the other is to provide user�s emphasis on that soft-goal. Besides, 

each Task-Soft-goal has a parameter to describe the impact on the soft-goal 

after fulfilling the task. The user can use the calculated results to do the most 

reasonable choice about the tasks/services. The final decision would be 

presented in highlight in the result. 
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Fig. 1.  A screenshot of the tool 

   With all these features, the tool I*-Prefer could model the problem scenario, and 

further conduct the decision making and optimal strategy computing. Fig.1 has shown 

the screenshot of the tool, which contains 17 buttons about the creation or delete of 

objects, lines, as well as the buttons to generate and open XML files. Besides, there is 

also an Optimal Strategy button, which applies background algorithm and finally 

gives the optimal choice of about the tasks/services in the system. 

4   Limitation and Future work 

  The tool I*-Prefer supports the quantitative reasoning of actor�s preferences on 

soft-goals, and the evaluation of alternative ways to achieve system goals. It can be 

used to facilitate automated preference tasks/services selection process and can help 

optimize decision making. However, there are also some limitations in the tool: (1) 

The tool is not mature in its algorithms, which can only calculate the optimal strategy 

for some simple cases; (2) Some parameters of the tool are not customized, so the 

user cannot change the properties like the color and size of the Actors. 

In future, we would extend the algorithms to deal with more complex cases, and try 
to apply the tool into an industrial case. Besides, we would also make the tool more 

customized and user friendly.  
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Abstract. OpenOME is an Eclipse-based open-source tool supporting the 

construction and analysis of i* models.   The tool is in a stable state and 

available freely for download.  Recently added features include support for 

forward and backward interactive, qualitative i* analysis. 

Keywords: Goal-and Agent-Oriented Models, Model Analysis, Interactive 

Analysis, Model Views, Tool Operability.

1   Introduction and Features 

OpenOME is a tool for the creation and analysis of goal and agent-oriented models 

as part of a systems analysis process.   The tool supports modeling of the social and 

intentional viewpoint of a system, allowing users to capture the motivations behind 

system development in a graphical form.  Creation and analysis of agent-goal models 

supports requirements elicitation, exploration, communication and trade-off analysis. 

OpenOME is especially useful to support elicitation and analysis in early requirement 

phases, where important non-functional and social information is made explicit. 

The tool allows users to draw models using the i* Framework syntax described in 

[1].  The tool allows users to create i* models graphically using a palette of shapes.  

Standard features such as saving, zoom, cut, copy, and paste are provided.  Models 

are grouped under user-created projects, shown in a folder view.  OpenOME imports 

and exports models in the GMF .ood and .oom format, as well the Q7 textual 

modeling language [2].  See Fig. 1 for a screenshot of the OpenOME interface.   

OpenOME supports the forward and backward interactive, qualitative i* analysis 

procedures described in [3,4].  Users can assign qualitative labels to intentions which 

represent their initial analysis question and then propagate these labels in a forward 

(direction of the link) or backward direction.  The procedures are interactive, asking for 

user input to resolve conflicting or partial information.  Results from multiple 

evaluations, including judgments made are stored, and can be viewed via the 

Alternatives Tab.  Visualizations have been added to highlight model leaves and roots 

(potential starting points for analysis), areas of human judgment, and the intentions 

involved in a conflict in backward analysis.   

Use of OpenOME, including the forward and backward evaluation procedures and 

current visualizations, has been tested in a series of user studies, reported in [5,6].   
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Fig. 1. Screenshot of the OpenOME Tool  
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2   Development, Availability and Future Work 

OpenOME development originated in OME, a desktop Java application developed 

at the University of Toronto to support i* modeling [7].  In 2004, development of 

OME ceased and the source code was ported to the Eclipse platform, creating an open 

source version taking advantage of the Eclipse Modeling and Graphical Modeling 

Frameworks (EMF & GMF).  Use of these frameworks allows us to automatically 

generate model editing code from an i* metamodel.  This code has been customized 

and expanded to support features specific to i* modeling.  OpenOME architecture 

takes advantage of the Eclipse package development, allowing for extension or 

customization with the addition of a new development package.  After several rounds 

of development, the current architecture no longer bears similarity to that of the OME 

tool.  Current development is at version 3.4.1. 

Windows, Linux and Mac releases of OpenOME can be downloaded from 

Sourceforge [8].  User documentation and tutorials are available under the User Links 

section here:  https://se.cs.toronto.edu/trac/ome/.  After several rounds of users 

studies, and through use of the tool in several systems analysis courses, OpenOME 

has reached a relatively mature and stable state.  Bug reports and suggestions for new 

features can be sent to openome-support@cs.toronto.edu.  More information can be 

found on the user web site [9] and on the developer wiki [10]. 

Development on general tool functionality and bug fixes is ongoing.  We are 

currently working on expanding the tool in several directions, including import/export 

into iStarML [11], customizable syntax checking, tabular views of i* models, and 

features encouraging model iteration such as conflict checks amongst human 

judgments.   

Acknowledgments.  We thank many current and former graduate and undergraduate 

students for their work on the OpenOME tool. 
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Abstract. Measuring is a key issue in any software-related activity. In the 

context of the i* framework, we are implementing Measufier, a prototype for 

measuring i* diagrams in terms of properties that may be derived from their 

structure (structural measures). The prototype works over i* diagrams 

represented by the iStarML interchange format, and provides some facilities for 

managing measures' catalogues, customizing the measures to the analyst needs, 

and computing the measure over particular diagrams. 

Keywords: i*, iStar, structural measures, Measufier, iStarML. 

1   Introduction 

Measuring is a fundamental activity for assessing the quality of conceptual models of 

any kind (�you can�t control what you can�t measure�). i* models are not an 

exception to this rule. Some theoretical works have been proposed in the i* 

community for defining measures over i* diagrams [1]. However, there are not tools 

in the i* marketplace offering the capability of defining and applying those measures. 

Our proposed Measufier tool is a first step to bridge this gap. This is the first version 

of Measufier (1.1) presenting a set of basic functionalities, to be enlarged in future 

versions. Its status thus may be considered quite preliminary. The tool may be 

downloaded from http://www.essi.upc.edu/~gessi/Measufier/resources.html, where 

some basic tutorial may be also found. 

2   General Description 

Measufier offers three main functionalities: 

� Measure definition. It allows defining structural measures over i* diagrams 

according to the principles presented in [1]. At the current prototype all the 

measures are kept in a single catalogue. 

� Model management. Several i* diagrams represented in the iStarML 

interchange format [2] can be loaded in the context of a user session. 
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� Measure evaluation. Measufier supports the evaluation of measures selected 

from the catalogue over i* diagrams loaded in a session.  

Given the use of iStarML, Measufier may be easily interconnected with tools that 

have the ability to export models into this format. Also, the openness of this 

interchange format makes it possible to apply Measufier to different variants of i* 

supporting thus most i* modeling frameworks. 

Figure 1, left, shows two example i* diagrams. They represent two alternative 

social systems for a Pediatrics Hospital. We want to analyse them quantitatively as a 

way to support informed decision-making. We decide to use concepts from social 

networks. Figure 1, right, shows the name of four measures from this field and select 

just one. This measure, InDegreeMeasure, provides an estimation of the strategic 

importance of one element to its environment. It is defined as the number of incoming 

connections that an element has. 

 

 

 

Figure 1. Two i* diagrams for a Pediatrics Hospital and the outcome of Measufier. 
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3   Conclusions 

Measufier is covering a gap in the current i* tools landscape. Given its capabilities, it 

may complement other analysis tools and may complement existing techniques that 

require some quantitative analysis of i* diagrams, e.g., analysing the adequacy of the 

model as starting point of an MDD process [3]. 

Because it is a first version, the tool has still many limitations, being the most 

important not having the ability to deal with arbitrary measures. 

Our future work includes: 

� Building a comprehensive catalog of measures. This catalogue will be indexed 

by concept or intended use of the model: e.g., social measures, measures for 

software architectures represented by i* diagrams 4; etc. 

� Implementing the connection with several i* tools like OME, jUCMNav, 

TAOM4E, REDEPEND, etc. We will explore two non-exclusive ways. First, 

implementing an export facility in this tool for generating iStarML (already 

done for OME [5] and jUCMNav [6]). Second, offering Measufier as a service. 
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Abstract. The iStarTool supports the graphical modeling of  i* Framework. With  
a view  to decrease the learning curve  of i* models as well  as  to  improve their 
quality, we provided  the syntax checking feature. The tool  allows the 
construction of valid models according to constraints and good practices 
guidelines. It is been developed using the open-source Eclipse platform and 
model-driven technologies, such as the Graphical Modeling Framework (GMF). 

Keywords: iStarTool; Modeling tool, i* (iStar) Framework 

1 Introduction  

IStarTool is a graphical editor for the i* Framework models, built using the GMF 
framework. It supports the creation of both the SD and SR models, through an intuitive 
user interface built over the well-known Eclipse platform. 
Download Information/availability. The iStarTool is free for download, and it is 
available at the project Web page: http://portal.cin.ufpe.br/ler/Projects/IStarTool.aspx. 
Web page and documentation. The web page of the project is the same of the 
download page. The main documentation available in [1], is written in Portuguese but 
currently under translation to English.  
Main purpose. The main purpose of the iStarTool is to facilitate the learning of i* 
language and improve the quality of i* models, being especially aimed at beginners. In 
several occasions during the teaching of i*, we identified the need  to have a tool to 
help beginner users to reduce their number of mistakes well as to make it clear what 
kind of constructions were possible (or not). Several tools can handle some level of 
constraints over the i* models. In some cases also allowing, if necessary, the definition 
of extra modeling constraints, e.g., jUCMNav. However, we preferred to develop our 
own solution instead of customizing somebody else tool.  The reasons are many fold.  
It served as an exercise to master the meta-modelling technologies and implementation 
environment. Furthermore, it allowed us to improve its usability, i.e., as we managed to 
provide more friendly warnings. In the future it will also incorporate  model-driven 
features (see future works).  
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Status and Maturity. The current version of the iStarTool (Fig. 1) is 0.3. Some 
bugs still need to be fixed before the release of version 1.0.  However, at this early 
stage, the tool presents a good degree of maturity and stability. 

 

2 iStarTool  

The iStarTool supports two different versions of i* Framework: the Yu�s PhD Thesis 

and the iStarWiki [2]. Fig. 1 shows a screenshot of the tool interface. Panel 1 is where 
we can create and edit the diagrams. Panel 2 is the tool palette that offers the elements 
and links used when drawing diagrams. Panel 3 shows an overview of the diagram that 
allows the  manipulation of large and complex diagrams. Panel 4 enabled the  change  
of  the properties of a selected element. Panel 5 highlights the button used to check 
(syntactically) the model.  

 

Fig.1. Screenshot of iStarTool 

Primary Features. One of the  main features of  the  iStarTool is the syntax checker. 
Due to  the fact that  we have used  GMF, which supports  the Object Constraint 
Language (OCL), it was possible to handle  many common errors and constraints 
present in the i* models. This syntax checker feature consists of two independent  
systems  integrated to  the iStarTool, namely the the Syntax Warnings and the Syntax 
Checker System, described below.  

The Syntax Warnings is an online system that enable pop-ups that fires warnings 
when the modeler makes a mistake during  the modeling process. Instead of forbidding 
errors in the  i* models, we prefer  to alert users when some error is detected. For 
example, if a link is used in the wrong place, the Syntax Warning System shows a pop-
up with an explanation, indicating  to the user what is inappropriate. Then the user can 
correct it and learn in this  process of trial and errors. 

This system was deveopled because i* language allows  some conditions that are  
difficult to be expressed and handled   using OCL. Our systems  can detect some of the 
most common problems and adequately  treat them without upsetting  the user.  For 
example,  if the user tries to  link two actors without determining the  intentional 
element an alert is fired. Many common mistakes are documented in the literature, see 
for example the  i* good practices  guidelines available at [2]. The errors detected 
include: 

· Actors linked by dependency link without an intentional element (SD 
Model); 
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· Dependency links used  inside an actor boundary (SR Model) linking 
internal elements; 

· Contribution, Means-end  or decomposition links used between actors in 
SD Models; 

Unlike the Syntax Warning System, the Syntax Checker runs offline.  The reason it 
that some i*  steps could  be considered wrong if analyzed in real time. In order to 
execute it, the user only needs to click a button (see Fig 1, panel 5). The Syntax 
Checker detects the same problems of the Syntax Warning and many others such as:  

· The same intentional element being targeted more than once; 
· The same intentional element being the source more than once; 
· Dependency links without an intentional element in a SR model. 

The iStarTool also allows users to work on multiple models at the  same time. It 
saves all models in XML format, by default, and if necessary, they can be exported as 
an image. In a previous work we have identified the common and variable modeling 
elements of several i* based languages [4]. Based on SPL principles, we produced a 
core metamodel, which enabled the definition of specific i* dialects.  Moreover, the 
current features of the iStarTool can be reused to support families of graphical editors 
for   i* based languages. Since the AGILE approach was based on the  iStarTool, 
similar  families of  tools  could be generated in minutes.  

3 Limitations and Future plans 

We are planning to make several extensions. For example we want to support the 
measurement of i* models (based on some well pre-defined  metrics) as well as to 
provide some   semantic checkers present. We plan to integrate model transformations 
to produce other artifacts such as architectural models and scenario descriptions [5]. 

We   intend to improve the interface of the iStarTool as well as the shape of the i* 
elements. Moreover, we wish to provide the interoperability with other i* modeling 
tools. Currently, the iStarTool just runs on Windows. However we are already working 
to support other operational systems. 
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Abstract. iStarML is an XML-based format for enabling interoperability 

among i* tools. Its main design focus was to support data interchange even 

when involved tools implement different i* variants. In this paper, we present a 

summary of the format, we briefly describe the ccistarml Java library, and 

we show an application of it. We finally summarize the requirements for 

representing new i* concepts in order to generate a revised version of iStarML. 

Keywords: i* Framework, iStar, iStarML, interoperability. 

1   iStarML 1.0: Basics and Structure 

As an effect of the past and even current proliferation of different i* variants, inter-

operability has become a non-functional requirement hard to accomplish by i* tools. 

iStarML [1] is an XML-based proposal that has been conceived to deal with the exist-

ence of different i* variants. It follows a concentric ring structure (see Fig. 1) having a 

rigid centre and a flexible periphery. Core i* concepts are in the rigid part of the inter-

nal ring whilst flexibility is added going to the periphery up to 4 rings: actor and 

intentional elements are core concepts; types of core concepts (e.g., softgoal, belief) 

are in the second ring; particular values for decompositions are in third ring; strong 

variations of core concepts, e.g. “norm” as intentional element is in the fourth ring. 

 

Fig. 1. Concentric ring structure of iStarML. 
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2   iStarML Computational Support 

In [2] we offer a set of basic XML specifications. First, we provide an iStarML 

specification using an XSD definition. This specification is the most used 

specification types for XML files. A clear advantage is that XML processors can 

parse XML files using XSD definitions which means that iStarML parsers can be 

implemented taking public XML processors and this XSD definition. However, this 

definition has some limitations derived from the XSD grammar, e.g., a dependency 

between attributes cannot be represented on XSD specifications. Therefore, although 

less popular but more accurate, we have provided a Schematron [3] set of rules for 

iStarML syntax verification. 

In addition to these parsing proposals, we have developed a Java package for 

handling iStarML files. We have called it ccistarml package. The several classes 

inside this package allow creating, reading and modifying iStarML files. Each of 

these classes is explained and illustrated using simple examples in the ccistarml 

tutorial [4]. The code in Fig. 2 illustrates how an iStarML file can be loaded, parsed, 

modified by adding a new actor, and saved. 

ccistarmlFile f = new ccistarmlFile(); 
f.loadFile(“sample01.istarml.xml”); 
f.istarmlParser(); 
if (!f.hasErrors()) {   
   ccistarmlContent content = f.mainTagStructure(); 
   content.add_actor(“Tutor”); 
   f.saveFile(); 
} 

Fig. 2. Sample code for managing iStarML representations of i* diagrams. 

3   iStarML Tests and Scenarios of Use 

Since iStarML was proposed, we have developed different interoperability scenarios 

and applications: (1) storing diagrams in the HiME hierarchical i* tool [5]; (2) 

exporting and importing iStarML in the jUCMNav GRL tool including 

interoperability proofs [6]; (3) translating files from OME3 tool to iStarML file by 

using a Java applet [7]. About taking advantage of XML representation of iStarML 

we have (4) exemplified the use of XPath for metric calculations [1]; (5) used XSLT 

for transforming iStarML files into Prolog clauses [8]; and (6) used XQuery for 

quality assurance of i* models [9]. We also mention the use of iStarML as the basis 

for formulating a supermetamodel coordinating model interoperability in a semantic-

aware scenario [10]. 

4   Conclusions and Future Work 

In this paper we have presented iStarML 1.0 as an interoperability facility for i* tools. 

Our proposal considers the existence of i* variants and hence, a polysemantic 

scenario. We have shown its structure, some computational support and different 
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scenarios illustrating both the feasibility of reaching interoperability and the 

advantages of having a XML representation for i* models.  

It is our position that iStarML is a solid proposal, but its dissemination and usage 

depends on including most of the current and future representational requirements of 

the i* community, which can be reached only by constituting a wide working group 

motivated to generate iStarML 2.0. 

Next steps on iStarML include interoperability tests of the two existing 

possibilities of graphic representations: iStarML’s graphic elements and the nested 

structures proposed in iStarML for including SVG tags [11]. Here for example we 

have the challenge of handling the graphical proposal for representing inherited 

intentional elements from [12]. Finally, we are also planning to improve the current 

representational capabilities of iStarML extending it to handle concepts such as mo-

dules [13] and similar tags enabling Computer Supporting Collaborative Engineering. 
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Abstract. Adding new functionality to graphical editors like openOME

usually requires to become familiar with the programming environment
of the underlying framework.
We present an interface for Eclipse EMF/GMF-based modelling tools
that allows to add new functionality very quickly - without the need to
be familiar with Eclipse development.

1 Primary Features

The Eclipse Modeling Framework (EMF) and the Eclipse GMF (Graphical Mod-
eling Framework) are well-established frameworks for developing modelling tools.
An example for an EMF/GMF-based ı̇

∗ modelling tool is openOME [1].
We know from our own experience that often a lot of knowledge is required

before someone can actually start to add functionality to EMF/GMF-based ed-
itors. The aim of our Eclipse plugins - called Eclipse Modeling Toolbox - is to
make the task of extending editors like openOME as easy as possible. In this
section, we present the possibilities offered by our plugins.

1.1 User-Defined Attributes

An additional view for user-defined attributes allows to add own attributes to
model elements or to a model as a whole. Fig. 1 shows how user defined attributes
have been added to a task in an ı̇

∗ model. If a URL referring to a local or remote
file is used as an attribute value, this file can be opened by clicking on the
URL. This way, it is possible to associate additional files to a model element (for
example business process descriptions that are related to a task).

1.2 Export and Import

By using the Eclipse Modeling Toolbox, it is possible to create export and import
functionality for other file formats. This export and import is done by means of
XSLT transformations. So far, we have created transformations for exporting an
openOME model to a set of Prolog facts. We are currently working on an export
to the interchange format iStarML [2].

A new format can be supported by simply adding a new XSLT file and
inserting information about the export/import format to a configuration file.
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Fig. 1. User-defined attributes added to a task

1.3 Integrating Add-ons

We tried to make the integration of third-party programs into openOME as easy
as possible. We know from our own experience that often a lot of knowledge is
necessary before someone can actually do such integration. At least, the answers
to the following questions have to be known:
– How can we access the model data and transform them into the data format

expected by the third-party program?
– How can we start the third-party program from within the modeling tool?
– How can we transfer the answers given by the third-party program back into

the user interface of the modeling tool?
With our plugins , we provide easy-to-understand interfaces for dealing with

the above questions. The already mentioned export scripts can be used for ac-
cessing and transforming the model (including its user-defined attributes as de-
scribed in Sect. 1.2).

The information on how to start the external program can be added to a
configuration table at runtime, either manually or by importing an XML file
containing the necessary information. This creates a new menu item from which
the external program can be started.

Finally, we have to make sure that the results computed by the third-party
tool are transferred back into the openOME user interface. For this purpose, we
provide several interfaces. They abstract away Eclipse implementation details
and allow the external program
– to print information into the Eclipse console view,
– to add information about an error, warning or information to the Eclipse

problem view
– to add a visual marker to the graphical model element,
– to add, delete or change attributes of the modelling elements (which includes

existing attributes such as “name”, graphical attributes such as “element
size” and user-defined attributes)
With the described features, it is possible to integrate new functionality into

openOME without having to learn about Eclipse development. In the most cases,
new features can be added even without having to compile the sources.
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Fig. 2. Results from the add-on “Extended Model Validation” in openOME

1.4 Validation

As an example for a useful openOME add-on, we have developed an add-on called
“Extended Model Validation”. It exports the information that is contained in the
model into a set of Prolog facts. Afterwards, SWI-Prolog is called for locating
modelling problems such as syntactical errors (like “dependency link without
dependum”), layout problems and (to some extent) problems with the labels
(like labels including the phrase “...to be...” within a task instead of a goal).
More information about the model validation approach can be found in [3].

2 Status and Future Plans

It is important to mention that the Eclipse Modeling Toolbox can be inte-
grated within any EMF/GMF-based modelling tool. It has been used successfully
within the business process modelling tool bflow* for the development of some
useful add-ons. Future plans related to openOME include to provide iStarML
import and to add more functinality to the add-on-mechanism. Everyone is in-
vited to use and improve the Eclipse Modeling Toolbox which is available at
http://sourceforge.net/projects/eclipsemodeling/.
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Abstract. We present Taom4E, a tool for the development of software
following the agent-oriented software engineering methodology Tropos.
The Eclipse plug-in Taom4E supports visual goal modelling and includes
functionalities for code generation and testing for goal-oriented agent
platforms.
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Introduction

The agent-oriented software engineering methodology Tropos, which roots in i*

for requirements modelling, becomes increasingly popular. Modelling tools are
essential for such a methodology. We present Taom4E

1 (Tool for Agent Oriented
visual Modelling for the Eclipse platform) [1], a tool which supports goal-oriented
modelling, code generation and testing for goal-directed systems, following the
Tropos methodology and its extension Tropos4AS. Taom4E supports the Tropos
modelling activities for early and late requirements analysis and architectural
design and contains extensions for an automated agent-oriented implementation
and testing.

The Taom4E Tool

The Taom4E tool provides a graphical model editor, based on the Tropos meta-
model, as defined in [2], and allows various views on this model. Combining
Tropos actor- and goal diagrams, representing strategic dependency (SD) and
strategic rationale (SR) diagrams in i*, the Mixed Diagram is the main graph-
ical representation in Taom4E, throughout the supported development phases.
In the Tropos early and late requirements analysis phases, actor diagrams, dis-
playing the dependencies between actors, can be graphically created. Actors are

1
Taom4E is developed by the Software Engineering unit at Fondazione Bruno Kessler
(FBK), Trento. The current version 0.6.3 is downloadable under GPL license from
the tool homepage http://selab.fbk.eu/taom.
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Fig. 1. Interface of the Taom4E Eclipse plug-in.

detailed in a goal diagram, which is graphically shown in a “balloon” associated
to the actor. In this balloon, delegated goals are visualized and can be decom-
posed to more detailed goals, operationalized by plans or delegated to other
actors. An actor representing the system-to-be can be furthermore detailed to
a multi-agent system, in an architectural design diagram. These development
phases provide different views on a single Taom4E model, thus ensuring trace-
ability, but not yet preserving the model history. Figure 1 shows the principal
view of the tool front-end. Models are edited according to the Tropos graphi-
cal notation, provided by the Palette window. Tabs are used to switch between
model views of the different phases (ER, LR,...). Visualized diagrams are views
on the whole model, whose components are displayed in the Outline window. In
the Navigator in the left-hand side window, the folders with the output of the
t2x code generation tool are actually shown, for each actor in the system.

Architecture and Extensions

Various extensions to the Taom4E model editor are provided. The t2x code
generation tool maps goal models to a goal-directed implementation on the Jadex
BDI agent platform, explicitly preserving goal models at run-time and providing
the proper middleware for navigating this model and acting according to it.
Agent code can be generated from the graphical interface, and the implemented
prototypes are executable directly from the Eclipse user interface. Moreover,
extensions for environment and condition modelling according to the Tropos4AS
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Fig. 2. Tool architecture: Taom4E and its extensions.

framework [3], are available. Figure 2 summarizes the architecture of the toolset,
which consists of various plug-ins for the Eclipse development platform, built on
the Eclipse EMF and GEF frameworks for model-driven development. They are
installable through the Eclipse installation manager by adding the link provided
on the tool homepage. The models are saved in XMI format and can be accessed
by other applications through an EMF-based interface.

Goal-Oriented testing has been proposed as a complementary activity to
goal-oriented modelling and code generation, with the aim to support testing
and validation along the process phases [4]. The eCAT tool derives test cases
directly from Tropos goal models and uses them to test implemented agents,
using FIPA-standard messaging services.

Conclusion

The Taom4E tool was used in several projects that involved Tropos, and in
various university courses on requirements engineering and on goal-oriented de-
velopment. As a design limitation, the tool can only handle a single model per
file, therefore changes to one view of the model are projected to the whole model.
Moreover, no automatic diagram repositioning is implemented. For addressing
this and other issues, future work concerns the reimplementation of the graph-
ical front-end with state-of-the-art technology. Also, we are working on the ex-
tendibility of the graphical model editor with additional concepts.
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Abstract. This paper presents the GO-DKL browser, a web-based in-
terface designed to support the contextualization and analysis of items
withinGoal-oriented Design Knowledge Libraries. It is still at a very early
stage of development, though a small sample of information systems de-
signers evaluated a demonstration of the tool and provided generally
positive feedback.
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1 Purpose of the GO-DKL browser

We define a goal-oriented design knowledge library as a repository of relational
data linking design features with stakeholder objectives. These relationships, as
in i* and related approaches, indicate the contribution type that a child (design
feature / task) passes on to a parent (soft goal). Such a repository might be
populated with codified empirical data gathered from a review of a domain’s
literature, as in [1]. The repository database can be queried to retrieve all design
features that have an impact on a focal goal, or on all goals in the database,
among other possibilities.

The GO-DKL browser is intended to enable system designers to associate
situational goals they have elicited and defined with library items, and to subse-
quently analyze the impact of retrieved design alternatives on those goals. This
association is an act of contextualizing the library items; designers can select a
subset of knowledge base records that they feel are related to their own project.
From there, the system can retrieve design features that contribute to the se-
lected goals.

The GO-DKL browser is intended to facilitate a focused analysis of certain
relationships within a goal graph, in an attempt to mitigate the daunting task of
assessing complex goal graphs [4]. Specifically, designers can select focal goals,
and drill down to reveal their contributing factors (eg: sub goals or design fea-
tures). Analysts can assess the effects of not including certain design features on
high-level goals, or modify the library’s relationships based on trusted contextual
knowledge.
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2 Primary Features

Essentially, the GO-DKL browser is a web-based interface to a MYSQL database.
This interface is structured to support the analytic processes discussed above,
through goal association, browsing, selection, and model exploration and recon-
figuration phases.

The model exploration and reconfiguration phases are centered around a
tree-list interface generated using JavaScript. The tree-list structure allows rela-
tionships to be expanded and collapsed at will so that certain components can
be isolated. HTML form elements permit the reconfiguration of contribution
relationships. Parent goals are automatically coloured based on their received
contributions from child elements, using simplified i* evaluation concepts, based
largely on the propagation rules defined in [2].

The list is populated by the designer’s selected goals and any other knowledge
base items that contribute to those goals (his or her ‘project model’). The actual
list presentation is generated by a script that converts tabular records from the
knowledge base into hierarchical HTML elements, with high-level goals as parent
elements, and design features as child elements1. Often the same design feature
or relationship will appear numerous times throughout the model, in which case
the interface treats all instances of a it as one data point.

Therefore, if one instance of a design feature is deselected, all other instances
of that feature will be deselected throughout the tree-list. In this manner, if an
analyst selects a design feature because of its contribution to a focal goal, and
similarly deselects another, he or she may then examine other goals to see the
effects of those choice in other parts of the model.

3 Limitations, Evaluation and Future Work

While the tree-list view can help an analyst to focus intently on the contributions
to a single goal (which can be difficult to do with complex models), the ‘bigger
picture’ may be harder to assess. To mitigate this limitation, each high-level goal
in the tree-list features an option to export a model slice[3], which retrieves all
design features contributing to that goal, in addition to all other goals affected
by those design features. In this manner, an analyst may examine the larger
context of design decisions within his or her project model. The model slice is
dynamically exported as a Q7 file, which is interoperable with Open OME2.

Several system design practitioners were shown a demonstration of the GO-
DKL browser. They generally deemed it to be a valuable way of retrieving and
informally assessing the findings of related projects in comparison to their own
endeavours, though several usability critiques emerged. Future work would ad-
dress these criticisms, as well as attempt to better interoperate with other goal
modeling tools.

1 A maximum of 5 levels of decomposition is currently supported.
2 Importing Q7 files is currently unsupported.
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4 Availability

Source code3 and a high-level description4 are currently available; the community
is invited to contribute and expand on this work.

Fig. 1. A ‘project model’ of selected relationships may be browsed and reconfigured
through GO-DKL browser’s tree-list interface. Model slices for each high-level goal may
be downloaded and imported into Open OME for further analysis.
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Abstract. When building large-scale goal-oriented models using the i* 

framework, the problem of scalability arises. Modules have been proposed to 

structure i* models into reusable and combinable fragments. In this work we 

present an implementation of the module concept over the jUCMNav tool. 

Keywords: i*, iStar, modules, jUCMNav. 

1   Introduction 

One research challenge for the i* community is to make i* models more manageable 

and scalable. In [1] we defined a theoretical approach for adding modularity facilities 

to the i* metamodel in a loosely coupled way, also tailored to a particular domain, 

namely the modularization of goal models for data warehouse schemata [2]. In this 

work, we present an implementation of the general concept of module as an extension 

of the jUCMNav 4.2.1 plug-in. The tool may be downloaded from 

http://www.essi.upc.edu/~gessi/mod_extension/resources.html where a basic tutorial 

in the form of user�s manual may be found, as well as details on the metamodel used. 

jUCMNav is a graphical editor and an analysis and transformation tool for the 

User Requirements Notation (URN). URN is intended for the elicitation, analysis, 

specification, and validation of requirements. It combines modeling concepts and 

notations for goals and intentions (with GRL) and scenarios (with UCM). We will 

focus on the GRL notation because of its i*-based nature. It is a graphical language 

for supporting goal-oriented modelling and reasoning about requirements, especially 

non-functional requirements and quality attributes. It provides constructs for 

expressing various types of concepts that appear during the requirement process. GRL 

has its roots in two widespread goal-oriented modeling languages: i* and the NFR 

Framework. Major benefits of GRL over other popular notations include its 

integration with a scenario notation and a clear separation of model elements from 

their graphical representation, enabling a scalable and consistent representation of 

multiple views/diagrams of the same goal model.  

                                                           
� This work has been partially supported by the Spanish project TIN2010-19130-C02-01. 
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2   Module Implementation 

We extended the last jUCMNav metamodel available (URN_23.mdl), see Fig. 1. In 

order to guarantee later graphical and usability efficiency we made some decisions 

that differ from the model presented in [1]. A State pattern was implemented in 

order to allow dynamic state (i.e., type) changes during module definition. Then a 

new attribute was added to the existing IntentionalElement definition 

representing the notion of root (for graphical purposes) so the relationship root 

introduced in [1] was no longer needed. Constraints such as multiplicities were 

assigned to integrity constraints due to modeling software limitations. The 

implemented structure also facilitates later extensions such as new module definitions. 

Fig. 2 shows a snapshot of module in jUCMNav. In the left-hand side we may find 

module references. They have two different functionalities: to inform the user about 

the nature of the module that is currently being edited and about the different sources 

from which the current module was obtained (they are only shown if the module was 

obtained as a result of one or more module operations) for traceability purposes. This 

second type of references is shown in green background. 

In [1], constraints are proposed for ensuring the structural correctness of the 

different types of modules. Both general and particular constrains over SR and SD 

Modules have been implemented as Static Semantics checking rules (see Fig. 3). 

A crucial point of the approach in [1] is that of module operations. Combination 

and Application are somehow similar, so we decided to implement both of them as a 

single abstract operation. When this abstract operation is applied to an undefined 

module, Module Application will be executed and then a list of dependency matches 

is needed. When applied to any type of module (different from a undefined module) 

Module Combination will be executed. In this case a simple merge is carried out and 

the resulting module is created. Both operations were implemented as part of the set 

of Eclipse navigator view functionalities (see Fig. 4). A simple merge algorithm is 

used and so some limitations appear (see Section 3). 
 

 
Figure 1. The metamodel part related to modules as implemented in the jUCMNav extension. 
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Figure 2. Module definition in jUCMNav extension. 

  
Figure 3. Static Semantics checking rules. Figure 4. Module operations in Eclipse. 

3   Limitations and Future Work 

jUCMNav makes a clear separation of model elements from their graphical represen-

tation, enabling a consistent representation of multiple diagrams of the same goal 

model. This multiple-diagram representation is not covered in [1] and although the 

metamodel extension was made taking this into account, the current solution only 

supports files with a single diagram. Future work aims at solving this limitation. 

Extensibility has been a goal. New module specializations can be easily added by 

extending the current implemented hierarchy. Functionalities for collapsing and 

expanding are yet to be implemented. Module operation constraints can also be easily 

added through the ModuleCombinationAction class. Last, there are two different 

ways of extending module restrictions: 1) jUCMNav offers the possibility to add, 

remove and edit current integrity constraints through Eclipse�s preferences view; 2) 

new OCL constraint packages could be easily added to the plug-in by incorporating 

their XML description and extending the default integrity constraint loader. 
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