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Abstract. Recommender systems are popular information filgesystems used in various
domains. Cold-start problem is a key challenge imeeommender system. Inew-
item/existing-usecase of the cold-start problem, which is recomraéind of a recently-
arrived item to a user with historical data, finglifinks between existing items with
recently-arrived items is critical. Using VideolLers.net Cold-Start Recommendation
Challenge data, this paper includes a linear reigresaodel to predict future co-viewing
count between an existing item and a recently-ediiviot-yet-viewed item.

1 Introduction

A recommender system produces user-specific subfatglobal item set, in which users are
expected to be interested. These recommendatiensoanputed by predicting user-item scores
that are not known yet, generally based on:

« Implicit or explicit ratings of similar users oreinhs that user has not rated yet.
« Content similarity between items that user hagdratgh and has not rated yet.

According to the algorithms listed above, a recomdes system may either use a
collaborative, content based, or hybrid approagbréaluce recommendations.

Although collaborative filtering systems are veryceessful when there are sufficient
historical user-item data available, they cannotpce recommendations in any of the cold-start
cases, which are recommending new items (an iteah rihbody has rated yet) to users, or
recommending items to new users (a user with rorisl ratings data).

Recommending existing items is not in this papsc@pe, we will focus on new-item cases.
Finding existing item-new iterfinks usingexisting item-existing iterinks provide scores to
be used to discover next high-rated item after né&mg an existing item, which is an important
signal for recommendation. Our method representsiteyms as one vector of a joint feature set,
which is constructed by computing relationshipsaeetn some of their content features (title,
categories, authors, ... in videolectures.net domdihgn we apply linear regression to predict
which item would be consumed after current item tnm®bably. This is a ranked list of

candidate successor items for each existing item.

The rest of the paper is organized as follows: iBec® is the related work, Section 3
describes the methods we have used and experimentsave done, Section 4 concludes the
paper.
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2 Rdated Work

There have been many collaborative filtering alidpns studied. These algortihms produce
recommendations using:

* Neighborhood based methods [1, 2, 3]
« Latent Factor Models [4, 5, 6]
« Matrix Factorization based methods [7]

Neighborhood methods are the traditional collabeediltering models, which used to be the
dominant collaborative filtering method before matfactorization techniques. Typically, a
neighborhood based collaborative filtering aldoritfinds nearest neighbors of items or users,
according to historical rating data [8]. Using theighborhood, the algorithm tries to predict
unknown user-item ratings.

Latent factor models are based on representing bséns and items in the same feature
space, latent factors. Latent Semantic Models fidlaBorative Filtering [9] is an example.

Matrix factorization for performing collaborativdtéring (may be included in latent factor
models) is based on factorizing ratings data, Whic a user-item matrix. Singular Value
Decomposition based recommenders are the populf@arization based methods [7].

The pure collaborative methods for recommenderesyst are not able to solve cold-start
problems for new-item case. Generally, hybrid n®dee used to solve cold-start problems
[10, 11]. There are some other approaches thathfilluser-item matrix by generating ratings
(with a bot, for example) [12].

Menon and Elkan’'s method for Dyadic Prediction (®amendation and link prediction are
examples of dyadic prediction) [13] introduces g-limear model for discovering latent factors,
where a dyad may be a user-item pair (recommengatior either item-item or user-user pairs
(link predicition). Their approach takes side imf@tion (different from just unique identifiers)
into account, thus providing a solution to coldtspaoblem.

Chu and Park’s bilinear regression method for ranendation on dynamic content [14] also
benefits from the static features of users (genétmr,example) and items (bag of words,
category, ...). Their method let them recommeng vecent items to users, showing that it may
be considered as a solution to cold start probtamthie new item case.

Again, Park and Chu’s pairwise preference regressiethod specifically addresses the cold
start problem [15]. Their method represents a jfeature space for user/item pairs via outer
products.

Park and Chu’s pairwise preference regression mdethothe inspiring method for our
solution for predicting links between existing itenand new items. However, there are
differences. Our solution focuses on constructinjgirat feature space for item-item pairs. This
feature space is not bilinear. Instead, it is aoresed using relationships between two items on
several content features. A transformed feature byeither numerical or categorical. For
example, cosine similarity between titles of twanits is a candidate numerical joint feature (title
relationship) for the final dataset, whereas tmglege relationship (the language code if they
are in the same language) is a categorical joattife.
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3 Methodsand Experimental Study

3.1 VideoLectures.Net Data

VideoLectures.Nétis a repository for video lectures from scientistssarious events. The
algorithm is applied to the dataset provided byeédidectures.Net Recommendation Challenge
[16]. Listed below are some properties of the dztas

1. authors: Contains data on authors registered on VideolkestNet
attributes: id, name, gender, email, homepage

2. author_lectures: Information on which author authored what lect(if@ere is a many-to-
many relationship between authors and lectures)
attributes: author_id, lecture_id

3. categories: Information on categories in scientific taxonomy.
attributes: id, name, parent_id

4. categories lectures: Information on what lecture is categorized undbich category. (There
is a many-to-many relationship between categomesectures
attributes: category _id, lecture_id

5. lectures_train: contains a subset of lectures with publicatiote ¢aior to 1.7.2009
attributes: id, type, language, parent_id, rec_date, pub, detme, description, slide_titles,
views

6. lectures test: contains a subset of lectures published afte2@0P
attributes: id, type, language, parent_id, rec_date, pub, dat@e, description, slide_titlesl|

7. pairs: records about a pair of lectures viewed togethith at least two distinct cookie
identified browsers.
attributes: lecturel_id, lecture2_id, frequency

8. events: contains information on events, which are bakiaaket of lectures grouped together.
attributes: id, type, language, parent_id, rec_date, pub, dat@e, description

9. task1l_query: Contains lecture ids from the subset of lecturagn, for which a ranked list of
30 recommended lectures from lectrues_test is ¢égpec
attributes: id

3.2 Methodsand Experiments

To estimate the model that predicts co-viewing tewiexisting video-new videpairs, we
first transform the features of video pairs intcednint feature space. We find relationships
between two videos on several content featurespyaadhese relationships as resulting features.
Attributes of the transformed data are:

 type: If two videos are in the same type (lecture, legn...) the common type, O otherwise.
This feature is categorical with 16 distinct values

« language: If two videos are in the same language the lagguade, 0 otherwise.
This feature is categorical with 10 distinct values

http://www.videolectures.net
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e parent: The parent property is hierarchical, that is,epés of videos (the events) also have
parents. We have detected all parents of two lestta the deepest level.
The value of this feature is simply the jaccardilsirity of the resulting sets.

« title: After the indexing process, total idf (inversecdment frequency) of the common terms
is the value for this feature. The reason we chiogerse document frequencies over term
frequencies (or simply 0 or 1) is to make significevords more discriminative.

« categories. In the dataset, categories are also defined imiesarchy. We have created
category indexes for lectures to the deepest |eBetause the top categories are very
common for all videos, we applied the same strategwe did while computing the value for
the title feature. The total idf of the common gatees of two lectures is the resulting value.

» authors: To increase the effect of ‘same author’s diffédectures’ if she has fewer lectures
in the web site, we applied the total idf strateggin, for authors feature.

 description: We computed the value in the same way as weadithé title.

e co-viewing count: Score is the target value of the predictors @efirso far, which is
frequency of lecture pairs viewed together.

Each example in the transformed data representuides pair contains a set of features, and
a target variable (co-viewing count). The task sfireating a function to predict future co-
viewing counts is a supervised learning, specifjce¢gression problem. We have used linear
regression with the simplest estimator; ordinargstesquares. Linear regression with an
intercept term estimates a function in the follogvformat:

Y = Ry + ByXg + BpXo + ... +BX 1)

wherey is the target variable to be predictels are regressor variables (features), Blare
the parameters to be learned. We want to estirhatpdrameters so that the resulting function
minimizes the error, which is the difference betwedhe observed (actual) and estimated
values. Ordinary least squares is the approachimfmzing the sum of squared errors. Finally,
one can apply the estimated regression functicaantarbitrary video pair to predict the number
of times the videos will be watched together. Bef@applying the function, she need to
transform the video-pair into our joint featureacp.

We used R programming language [17] to estimatditiear model. Because language and
type attributes are categorical and have 10 andistict values, respectively; the resulting size
of dimensions is 31, while there are 363880 trgi@rample.

To measure the relative importance of regressaabigs on predicting the co-viewing count
of two videos, we have used the approach Grompasgititroduced [18]. Using the mettast,
we have compared each regressor variable’s cotitibto accuracy when all other regressors
are available. The top five regressor variablessaown in Table 1.
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Table 1. Top 5 relatively important regressors

Feature I mportance
title 0.0065
categories 0.0043
parent 0.0040
description 0.0025
authors 0.0022

Finally, we have assigned values of common terguieacies to features where we have used
inverse document frequencies previously, and run ghme algorithm. The final evaluation
results will show that using term frequencies dases the prediction accuracy.

3.3 Evaluation

To pre-evaluate the model we have estimated, wkeap®-fold cross-validation to data. The
cross validated standard error of estimate, whicthé square root of the mean of MSE’s of 3
folds, is computed as 23.4.

We have also analyzed the residuals, which is tfierence between the actual value and
estimated value of an observation, when 10% obbwervations were used to test the model we
have estimated from the remaining 90%. The qeartif residuals may give an idea about its
distribution. Table 2 shows the quartiles with minm and maximum values of residuals we
have computed, Figure 1 is a boxplot of quartiléth e range of 20. The quartiles show that
50% of residuals are between -4.14 and -0.27.

Table 2. Quartiles of residuals

Minimum 1% quartile 2" quartile | 3" quartile M aximum
(median)
-151 -4.14 -2.22 -0.27 3170

107



Joint Features Regression for Cold-Start Recommendati VideolLectures.Net

10

0
1

-10

-20

Fig. 1. Boxplot of quartiles of residuals

Goal of VideoLectures.Net Recommender System Ohgdierask 1 is finding a ranked list of
potential next lectures for each lecturetaskl querydata, by retrieving a ranked sublist from
the test set of lectures. The challenge can beidenesl as an information retrieval problem, and
they have defined an R-precision variants of sieni at K and MAP, which are standard
evaluation measures used in information retriel8].[

To find a ranked list of recommended lectures fagiveen lecture intaskl querydata, we
have paired the lecture with each possible testule from lectures_testdata, computed
predicted values, ranked them according to theescae have computed, and submitted the top
ranked 30 candidate lectures. The evaluation ssaremputed as 0.2492. The experiments also
show that choosing term frequencies instead ofrgeve&locument frequencies decreases the
predicting performance. In this case, the evalumasoore is computed as 0.2266. The final
evaluation score, 0.2492, can be considered hagtked 7th among 1656 submitted solutions
from 62 active teams of 303 registered teams with Bembers.

4  Conclusion

In this paper, we have described our solution txljot item-to-item link scores (co-viewing
counts, in this case) to solve cold-start problem recommender systems using
VideoLectures.Net Recommender System Challenge Wé&tahave used ordinary least squares
linear regression to predict scores. The resultsvstiat the method of defining joint features
and applying regression on transformed data previgesimple and accurate results in relatively
small dimensions.

However, we have only tried ordinary least squéiresar regression, which may not be the
best model for the problem; as a future work otlegression methods, especially the non-linear
models may be applied to the problem. In additimore features may be defined, and an
efficient feature selection method may be appleddta. We also left this process as a future
work.
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