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Abstract. One common application of text mining is event extraction,
which encompasses deducing specific knowledge concerning incidents re-
ferred to in texts. Event extraction can be applied to various types of
written text, e.g., (online) news messages, blogs, and manuscripts. This
literature survey reviews text mining techniques that are employed for
various event extraction purposes. It provides general guidelines on how
to choose a particular event extraction technique depending on the user,
the available content, and the scenario of use.

1 Introduction

With the increasing amount of data and the exploding number of digital data
sources, utilizing extracted information in decision making processes becomes
increasingly urgent and difficult. An omnipresent problem is the fact that most
data is initially unstructured, i.e., the data format loosely implies its meaning [9]
and is described using natural, human-understandable language, which makes
the data limited in the degree in which it is machine-interpretable. This problem
thwarts the automation of for example vital information retrieval (IR) and in-
formation extraction (IE) processes — used for decision making — when involving
large amounts of data.

Text Mining (TM) [15] is concerned with information learning from pre-
processed text (e.g., containing identified parts of speech or stemmed words).
By means of text mining, often using Natural Language Processing (NLP) [22]
techniques, information is extracted from texts of various sources, such as news
messages and blogs, and is represented and stored in a structured way, e.g.,
in databases. A specific type of knowledge that can be extracted from text by
means of TM is an event, which can be represented as a complex combination
of relations linked to a set of empirical observations from texts.

An example of an event is an acquisition. If we consider the representation
<Company> <Buy> <Company>, words identified in text referring to companies
are linked to the concept <Company>, and (conjugations of) verbs having the
meaning of acquisition are associated with <Buy>. Representations of this event
can be extracted from news message headers such as “Google acquires Picnik”,
“Lala bought by Apple”, or “Skype sold to Microsoft”.



Event extraction from unstructured data such as news messages could be
beneficial for IE systems in various ways. For instance, being able to determine
events could enhance the performance of personalized news systems [2,10], as
news messages can be selected more accurately, based on user preferences and
identified topics (or events). Furthermore, events can be useful in risk analysis
applications [3], monitoring systems [17], and decision making support tools [36].

Extracted events are also extensively applied within the medical domain [6,
38|, where event parsers are utilized for extracting medical or biological events
like molecular events from corpora. Another possible — but less researched —
application of event extraction lies within the field of algorithmic trading, repre-
senting the use of computer programs for entering trade orders with algorithms
deciding aspects like timing, price, and quantity of an order. Financial markets
are extremely sensitive to breaking news [24]. Economic events like mergers and
acquisitions [31], stock splits [14], dividend announcements [23], etc., play a cru-
cial role in the daily decisions taken by brokers, where brokers can be humans or
machines. Besides being able to process news faster, machines are able to deal
with larger volumes of emerging news, having access to more information than
we humans do, and thus making better informed decisions.

Given the promising potential for applications of event extraction, and as-
suming that the challenges of real-time extraction and combination of events
can be tackled adequately, it is worthwhile to investigate which text mining
techniques are appropriate for this purpose. The current body of literature is
lacking a high-level survey on event detection in text. Therefore, the goal of this
paper is to review existing approaches to event extraction from text. We aim
for providing general guidelines on selecting the proper text mining techniques
for specific event extraction tasks, taking into account the user and its context.
For this, we strive for a similar overview of performance aspects and recommen-
dations as has been developed for cross-lingual research systems [25]. The work
presented herein is a first step, focussing specifically on event extraction from
text. The recognition of the space and time event dimension in text is considered
outside the scope of this paper.

Throughout this paper we evaluate event extraction approaches using sev-
eral criteria. For this, we review data that are available in the literature and
distinguish between the categories high, medium, and low. First of all, we inves-
tigate the amount of data needed for each approach. Moreover, the amount of
required domain knowledge is evaluated, together with the required amount of
user expertise. Finally, we also discuss the interpretability of the results.

This paper continues with an elaboration of approaches to event extraction in
Section 2. Subsequently, Section 3 presents a discussion on the event extraction
approaches introduced in this survey. Finally, Section 4 concludes the paper.

2 Event Extraction

We distinguish between three main approaches to event extraction, in analogy
with the classic distinction that is made in the field of modeling. First, there



are data-driven approaches, described in Section 2.1, which aim to convert data
to knowledge through the usage of statistics, machine learning, linear algebra,
etc. Second, we distinguish expert knowledge-driven methods as discussed in
Section 2.2, which extract knowledge through representation and exploitation
of expert knowledge, usually by means of pattern-based approaches. Finally,
the hybrid event extraction approaches elaborated on in Section 2.3 combine
knowledge and data-driven methods.

2.1 Data-Driven Event Extraction

Data-driven approaches are commonly used for natural language processing ap-
plications. These approaches rely solely on quantitative methods to discover
relations. Data-driven approaches require large text corpora in order to develop
models that approximate linguistic phenomena. Furthermore, data-driven text
mining is not restricted to basic statistical reasoning based on probability theory,
but encompasses all quantitative approaches to automated language processing,
such as probabilistic modeling, information theory, and linear algebra.

One could distinguish between many approaches, e.g., word frequency count-
ing, ranking by means of the Term Frequency — Inverse Document Frequency
metric, word sense disambiguation, n-grams, and clustering. Despite their dif-
ferences, all approaches focus on discovering statistical relations, i.e., facts that
are supported by statistical evidence. Examples of discovered facts are words or
concepts that are (statistically) associated with one another. However, statistical
relations do not necessarily imply semantically valid relations, nor relations that
have proper semantic meaning.

Several examples of the usage of data-driven text mining approaches for event
extraction can be found in literature. For instance, in their 2009 work, Okamoto
et al. [27] elaborate on a framework for detection of occasional or local events,
which employs hierarchical clustering techniques. While clustering itself could
already yield promising results for event extraction, the authors of [21] make use
of a combination of weighted undirected bipartite graphs and clustering in order
to extract key entities and significant events from daily web news. Clustering
techniques are also employed by Tanev et al. [34], who also aim for real-time
news event extraction, but focus especially on violence and disaster events. The
authors make use of automatic tagging of words and the presented framework
is designed to automatically learn patterns from discovered events. Lastly, the
authors of [19] also employ word-based statistical text mining in their work from
2005. The authors elaborate on a framework aimed at news event detection,
based on support vector machines.

A drawback of the discussed data-driven methods to event extraction is that
they do not deal with meaning explicitly, i.e., they discover relations in cor-
pora without considering semantics. Another disadvantage of statistics-based
text mining is that a large amount of data is required in order to get statistically
significant results. However, since these approaches are not based on knowledge,
neither linguistic resources, nor expert (domain) knowledge are required.



2.2 Knowledge-Driven Event Extraction

In contrast to data-driven methods, knowledge-driven text mining is often based
on patterns that express rules representing expert knowledge. It is inherently
based on linguistic and lexicographic knowledge, as well as existing human knowl-
edge regarding the contents of the text that is to be processed. This alleviates
problems with statistical methods regarding meaning of text. Information is
mined from corpora by using predefined or discovered linguistic patterns, which
can be either lexico-syntactic patterns [11,12] or lexico-semantic patterns [2].
The former patterns combine lexical representations and syntactical information
with regular expressions, whereas the latter patterns also make use of semantic
information. Semantics are usually added by means of gazetteers, which use the
linguistic meaning of text [7, 8], or by means of ontologies [10, 32].

Several attempts have been made for extracting events using pattern-based
approaches to text mining. Both — mostly manually created — lexico-syntactic
and lexico-semantic patterns are used; the former more often than the latter.
For instance, in their 2009 work, Nishihara et al. [26] extract personal experi-
ences from blogs by means of three keywords (place, object, and action) that
together describe an event. For this, sentences are split using lexico-syntactic
patterns. A similar approach can be found in [1], where the authors focus on
pattern-based relation and event extraction. Here, lexico-syntactic patterns are
employed in order to discover a wide range of relations and events in the domains
of finance and politics. The authors of [38] elaborate on a methodology to extract
events using a general-purpose parser and grammar applied to the biomedical
domain. To this extent, lexico-syntactic patterns are employed that define the
argumentation structures within texts. Hung et al. [13] elaborate on a frame-
work that can be employed for mining the Web for event-based commonsense
knowledge by using lexico-syntactic pattern matching and semantic role label-
ing. A large number of raw sentences that possibly contain target knowledge is
collected through Web search engines. Web queries are formulated based on a set
of lexico-syntactic patterns. After labeling the semantic roles, i.e., defining the
relationships that syntactic arguments have with verbs, knowledge is extracted
and stored in a database. A final example of the employment of lexico-syntactic
patterns can be found in the work of Xu et al. [37]. Here, the authors envisage
the usage of lexico-syntactic patterns in order to learn patterns from texts on
prize award events, in the form of bootstrapping-oriented unsupervised machine
learning, initialized with lexico-syntactic pattern seeds.

In pattern-based event extraction, concepts that have specific meanings
and/or relationships are required, but either they are not available or they are
not used due to the lack of pattern expressivity (i.e., in lexico-syntactic patterns).
To solve this, lexico-semantic patterns are employed. These patterns are used for
various purposes. In an attempt to discover event patterns from stock market
bulletins, the authors of [20] analyze tagged corpora by means of gazetteering
semantic concepts that are based on a (financial) domain. Cohen et al. [6] em-
ploy a concept recognizer on a biological domain in order to extract medical
events from corpora, thus taking into account the semantics of domain concepts.



A similar approach is used by Vargas-Vera and Celjuska [35], who propose a
framework for event recognition, focusing on Knowledge Media Institute (KMi)
news articles. The framework aims for learning and applying lexico-semantic
patterns. The extracted information is utilized to populate a knowledge base.
Lastly, Capet et al. [3] present a methodology aimed at event extraction for an
automated early warning system. The authors employ lexico-semantic patterns
for concept matching using dependency chains enhanced using lexicons (word
lists), so that concepts are matched whenever syntactically related chains of ex-
pressions conveying their constituent concepts occur within the same sentence.

Several advantages stem from the utilization of pattern-based approaches
to event extraction. Firstly, pattern-based approaches need less training data
than data-driven approaches. Also, it is possible to define powerful expressions
by using lexical, syntactical, and semantic elements, and results are easily in-
terpretable and traceable. Patterns are useful when one needs to extract very
specific information. However, in order to be able to define patterns that re-
trieve the correct, desired information, lexical knowledge and possibly also prior
domain knowledge is required. Other disadvantages are related to defining and
maintaining patterns, as knowledge acquisition is made more difficult (e.g., in
costs and consistency) when patterns need to be scaled-up to cover more situa-
tions [33] due to the fact that patterns are usually hand-tuned.

2.3 Hybrid Event Extraction

Despite the advantages of both data-driven and knowledge-driven approaches
to event extraction, in practice, it is difficult to stay within the boundaries of
a single event extraction approach. As both approaches have their disadvan-
tages, combining the two methods could yield the best results. In general, an
approach can be viewed as mainly data or knowledge-driven. However, there is
an increasing number of researchers that equally combine both approaches, and
thus in fact employ hybrid approaches. For instance, it is hard to apply solely
pattern-based algorithms successfully, as these algorithms often need for instance
bootstrapping or initial clustering, which can be done by means of statistics [29].
Hybrid approaches could emerge when solving the lack of expert knowledge for
pattern-based approaches, by applying statistical methods [5]. Also, researchers
can combine statistical approaches with (lexical) knowledge, e.g. to prevent un-
wanted results [28] or to reinforce statistical methods [30].I addition, you can
also constrain the learning methods (i.e. data-driven approaches) by using ex-
pert knowledge so that a better model is learnt more easily.

In IE literature, many hybrid approaches to text mining are described for ex-
tracting events. Most systems are knowledge-driven methods that are aided by
data-driven methods, and thus frequently solve the lack of expert knowledge or
apply bootstrapping to boost extraction performances, e.g., in terms of precision
and recall. For instance, Jungermann and Morik [16] combine lexico-syntactic
patterns with conditional random fields (depicted as undirected graphs), in or-
der to extract events from the minutes of plenary sessions of the German par-
liament. An example of bootstrapping lexical techniques with statistics is given



in [29]. Here, the authors bootstrap a weakly supervised pattern learning al-
gorithm with clusters, in order to be able to extract violelence incidents from
online news with high precision and recall, as well as storing these in knowl-
edge bases. Chun et al. [4] extract events from biomedical literature by means
of lexico-syntactic patterns, combined with term co-occurrences. Finally, aiming
for ontology-based fuzzy event extraction for Chinese e-news summarization, the
authors of [18] employ a grammar-based statistical method to text mining, i.e.,
part-of-speech tagging. However, tagging is based on domain knowledge that is
stored in ontologies, thus making the event extraction a hybrid process.

In hybrid event extraction systems, due to the usage of data-driven methods,
the amount of required data increases, yet typically remains less than is the case
with purely data-driven methods. Compared to a knowledge-driven approach,
complexity — and hence required expertise — increases due to the combination of
multiple techniques. On the other hand, the amount of expert knowledge that
is needed for effective and efficient event discovery is generally less than for
pattern-based methods, because of the fact that lack of domain knowledge can
be compensated by the use of statistical methods. As for the interpretability,
attributing results to specific parts of the event extraction is more difficult due
to the addition of data-driven methods. Yet, interpretability still benefits from
the use of semantics. Disadvantages of hybrid approaches are mostly related to
the multidisciplinary aspects of hybrid systems.

3 Discussion

Table 1 provides a summary of the methods discussed, by combining the results
from the discussions in Section 2. Per approach elaborated on in this paper, the
employed methods and the type of events that are discovered are summarized.
Also, the minimum amount of required data and required domain knowledge
and expertise are included, as well as the interpretability of the results.

From the results presented in this table, we derive that in terms of data
usage, knowledge-driven event extraction methods require the least amount of
data (i.e., experiments are performed on a couple of hundreds of documents
or sentences). Data-driven methods on the other hand often make use of more
than ten thousand documents. Hybrid methods generally report results on a
maximum of ten thousand documents. As for interpretability, i.e., the ease with
which the (intermediate) results can be translated to a human-understandable
format, data-driven methods perform worst. Knowledge-driven methods on the
other hand score higher on interpretability. Especially lexico-semantic pattern
approaches have a high level of interpretability, as patterns can easily be trans-
lated into natural language, while lexico-syntactic patterns require more effort.
Finally, when considering the amount of expert domain knowledge and expertise
needed for each approach, data-driven methods require less of both than hybrid
and knowledge-driven methods.

As a general guideline for selecting a suitable technique for event extraction,
based on the results of our survey, we suggest the usage of knowledge-based
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techniques for casual users (e.g., students) that prefer an interactive, query-
driven approach to event extraction, assuming domain knowledge and expertise
to be readily available. Users can easily specify patterns in a language that is close
to their own natural language, without being bothered with statistical details
and model fine-tuning. On the other hand, users like (academic) researchers
would benefit from both hybrid and data-driven approaches, as these are less
restricted by, for example, grammars.

4 Conclusions

In this paper, we investigated the main approaches to event extraction from
text that are elaborated on in the current body of literature. Overall, data-
driven methods require many data and little domain knowledge and expertise,
while having a low interpretability. Conversely, for knowledge-based event ex-
traction little data is required, but domain knowledge and expertise is needed.
These approaches generally offer a higher traceability of the results. Finally, hy-
brid approaches seem to be a compromise between data and knowledge-driven
approaches, requiring a medium amount of data and domain knowledge and of-
fering medium interpretability. However, it should be noted that the amount of
expertise needed is high, due to the fact that multiple techniques are combined.
As a guideline, we advise knowledge-driven techniques for casual and novice
users, whereas data-driven are more suitable for advanced users.
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