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Abstract. To represent a text, Natural Language Processing applica-
tions are to determine and extract from the text features that are es-
sential for the particular task. Although high-level features seem to be
promising for many tasks, they were rarely addressed, since the extrac-
tion of those features is a big challenge. This thesis aims at extracting
high-level semantically rich features from natural language text. The al-
gorithms we will propose will enable development of novel applications
in different areas.

1 Introduction

In many NLP tasks documents are represented as feature vectors. These vectors
can then serve as an input to various algorithms such as e.g. document clustering
and classification. These features are to reflect essential for the particular task
characterics of the documents. For example, the topic of a document could hardly
be reflected by the average sentence length. Though sentence length could be
utilized in authorship analysis, since some authors are known for using very long
sentences (e.g. L. Tolstoy) while others prefer shorter ones (e.g. E. Hemingway).

The most widely used features are primarily lexical and character ones, those
that consider a text as a sequence of words and characters respectively. Namely,
word frequencies |7, 10], vocabulary richness [10], n-grams [12], letter frequencies
[6], character n-grams [24], etc. A very big advantage of those low-level features
is that they are easy to extract automatically. High-level features capturing not
only the symbolic information but more semantics of a text often appear to
be more promising while solving different tasks, but modern NLP tools do not
provide accurate extraction of those features. Therefore they were very rarely
exploited.

The goal of the thesis is to develop a number of algorithms for high-level
semantically rich features extraction and to evaluate these features in terms of
their applicability to different NLP tasks.
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2 The State of the Art

2.1 Figurative Language Extraction

One of the first attempts to automatically process figurative language is pre-
sented in [8]. The described system recognizes metaphor and metonymy based
on selectional preferences. For example, the subject of drink in its literal meaning
should be animate. It is not satisfied in case of My car drinks gasoline, where the
verb appears as a metaphor. The method requires manually annotated corpora
and therefore it is difficult to extend.

The TroFi system presented in [4] aims at identifying figuratively used verbs.
The authors construct two seed sets, one of them contains literal usages, and
the other contains metaphorical ones. The algorithm measures the similarity
between the context of the utterance in question and the seed sets and labels
the utterance as literal or metaphorical depending on what set is closer.

The method proposed in [9] distinguishes between literal and metaphorical
usages. The approach is based on Maximum Entropy classification. The training
data consists of manually annotated instances of MOTION and HEALTH verbs
from the Wall Street Journal corpus.

Another system for automatic metaphor identification is described in [22].
Starting with a small seed set of annotated metaphorical expressions, the sys-
tem is able to identify metaphors in a large corpus by applying verb and noun
clustering.

In [5] we have presented an approach to detect figurative language in general.
Given an expression in a context, the proposed algorithm is to decide whether
the expression is used metaphorically or literally. The underlying idea of the
algorithm is as follows: if there is a significant difference between usual sense
of an expression and a sense of its context, the expression is likely to be used
figuratively. We are going to extend this study and to propose a number of
methods for extracting different types of figurative language. Unlike the majority
of the previous work on the subject, we do not focus only on verbs. We will
consider different parts of speech as well as metaphorically used multi-word
expressions.

2.2 Sentiment Extraction

Sentiment analysis is a broad research area with various applications such as,
for example, product and movie review mining. The problems of identifying
opinionated documents and detecting their polarity have been actively addressed
during the last years [26, 17, 27]. The problem of fine-grained emotion annotation
was defined at the SemEval 2007 task on "Affective Text" [25]: given a set of
news titles, the system is to label each title with the appropriate emotion out the
following list: ANGER, DISGUST, FEAR, JOY, SADNESS, SURPRISE. The
results obtained by participating systems show that the problem is very difficult
and requires future study.



In contrast to the studies mentioned above, we consider sentiment as a high-
level feature that can be exploited by other applications. In these terms, the
most related to ours is the study described in [18]. The method is based on
the idea that opinions of different authors are expressed differently. The authors
show that opinion mining techniques can be improved by considering authors
separately.

In this thesis, we also refer to the idea of jointly using authorship analysis and
sentiment detection. The study [18] proves that opinion mining can benefit from
authorship attribution techniques. We believe that the extraction of sentiments
could as well improve authorship analysis, since emotions influence writing style.

2.3 Extraction of Psychological Characteristics

The problem of detecting personal psychological characteristics by analysing
writing style has been rarely addressed. A study of the problem in question
is presented in [1]. It shows that psychological characteristics of a person are
reflected in his or her writing style. The authors used student essays as an ex-
perimental data, all students also had to fill in a questionnaire as to determine
their "Big Five" personality dimensions: neuroticism, extraversion, openness,
conscientiousness and agreeableness [11]. The results on neuroticism detection
are presented and a relatively high accuracy rate of 65.7% is achieved.

In this thesis, we plan to consider these characteristics as well as other, such
as e.g. learning style.

3 The Proposed Approach

The topic of this research is very broad and could not be completely covered in
the thesis, therefore we focus our attention only on some particular problems and
approaches within the topic. The thesis is to propose a number of algorithms for
features extraction, that as we believe will enable development of various novel
algorithms based on high-level features, such as e.g. authorship analysis, genre
identification and opinion mining.

3.1 The Features

We describe below the features we plan to study.

Figures of Speech Figurative language refers to words that deviate from their
literal meaning. Figurative language can be represented by metaphor, metonymy,
simile, irony, etc. In this thesis we plan to address the extraction of the following
figures of speech:

— Metaphor. It is a figure of speech that arises out of an analogy between
two domains or ideas, thus a concept is described in terms of another con-
cept’s domain. The examples of metaphor: “She is a sunshine”, “My heart is
dancing”.



— Metonymy. Similarly to metaphor, metonymy substitutes a name of a con-
cept with another one. Although metaphorical substitution is based on sim-
ilarity, whereas in metonymy, it is based on association or relatedness. The
typical metonymic expressions include using the name of a place instead of
some people or events associated with the place: “ Russia decided to invest
in roads”, “In the time of Vietnam”.

— Irony. It appears when a literal meaning is opposite to what is actually
meant. For example, saying “This is great we have to wait another day”,
while a speaker is not really happy about the fact.

It has been shown by previous research that figures of speech are a frequent
phenomenon of a language [9]. Being able to capture figures of speech, is essential
for many applications, such as e.g. machine translation and dialogue systems.
Moreover, the usage of figurative language can pertain to the author’s writing
style, therefore this type of features can be utilized by authorship analysis ap-
plications. The study described in [19] shows that figurative language extraction
can be successfully applied to the tasks of sentiment analysis, since metaphori-
cal expressions tend to be opinionated. Furthermore, this area will benefit from
irony detection, because ironical utterances of a word have the opposite polarity
from literal meaning, e.g. positive adjective good is negative while used ironically.

Sentiments in Text Sentiment analysis is a broad area which deals with com-
putational processing of sentiment and opinion. It has various applications from
political opinion mining to analyzing product reviews. Aside from the fact that
sentiments in text are studied by an independent research area, we believe they
can serve as high-level features for various other applications. Stylistic tasks such
as authorship analysis can benefit from exploiting sentiment-based features, since
different people tend to express their emotions differently and this fact can be
utilized to distinguish between their writing styles.

Psychological Markers Given a text, we are to determine psychological char-
acteristics of an author of the text. The results reported in [1] show that different
psychological properties of a person can be learned from his or her writing style.
The authors considered the "Big Five" personality dimensions in their study.
In addition to this personal properties, we are going to consider learning style.
In psychological literature, people are usually divided into visual, audial and
kinesthetic learners [3]. Visual and audial learners learn primarily by seeing and
hearing things respectively, while kinesthetic learners are those who learn best
by feeling and doing.

This type of features can be utilized in psychology as well as in authorship
profiling as described in [1].

Potential applications of the algorithms include authorship analysis, opinion
mining.



4 Experiments

So far, we have performed only a small piece of the experiments, concerning
gender identification and learning style detection. The experiments are desribed
below.

4.1 Gender Detection

Men and women often express their emotions differently [16]. We expect this fact
should have an impact on the writing style of different genders. Therefore, we
hypothesize that opinionated lexicon can be used to distinguish between genders.
In our experiments we both considered opinionated lexicon as the only feature
and while combined with features proposed by previous research.

We used dataset presented in [21], it is available at the website of one of
the authors. First, we selected only those blogs which have between 10 and 30
thousands of words. This set contained 1138 female-authored blogs and 1125
authored by males. Then we selected only words opinionated according to Senti-
Wordnet [2] and applied Naive Bayes classification to the data. To estimate the
accuracy, we used 10-fold cross validation. The results are presented in Table 1.

Table 1. Detailed Accuracy By Class for classification using all opinionated words

Class TP Rate FP Rate Precision Recall F-measure
male 0.53 0.27 0.66 0.53 0.59
female 0.73 0.47 0.61 0.73 0.67

As it was defined in [14], we then calculated gender score of each feature.
Feature weight is the probability of seeing this feature in a given category (gen-
der).

Count(F
Count(C

Weightfemale( )
Weightfemale( )+W€Zgh male( )

Thus, if the gender score of a feature is closer to 1, the feature is more
representative for female gender. And if the value is closer to 0, the feature is
more representative for males. The most discriminative features (features with
the highest and the lowest gender scores out of the features with total frequency
more than 600) are shown in Table 2.

We then selected only those features that are more representative either for
males or for females, i.e. those which have gender score closer to 0 or 1. As it is
shown in Table 3, the highest F-measure is achieved when we exclude features
with gender scores falling into the following intervals: (0.2; 0.7) and (0.2; 0.8).
The confusion matrix and detailed accuracy for the latter case are presented in
Table 4 and Table 5 respectively.

Weighto(F) = P(F|C) =~ ;

GenderScore(F) =



Table 2. The most representative opinionated words for each gender

word gender score
female|fabulous 0.76
cute 0.73
cry 0.72
male |comic 0.29
liberal 0.27
victory 0.27

Table 3. F-measure of the gender classification using opinionated words with gender
score out of the specified interval.

Endpoints of the
excluded interval|0.1 (0.2 (0.3 0.4

0.6 0.71{0.74 ]0.72|0.68
0.7 0.74/0.75(0.72|0.67
0.8 0.74/0.75]0.71|0.67
0.9 0.74(0.74 0.70|0.67

The presented results show that opinionated lexicon can be a remarkable
feature for gender detection, though it is not reliable enough to serve as the only
feature of a classifier. Therefore, we decided to combine opinionated lexicon with
other features. In [21] a list of 30 words was suggested to distinguish between
genders. The accuracy of the gender classification using this list is presented in
Table 6.

Table 4. Confusion matrix for the gender classification using opinionated words with
gender score ¢ (0.2; 0.8)

true male|true female
classified as male |711 131
classified as female|414 1007

We have also conducted experiments using the combined feature list, it in-
cluded both the opinionated words and the words from the list suggested in [21].
The F-measure values are shown in Table 7. This time the highest F-measure
was achieved when the features with gender score falling into (0.2; 0.9) were
excluded, though the improvement over classification based only on opinionated
lexicon is not sufficient.

4.2 Learning Style Detection

In psychological literature, three main types of learners are defined: visual, au-
dial and tactile (kinesthetic) learners according to the type of information they
perceive better [3].



Table 5. Detailed Accuracy By Class, gender score ¢ (0.2; 0.8)

Class TP Rate FP Rate Precision Recall F-measure
male 0.63 0.12 0.84 0.63 0.72
female 0.88 0.37 0.71 0.88 0.79

Table 6. Detailed Accuracy By Class for the gender classificating using the list of
words presented in [21]

Class TP Rate FP Rate Precision Recall F-measure
male 0.63 0.19 0.76 0.63 0.69
female 0.81 0.37 0.69 0.81 0.74

We hypothesize that the learning style influences the writing style of a person.
In order to test the idea we used the same collection of blog posts as in the pre-
vious experiment. For each learning style we have defined a list of marker words.
The naive way to construct such lists is to obtain hyponyms of the corresponding
categories: visual property and wvisual perception, tactile perception, taste sensa-
tion and taste property, auditory semsation, sound and sound property. Thus,
the list of visual markers contained light, darkness, colors such as pink or violet,
etc., with the total number of 370. The audial list contained whistle, clop and
bark as well as other sounds and such words as music, chorus and so on, with
the total number of 354. The list of tactile markers included sweet, sour, relish,
etc., the total number of the tactile markers is 123. We stemmed the words in
the obtained lists and estimated the number of those words in given blog posts.
The numbers of each category markers in the blog posts, normalized over the
total amount of words in a post and the number of markers in the category, are
presented in Figure 2.

The obtained results correspond to the ideas described in previous psycho-
logical research [15, 23]. According to [15, 23] a little more than one half of people
does not have one prefered learning style, while others demonstrate prevalence
of the only style. Among those, about 80% are kinesthetic learners.

Since this topic has been rarely addressed in the past, there is no avalaible
benchmark for the task. Therefore complete in vitro evaluation is impossible

Table 7. F-measure of the gender classification using opinionated and frequent words
with gender score out of the specified interval.

Endpoints of the
excluded interval|0.1 [0.2 (0.3 0.4

0.6 0.72]0.74 0.72|0.68
0.7 0.73(0.75 |0.73|0.68
0.8 0.74(0.75 ]0.72|0.68

0.9 0.75|0.76(0.72(0.67




on this stage. In this thesis, we are going to provide in vivo evaluation of the
learning style detection in the authorship analysis tasks.
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Fig. 1. The proportion of each learning style markers in blog posts

5 Conclusions and Future Work

The thesis we are working on will propose a number of algorithms for the ex-
traction of high-level semantically rich features. Such features are known to be
promising for various tasks including machine translation, question answering,
authorship attribution, opinion mining, etc. We believe these algorithms will
enable development of novel approaches different tasks. In order to test this
assumption, we plan to evaluate the features in question in terms of their help-
fulness while solving authorship analysis and opinion mining tasks. Thus, we will
continue the work on the thesis in the following directions:

— Feature Extraction. We plan to propose several algorithms for feature
extraction and to provide in vitro evaluation of these algorithms if possible.

— Feature Integration. As to provide in vivo evaluation of the feature ex-
traction algorithms, we plan to focus on Authorship Analysis and Opinion
Mining

In the next half a year we plan to address the problem of detecting author’s
gender. In this paper, we have considered opinionated lexicon as a feature to
predict author’s gender. According to the conducted experiments, authors of
different genders tend to use different opinionated words, though the accuracy of
the classifier based only on these features is less than the accuracy of state-of-art



methods. Combination of opinionated lexicon with the feature words described in
[21] gave only insufficient improvement. Thus, we plan to consider other features.
In particular, slang is described in [20] as reliable feature to predict author’s
gender.
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