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ABSTRACT

Aggregating users’ individual preference and recemding a
common set of items for a group has become a ciwafig topic

in group recommender systems and social websit@s.i3sue is
mainly concerned with the following three objectvesliciting

individual users' preferences, suggesting outcaimesmaximize
the overall satisfaction for all users and ensurthgt the

aggregation mechanism is resistant to individualersis
manipulation. Firstly we show how our proposed piulistic

weighted-sum algorithm (PWS) works and emphasizeitsn
advantages. Then we compare PWS with related apfpesa
implemented in similar systems using the case af music

recommender, GroupFun. We describe an experimesigrido

study users’ perceptions of the algorithms, thencpived fairness
and incentives to manipulate the final recommerndatiutcome.
We expect our results to show that PWS will be gieed as fair
and diversity- and discovery-driven, thus enhandimg group's
satisfaction. Our future work will focus on the w@aitevaluation of
GroupFun using the experiment design presented here

Categories and Subject Descriptors
H1.2 [User/Machine Systemp human factors; H5.2 User
Interfaces]: evaluation/methodology, user-centered design.

General terms
Experimentation, Human factors.

Keywords
Quality measurement, usability evaluation, reconuheersystems,
quality of user experience, post-study questiomnair

1. INTRODUCTION

Group recommender systems use various aggregatairgies to
suggest a common list of items to a group of us@rese
strategies aim at increasing the group’s welfart @ based on
users’ votes on items. The social welfare is anregme of
individual utilities of all group members. Most cormon used
deterministic strategies are: plurality voting,litdtian, approval
voting, least misery, most pleasure, average withwmisery,
fairness, most respected person, Borda count, @ogelule or
Kemeny scores (Masthoff, 2005). One can easily teregher
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distinct strategies based on these. Social chdieery aims to
offer an answer to “which strategy is most effeetand will be
most liked by a group of users?” (Hastie and Kame&f®5).
With the purpose of determining what strategy peapttually
use, Masthoff (2004) found that individuals use patationally
simple strategies mentioned above, particularly therage
strategy, the average without misery and the leéstry strategy.
However, there is no dominant strategy as peopitelswetween
them given a different context. Fairness playsnapartant role in
decision making but members do not have a cleategty for
applying it.

Our main research question is to determine “whigoug

satisfaction rule best satisfy users expectatioMgd propose 4
algorithms and investigate upon: “which algorithsnbiest suited
to meet users’ expectations” for our music reconueersystem,
GroupFun and “how users perceive the algorithmgugacy”.

Next we present related work, then considered dlgos together
with our implementation and future experiment desig

2. BASELINE AND RELATED WORK
2.1 MusicFX

MusicFX is a music system offering best music matoh
employees working out in a fithess center (McCartiayd
Anagnost, 1998). The algorithm aims at selecting thost
preferred music genre that maximizes members’ riste
pleasure. For this it computes a group preferendex and sums
squared individual preferences. Then it lists thestmpopular
categories. The system also saves events in itsryisuch as:
member entrance, member exit, individual preferenpeate,
system parameter adjustment and maximum stationp {iae
elapsed. Since some individual preference filteay mot change,
the system opts for a different music configuratametording to
two criteria: playing more the music which membkke most
and playing less the music which members like ledste
weighted random selection operator is one stratisgg to reduce
the likelihood of starvation. Another strategyimiting the period
of time for one genre to be played — regardlesisosi popular it
is — before the selection algorithm is invoked ey to select a
new station. MusicFX has two important advantagds: it
increases the variety of music and (2) it demopesatithe music
selection process. Thus it is adaptive to changireferences of
its users also proposing new songs for them. Oawlthck of the
system is that it changes music stations abruptiyhé middle of
the songs.

2.2 PolyLens

PolyLens is a collaborative filtering recommendgstem which
recommends movies to groups of people based onitividual
preferences (O’Connor et al. 2001). It representsgraup



extension of the MovieLens recommender system \eitier

80,000 users and their ratings for more than 3r560ies (with a
total of nearly 5 million votes). Users can createl manage
groups, access individual and group recommendatindgeceive
notification alerts for group invitation. The algbm uses the
least misery strategy given that the groups forteedvatch a
movie together tend to be small. As such the giswgs happy as
its least happy member. The authors mention tha¢ %ocial

value function and algorithm are unlikely to worlelivfor large

groups”. They further note that “it is still an epeesearch
question to understand the types of social valuetfans that best
satisfy large groups and to implement them algonically”.

2.3 Voting strategies

An extensive study on a group of television viewaising at
finding which strategy people use was realized bgsttioff
(2005). In the experiment 10 deterministic groupingrules are
compared: plurality voting, utilitarian strategy,of8a count,
Copeland rule, approval voting, least misery sgwatemost
pleasure strategy, average without misery stratdgyness
strategy and most respected person strategy. Theriment
shows that individuals do not use a clear domirsarategy, but
average, average without misery, and least miserglaplausible
candidates for implementation. In a different ekpent
addressing how people judge the recommendation ltsesu
multiplicative utilitarian strategy is the most prising strategy,
but the other strategies received close scoreghénstudy of
television viewers the hypothesis that social statufluences
selection has no statistical dominance. Non-lineglity suits
better users’ expectations than a linear one. &iance quadratic
rating scale is appropriate for implementation.tfemmore, there
is strong evidence that human subjects use a sefissmple
strategies in different judgment contexts they f&a® instance, if
one takes the satisfaction of the group to be trerage of the
satisfaction of the individuals, then the averamatsgy performs
best. Taking the minimum better corresponds topteglictions
which are made by individuals assessing their oeeds.

3. ALGORITHMS

In the music domain many users usually form marougs and
listen to many songs. Given the fact that the leroftone song is
of 3 to 4 minutes users usually select a playlsitaining several
to lots of songs. This is not the case of movidecsen when
users need to agree on only one or few movie(s) waild like
to consume given their limited time and the lengtha movie:
~2h. Thus, the music domain presents both oppdigesnand
challenges since the recommendation needs to foousoth
diversity and accuracy.

We propose the following 4 algorithms for companiso

¢ PS (Probabilistic Sum): select the common playlist’
songs probabilistically, each of them having theesa
probability to be selected

e LM (Least Misery): select songs with the highest
minimum individual ratings

¢ DWS (Deterministic Weighted Sum): deterministically
select songs with the highest score

¢ PWS (Probabilistic Weighted Sum): compute weighted

sum and select songs based on their score praiesbili

3.1 General framework

Let A be the set of all users and S the set gb@dkible outcomes
that can be rated. In our group music recommenaatting, the

outcomes are song§, that are selected in the common playlist.
We let each use8; submit a numerical vot&COr (s , a, ) for

each song§ that reflects their preference for that song. These

votes are given as ratings on a 5-point Likertesead normalized

so that the scores given by each user sum to 1:
rating(s;a;)

Yirating(sya;)

We then assign a joint score to each song thairgpated as the

sum of the scores given by the individual users:

score(s;, aj) = 1)

)

To choose the songs to be included in a playlistenfth k, a
deterministic method is to choose the k songs with highest
joint rating: weighted sum (DWS):

score(s;) = Za]-EA score(s;, a;)

score(s;)

score\sS;) =
(s1) Ss;es score(sy)

3
The probabilistic weighted sum (PWS) iterativelyests each of
the k songs randomly according to the probabilisgribution:

score(s;)

S5 esScore(s)

p(s) = @)
By comparison, the probabilistic sum (PS) methodosees the k
songs with equal probability:

p(s;) = ﬁ 5)

The least misery (LM) method takes into accountrtit@mum of
ratings for each user:

min (score (si, aj)) ,Va; € A (6)
3.2 Example

To illustrate how each algorithm works, we consither following
example. In the next table, userl, user2, and 8@segpresent
group members. The score distribution normalizet for each of
the users is displayed in the respective row, &edjdint scores
are shown in the table below.

Table I. Item selection example using the 4 algohims

Userl | Songl:0.1| Song2:0.4 Song3:04  Song4: .1
User2 | Songl: | Song2:0.2 Song3: _| Song4: 0.8
User3 | Songl: 0.4| Song2:0.2 Song3:_| Song4: 0.4
Total | Songl:0.5| Song2:0.§ Song3:04  Song4: .3

The least misery (LM) will choose song 2 and son(e&ch of
them has the minimal rating 0.2). For all othergsothe minimum
score is 0.1. After normalizing the total scoresthg sum of
scores, we obtain the following probability distriton for the set
of outcomes.



Table II. Probability distribution

|P |Songl: 0.16 | Song2: O.2|6 Song3: 0[13 Song 4: q.43

Considering the probability as the final score, theerministic
weighted sum (DWS) will chose songs 4, 2, 1 anBr8babilistic

weighted sum (PWS) will choose one song after araiking this
probabilistic distribution. Compared to other sbahoice based
algorithms, PWS is incentive compatible. Thattigsito the best
interest of the individual to reveal his/her prefeges truthfully. It
is in fact equivalent to a random dictator methedere the
dictator will choose a song randomly with the ptubges given

by its degree of preference — a reasonable metinoe sobody
wants to hear the same song over and over agais\.isThecause

the probability of a song to be chosen can be written as:

score(sia;)

P@J=EQEFQ=ZWM——QT—' (1)

or, in other words, the probability of choosing ruﬁ times the

normalized score that usaaj has given to songS . Indeed,

User3's preference for song 1 yields a signifigaratbability that
this song will be included in the playlist, relaito other songs.

3.3 Discussion

The contribution of the PWS algorithm in the paptnds out
with respect to group satisfaction. We expect userbe more
satisfied using PWS than other algorithms givelr tivgoectations
to discover the music of other members.

Advantages of PWS compared with the other algosthm
Users are free to choose the number of songs
Ratings are updated permanently

The algorithm is computationally simple

Users can negotiate their ratings and trade utility
Incentive-compatible truthful property is observed

2 e o

The algorithm favors music diversity
The disadvantages of PWS are:

1. It is difficult to quantify rating differences beéen distinct
users. The weights given by each user cannot bea@u
with the ones given by another since users haverdift
estimations of their utility.

2. Self-selection effect: most popular songs will reeemost
votes - not ideal if long tail distribution is dieil.

Since PWS can be interpreted as similar to theaandcheme
users have to test it in more recommendation rotmdaderstand
its inner logic. PWS can be further developed tude the group
dynamics. One solution is to consider trust anceiothembers’
comments on the songs rated by one user (e.g’ikglike”).

The PWS algorithm stands out with respect to algwisers to
engage in trustful individual preference elicitatiand music
discovery. By returning to the recommendationth&t group will
find a different playlist every-time they are wolulikk to listen to
group music. By considering the probabilistic disition of

ratings and an extensive music library the algorithill mostly

suggest songs strongly liked by most others. Sonestiit will

recommend unexpected, rating-wise, serendipitousmsit
facilitating music discovery and group enjoyment.

4. GROUPFUN

GroupFun is a web application that helps a groufriehds to
agree on a common music playlist for a given evbey will
attend, e.g. a birthday party or a graduation cergmFirstly, it is
implemented as a Facebook plugin connecting user¢heir
friends. Secondly, it is a music application thelpls individuals
to manage and share their favorite music with gsoum
GroupFun users can listen to their own collectibsangs as well
as their friends’ music. With the collective musiatabase, the
application integrates friends’ music tastes ancbmamends a
common playlists to them. Therefore, the applicatams at
satisfying music tastes of the whole group by agafieg
individual preferences through the use of previpyslesented
algorithms.

2T My Groups | My Music

You friends, your music, your party!

Figure 1. “Home” page of GroupFun

In the “Home” page users see 4 playlists: one feoracent event,
one containing popular songs, one from a party taedast one
from an older event. They can listen to each songaich of the
playlists.
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+ Upload More

+ Rate group songs
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Figure 2. "My Groups" page of GroupFun

In the “My Group” page users can create groupspaghhand rate
their music, invite friends and hear the group’agso Finally, in
the “My Music” page users see their contributionGooupFun:
for each song is displayed the associated groaprating and its
name and artist. Users can also listen to theirividdal

preferences in the same interface. One of the nmpbrtant
characteristics of GroupFun is that it combinesimudsends and
groups together. In other words, GroupFun servea pktform

allowing users to conveniently organize their indial music
library, effectively communicate with friends andctigely

participate in social activities.



5. EXPERIMENT DESIGN

To compare how users perceive the 4 algorithmslasm to carry
on a between-groups user study. With the resultsthef
experiment we will be able to make a judgment efitifluence of
both the algorithms and the design on users’ satisin. We plan
to collect solid user feedback regarding how amritigm should
allow group members to arrive at a common decigioa music
recommendation setting.

Our hypotheses are that: (1) users will not rettegil preferences
strategically as to influence the algorithm’s oui& (2) they will
prefer more PWS than DWS given the increased dtyen$ the
recommendations they receive and (3) the group peliceive
more overall satisfaction but less diversity usitiie LM
algorithm compared with PWS.

5.1 Procedure

First we recruit university students, friends whavé Facebook
accounts and other users on the Amazon Mechanicak T
platform. All of them will use their own computeirs order to
connect to the GroupFun application. We considatgérithms
implemented for 4 groups of 40 users together Witimterface.
Each of the algorithms displays a common list ofsibgs to all
group members. Users are asked to contribute tesic to only
one of the groups and fill in an online post-stupestionnaire
assessing their satisfaction. The final music auteds shown to
all group members after they have finished theikéa Users can
interact with the system in diverse ways such atoad more or
less songs, change their ratings, see and hedretp ftiends’
playlists, etc.

Table Ill. Evaluation of 4 algorithms using the sane interface

Interface/Algorithm | PWS DWS LM PS

40 40 40 40
Interface

5.2 Measurements

The first 40 users see the results of the protstigilweighted sum
algorithm, the next those of deterministic weightéedh and so on.
Since individuals who upload more songs expecetkeir song
names more often in the final list they would prete know a
priori the computation rule of the algorithm sotthiaey would
adjust the number of songs they upload. Given Ukeoswn self-
ratings and group ratings computed by the algostira expected
our subjects to identify some differences betweére #
approaches. Some of the questions from the pogystu
questionnaire are presented in the table below.y There
extracted from a well-known user evaluation modehmed
ResQue [7], that our group has developed.

Table IV. Evaluation questions

Measurements Questions
Perceived The layout of the system's interface is
attractiveness attractive.

Perceived satisfactiorn
matched my interest.

Perceived helpfulnes | took into account the gatigiven by

my friends.

Outcome
intention

change | was interested in changing the
outcome of the algorithm.

The items recommended to me [6]

6. CONCLUSIONS AND FUTURE WORK

In this paper we presented our research work oralerithmic

development and evaluation of our music recommesgstem
and Facebook application, GroupFun. The major dmuwifon of

this paper is the demonstration of the applicabitif the PWS
algorithm for group recommendation strategies aggbtiation. In
this context, we analyzed different group recomra¢iod

approaches w.r.t. group satisfaction and discuksgdatisfaction
issues to be taken into account. The PWS algoritlenproposed
calculates probabilities for songs to appear inugsd playlists
favoring music diversity and discovery. Using PW&ens state
their preference truthfully. They align their décisto that of the
group. Furthermore, our current development of @Faun allows
users to create groups, rate and share their nmuefdes with

their friends.

To understand how users’ perceive our algorithmd emrrent
interface, we plan to conduct an experiment to amepghe 4
algorithms in a between-subjects study. As suclwilleevaluate
user satisfaction for music group recommendatiénsthermore,
to learn more about the perceived ease of use anckiped
usefulness of our system we plan to invite more bwm and
analyze user feedback in terms of design and fomality. We
also intend to develop a new version of the algaritvhich will
better match users’ behavior and expectations.
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