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Introduction 

 

The wide availability of technologies such as GPS, map services and social networks, has 

resulted in the proliferation of geospatial data on the Web. In addition to material produced by 

professionals (e.g., maps), the public has also been encouraged to make geospatial content, 

including their geographical location, available online. The volume of such user-generated 

geospatial content is constantly growing. Similarly, the Linked Open Data cloud includes an 

increasing number of data sources with geospatial properties. 

The geo-referencing of Web resources and users has given rise to various services and 

applications that exploit it. With the location of users being made available widely, new issues 

such as those pertaining to security and privacy arise. Likewise, emergency response, context 

sensitive user applications, and complex GIS tasks all lend themselves toward Geospatial 

Semantic Web solutions. 

Researchers have been quick to realize the importance of these developments and have started 

working on the relevant research problems, giving rise to new topical research areas such as 

"Geographic Information Retrieval", "Geospatial (Semantic) Web", "Linked Geospatial Data", 

"GeoWeb 2.0". Similarly, standardization bodies such as the Open Geospatial Consortium 

(OGC) have been developing relevant standards such as the Geography Markup Language 

(GML) and GeoSPARQL. 

The goal of this workshop is to bring together researchers and practitioners from various 

disciplines, as well as interested parties from industry and government, to advance the frontiers 

of this exciting research area. Bringing together Semantic Web and geospatial researchers helps 

encourage the use of semantics in geospatial applications and the use of spatial elements in 

semantic research and applications thereby advancing the Geospatal Web. 

 

 

 

 

 

 

 

 



Topics Of Interest 

 

Original, high-quality work related (but not limited) to one of the following research topics is 

welcome. Submissions must not be published nor must they be submitted for publication 

elsewhere. 

 Data models and languages for the Geospatial Web 

 Systems and architectures for the Geospatial Web 

 Linked geospatial data 

 Ontologies and rules in the Geospatial Web 

 Uncertainty in the Geospatial Web 

 User interface technologies for the Geospatial Web 

 Geospatial Web and mobile data management 

 Security and privacy issues in the Geospatial Web 

 Geospatial Web applications 

 User-generated geospatial content 

 OGC and W3C technologies and standards in the Geospatial Web 

 

 

 

 

 

 

 

 

 

 

 

 

 



Organizing Committee 

 

This workshop is organized by members of the Spatial Ontology Community of Practice 

(SOCoP), and European projects TELEIOS and Geocrowd. 

SOCoP (http://www.socop.org/) is a geospatial semantics interest group currently mainly with 

members from U.S. federal agencies, academia, and business. SOCoP's goal is to foster 

collaboration among users, technologists, and researchers of spatial knowledge representations 

and reasoning towards the development of a set of core, common geospatial ontologies for use 

by all in the Semantic Web. 

TELEIOS (http://www.earthobservatory.eu/) is an FP7/ICT project with the goal of building an 

Earth Observatory. TELEIOS concentrates heavily on geospatial data (sattelite images, 

traditional GIS data, geospatial Web data). 

GEOCROWD - Creating a Geospatial Knowledge World (http://www.geocrowd.eu) is an Initial 

Training Network (ITN) project with the goal to promote the GeoWeb 2.0 vision and to advance 

the state of the art in collecting, storing, processing, and making large amounts of semantically 

rich user-generated geospatial information available on the Web. 
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Georeferencing Wikipedia pages using language
models from Flickr

Chris De Rouck1, Olivier Van Laere1, Steven Schockaert2, and Bart Dhoedt1

1 Department of Information Technology, IBBT, Ghent University, Belgium,
{chris.derouck,olivier.vanlaere,bart.dhoedt}@ugent.be

2 Department of Applied Mathematics and Computer Science, Ghent University,
Belgium, steven.schockaert@ugent.be

Abstract. The task of assigning geographic coordinates to web resources
has recently gained in popularity. In particular, several recent initiatives
have focused on the use of language models for georeferencing Flickr
photos, with promising results. Such techniques, however, require the
availability of large numbers of spatially grounded training data. They
are therefore not directly applicable for georeferencing other types of re-
sources, such as Wikipedia pages. As an alternative, in this paper we
explore the idea of using language models that are trained on Flickr
photos for finding the coordinates of Wikipedia pages. Our experimental
results show that the resulting method is able to outperform popular
methods that are based on gazetteer look-up.

1 Introduction

The geographic scope of a web resource plays an increasingly important role for
assessing its relevance in a given context, as can be witnessed by the popularity
of location-based services on mobile devices. When uploading a photo to Flickr,
for instance, users can explicitly add geographical coordinates to indicate where
it has been taken. Similarly, when posting messages on Twitter, information may
be added about the user’s location at that time. Nonetheless, such coordinates
are currently only available for a minority of all relevant web resources, and
techniques are being studied to estimate geographic location in an automated
way.

For example, several authors have applied language modeling techniques to
find out where a photo was taken, by only looking at the tags that its owner
has provided [9, 10]. The main idea is to train language models for different
areas of the world, using the collection of already georeferenced Flickr photos,
and to subsequently use these language models for determining in which area a
given photo was most likely taken. In this way, implicit geographic information is
automatically derived from Flickr tags, which is potentially much richer than the
information that is found in traditional gazetteers. Indeed, the latter usually do
not contain information about vernacular place names, lesser-known landmarks,
or non-toponym words with a spatial dimension (e.g. names of events), among
others. For the task of assigning coordinates to Flickr photos, this intuition
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seems to be confirmed, as language modeling approaches have been found to
outperform gazetteer based methods [5].

For other types of web resources, spatially grounded training data may not
be (sufficiently) available to derive meaningful language models, in which case
it seems that gazetteers would again be needed. However, as language models
trained on Flickr data have already proven useful for georeferencing photos, we
may wonder whether they could be useful for finding the coordinates of other
web resources. In this paper, we test this hypothesis by considering the task of
assigning geographical coordinates to Wikipedia pages, and show that language
models from Flickr are indeed capable of outperforming popular methods for
georeferencing web pages. The interest of our work is twofold. From a practical
point of view, the proposed method paves the way for improving location-based
services in which Wikipedia plays a central role. Second, our results add fur-
ther support to the view that georeferenced Flickr photos can provide a valuable
source of geographical information as such, which relates to a recent trend where
traditional geographic data is more and more replaced or extended by user con-
tributed data from Web 2.0 initiatives [2].

The paper is structured as follows. Section 2 briefly reviews the idea of geo-
referencing tagged resources using language models from Flickr. In Section 3 we
then discuss how a similar idea could be applied to Wikipedia pages. Section
4 contains our experimental results, after which we discuss related work and
conclude.

2 Language models from Flickr

In this section, we recall how georeferenced Flickr photos can be used to train
language models, and how these language models subsequently allow to find the
area that most likely covers the geographical scope of some resource. Throughout
this section, we will assume that resources are described as sets of tags, while
the next section will discuss how the problem of georeferencing Wikipedia pages
can be cast into this setting.

As training data, we used a collection of around 8.5 million publicly available
photos on Flickr with known coordinates. In addition to these coordinates, the
associated metadata contains tags attributed to each photo, providing us with
a textual description of their content, as well as an indication of the accuracy
of the coordinates as a number between 1 (world-level) and 16 (street level).
As in [10], we only retrieved photos with a recorded accuracy of at least 12
and we removed photos that did not contain any tags or whose coordinates
were invalid. Also, following [9] photos from bulk uploads were removed. The
resulting dataset contained slightly over 3.25 million photos. In a subsequent
step, the training data was clustered into disjoint areas using the k-medoids
algorithm with geodesic distance. Considering a varying number of clusters k,
this resulted in different sets of areas Ak. For each clustering, a vocabulary Vk

was compiled, using χ2 feature selection, as the union of the m most important
tags (i.e. the tags with the highest χ2 value) for each area.
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The problem of georeferencing a resource x, in this setting, consists of select-
ing the area a from the set of areas Ak (for a specific clustering k) that is most
likely to cover the geographic scope of the resource (e.g. the location of where
the photo was taken, when georeferencing photos). Using a standard language
modeling approach, this probability can be estimated as

P (a|x) ∝ P (a) ·
∏
t∈x

P (t|a) (1)

where we identify the resource x with its set of tags. The prior probability P (a)
of area a can be estimated as the percentage of photos in the training data that
belong to that area (i.e. a maximum likelihood estimation). To obtain a reliable
estimate of P (t|a) some form of smoothing is needed, to avoid a zero probability
when encountering a tag t that does not occur with any of the photos in area a.
In this paper, we use Jelinek-Mercer smoothing (λ ∈ [0, 1])]:

P (t|a) = λ · Ota∑
a′∈Ak

+ (1− λ) ·
∑

a′∈Ak
Ota′∑

a′∈Ak
Ota′

∑
t′∈Vk

Ot′a′

Ota is the number of occurrences of tag t in area a while Vk is the vocabulary,
after feature selection. In the experiments, we used λ = 0.7 although we obtained
good results for a wide range of values. The area that is most likely to contain
resource x can then be found by maximizing the right-hand side of (1). To
convert this area into a precise location, the area a can be represented as its
medoid med(a):

med(a) = arg min
x∈a

∑
y∈a

d(x, y) (2)

with d(x, y) being the geodesic distance. Another alternative, which was pro-
posed in [10] but which we do not consider in this paper, is to assign the location
of the most similar photo from the training data which is known to be located
in a.

3 Wikipedia pages

The idea of geographic scope can be interpreted in different ways for Wikipedia
pages. A page about a person, for instance, might geographically be related to
the places where this person has lived throughout his life, but perhaps also to
those parts of the world which this person’s work has influences (e.g. locations
of buildings that were designed by some architect). In this paper, however, we
exclusively deal with finding the coordinates of a Wikipedia page about a spe-
cific place, such as a landmark or a city. It is then natural to assume that the
geographic scope of the page corresponds to a point.

While several Wikipedia pages already have geographic coordinates, it does
not seem feasible to train area-specific language models from Wikipedia pages
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with a known location, as we did in Section 2 for Flickr photos. The reason is
that typically there is only one Wikipedia page about a given location, so either
its location is already known or its location cannot be found by using other
georeferenced pages. Moreover, due to the smaller number of georeferenced pages
(compared to the millions of Flickr photos) and the large number of spatially
irrelevant terms on a typical Wikipedia page, the process further complicates.
One possibility to cope with these issues might be to explicitly look for toponyms
in pages, and link these to gazetteer information. However, as we already have
rich language models from Flickr, in this paper we pursue a different strategy,
and investigate the possibility of using these models to find the locations of
Wikipedia pages.

The first step consists of representing a Wikipedia page as a list of Flickr tags.
This can be done by scanning the Wikipedia page and identifying occurrences
of Flickr tags. As Flickr tags cannot contain spaces, however, it is important
that concatenations of word sequences in Wikipedia pages are also considered.
Moreover capitalization should be ignored. For example, an occurrence of “Eiffel
tower” on a page is mapped to the Flickr tags “eiffeltower”, “eiffel” and “tower”.

Let us write n(t, d) for the number of times tag t was thus found in the
Wikipedia page d. We can then assign to d the area a which maximizes

P (a|d) ∝ P (a) ·
∏

t∈Vk

P (t|a)n(t,d) (3)

where Vk is defined as before and the probabilities P (a) and P (t|a) are estimated
from our Flickr data, as explained in the previous section. Again (2) can be used
to convert the area a to a precise location.

Some adaptations to this scheme are possible, where the scores n(t, d) are
defined in alternative ways. As Wikipedia pages often contain a lot of context
information, which does not directly describe the location of the main subject,
we propose two techniques for restricting which parts of an article are scanned.
The first idea is to only look at tags that occur in section titles (identified using
HTML tags of the form <h1>), in anchor text (<a>) or in emphasized regions
(<strong> and <b>). This variant is referred to as keywords below. The second
idea is to only look at the abstract of the Wikipedia page, which is defined as
the part of the page before the first section heading. As this abstract is supposed
to summarize its content, it is less likely to contain references to places that are
outside the geographical scope of the page. This second variant is referred to as
abstract. Note that in both variants, the value of n(t, d) will be lower than when
using the basic approach.

4 Experimental results

In our evaluation, we used the Geographic Coordinates dataset of DBPedia 3.6
to determine an initial set of georeferenced Wikipedia pages. To ensure that
all articles refer to a specific location, we only retained those pages that are
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Table 1. Comparison of the Flickr language models for different numbers of clusters
k and Yahoo! Placemaker (P.M.). We report how many of the Wikipedia pages are
correctly georeferenced within a 1km radius, 5km radius, etc. Accuracy refers to the
percentage of test pages for which the language models identified the correct cluster.

k 1 km 5 km 10 km 50 km 100 km Acc

50 20 156 262 745 1470 76.52
500 334 1060 1385 2993 4195 69.17

2500 736 1636 2139 4020 4995 57.98
5000 892 1857 2377 4194 5075 51.62
7500 1008 1996 2557 4396 5239 49.85

10000 1052 2086 2670 4471 5233 47.80
12500 1103 2131 2697 4528 5263 45.73
15000 1129 2154 2743 4551 5212 44.45
17500 1159 2213 2783 4578 5243 43.71

P.M. 313 1583 2395 4257 5056 –

mentioned as a “spot” in the GeoNames gazetteer. This resulted in a set of 7537
georeferenced Wikipedia pages, whose coordinates we used as our gold standard.

Using the techniques outlined in the previous section, for each page the most
likely area from Ak is determined (for different values of k). To evaluate the
performance of our method, we calculate the accuracy, defined as the percentage
of the test pages that were classified in the correct area, i.e. the area actually
containing the location of page d. In addition, we also look at how many of the
Wikipedia pages are correctly georeferenced within a 1km radius, 5km radius,
etc.

Our main interest is in comparing the methods proposed in Section 3 with the
performance of Yahoo! Placemaker, a freely available popular webservice capable
of geoparsing entire documents and webpages. Provided with free-form text,
Placemaker identifies places mentioned in text, disambiguates those places and
returns the corresponding locations. It is important to note that this approach
uses external geographical knowledge such as gazetteers and other undocumented
sources of information. In contrast, our approach uses only the knowledge derived
from the tags of georeferenced Flickr photos.

In a first experiment, we compare the results of language models trained
at different resolutions, i.e. different numbers of clusters k. Table 1 shows the
results for k varying from 50 to 17 500, where we consider the basic variant
in which the entire Wikipedia page is scanned for tag occurrences. There is a
trade-off to be found, where finer-grained areas lead to more precise locations,
provided that the correct area is found, while coarse-grained areas lead to a
higher accuracy and to an increased likelihood that the found location is within
a certain broad radius. In [10], it was found that the optimal number of clusters
for georeferencing Flickr photos was somewhere between 2500 and 7500, with the
optimum being higher for photos with more informative tags. In contrast, the
results from Table 1 reveal that in the case of Wikipedia pages, its is beneficial
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Table 2. Analysis of the effect of restricting the regions of a Wikipedia article that are
scanned for tag occurrences (considering k = 17500 clusters). We report how many of
the Wikipedia pages are correctly georeferenced within a 1km radius, 5km radius, etc.

k 1 km 5 km 10 km 50 km 100 km

article 1159 2213 2783 4578 5243
abstract 1194 2163 2707 4419 5051

keywords 1200 2361 3018 5052 5778

to further increase the number of clusters. This finding seems to be related to
the intuition that Wikipedia pages contain more informative descriptions than
Flickr photos. Comparing our results with Placemaker, we find a substantial
improvement in all categories, which is most pronounced in the 1km range,
where the number of correct locations for our language modeling approach is 3
to 4 times higher than for the Placemaker.

In a second experiment, we analyzed the effect of only looking at certain
regions of a Wikipedia page, as discussed in Section 3. As the results in Table 2
show, when using the abstract, comparable results are obtained, which is inter-
esting as this method only uses a small portion of the page. When only looking
at the emphasized words (method keywords), the results are even considerably
better. Especially for the 50km and 100km categories, the improvement is sub-
stantial. This seems to confirm the intuition that tag occurrences in section titles,
anchor text and emphasized words are more likely to be spatially relevant.

5 Related work

Techniques to (automatically) determine the geographical scope of web resources
commonly use resources such as gazetteers (geographical indexes), and tables
with locations corresponding to IP addresses, zipcodes or telephone prefix codes.
These resources are often handcrafted, which is time-consuming and expensive,
although this results in accurate geographical information. Unfortunately, many
of these sources are not freely available and their coverage varies highly from
country to country. If sufficiently accurate resources are available, one of the
main problems in georeferencing web pages is dealing with the high ambiguity
of toponyms [6]. For example, when an occurrence of Paris is encountered, one
first needs to disambiguate between a person and a place, and in the case it
refers to a place, between different locations with that name (e.g. Paris, France
and Paris, Texas).

It is only recently that alternative ways have been proposed to georeference
resources. In [8], names of places are extracted from Flickr tags on a subset
of around 50000 photos. Also, as studied by L. Hollenstein in [4], collaborative
tagging-based systems are also useful to acquire information about the location
of vernacular places names. In [1], methods based on Wordnet and Naive Bayes
classification are compared for the automatic detection of toponyms within ar-
ticles. To the best of our knowledge, however, approaches for georeferencing
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Wikipedia pages, or webpages in general, without using a gazetteer or other
forms of structured geographic knowledge have not yet been proposed in the
literature.

An interesting line of work aims at automatically completing the infobox
of a Wikipedia page by analyzing the content of that page [11]. This work is
related to ours in the sense that semantic information about Wikipedia pages
is made explicit. Such a strategy can be used to improve semantic knowledge
bases, such as YAGO2 [3], which now contains over 10 million entities derived
from Wikipedia, WordNet and GeoNames. Similarly, in [7], a gazetteer was con-
structed based on geotagged Wikipedia pages. In particular, relations between
pages are extracted from available geographical information (e.g. New York is
part of the United States). Increasing the number of georeferenced articles may
thus lead to better informed gazetteers.

6 Conclusions

In this paper, we investigated the possibility of using language models trained
on georeferenced Flickr photos for finding the coordinates of Wikipedia pages.
Our experiments show that for Wikipedia pages about specific locations, the
proposed approach can substantially outperform Yahoo! Placemaker, a popular
approach for finding the geographic scope of a webpage. This is remarkable as
the Placemaker crucially depends on gazetteers and other forms of structured
geographic knowledge, and is moreover based on advanced techniques for deal-
ing with issues such as ambiguity. Our method, on the other hand, only uses
information that was obtained from freely available, user-contributed data, in
the form of georeferenced Flickr photos, and uses standard language modeling
techniques.

These results suggest that the implicit spatial information that arises from
the tagging behavior of users may have a stronger role to play in the field of ge-
ographic information retrieval, which is currently still dominated by gazetteer-
based approaches. Moreover, as the number of georeferenced Flickr photos is
constantly increasing, the spatial models that could be derived are constantly im-
proving. Further work is needed to compare the information contained implicitly
in such language models with the explicit information contained in gazetteers.
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Abstract. This paper shows how Linked Open Data can ease the chal-
lenges of information triage in disaster response efforts. Recently, disaster
management has seen a revolution in data collection. Local victims as
well as people all over the world collect observations and make them
available on the web. Yet, this crucial and timely information source
comes unstructured. This hinders a processing and integration, and of-
ten a general consideration of this information. Linked Open Data is
supported by number of freely available technologies, backed up by a
large community in academia and it offers the opportunity to create
flexible mash-up solutions. At hand of the Ushahidi Haiti platform, this
paper suggests crowdsourced Linked Open Data. We take a look at the
requirements, the tools that are there to meet these requirements, and
suggest an architecture to enable non-experts to contribute Linked Open
Data.

1 Introduction

The world has recently seen a number of environmental disasters, both natural
and man-made. The most severe ones in the last two years were the earthquake
that hit Haiti in January 2010 and the earthquake that hit Japan in March
2011. In both cases, information technologies contributed to increasing global
awareness of these disasters. Modern communication channels and services have
enabled people around the world to spread information, thereby changing the
landscape of geographic information.

Crucial parts of disaster management are the acquisition, assessment, pro-
cessing and distribution of information. In the mentioned disasters, so-called
crowdsourced [9] information was massively generated. Crowdsourced informa-
tion is information that is generated by a large heterogeneous crowd: People in
the disaster-struck area share reports online; people all over the world help to

⋆ Minu Limbu has worked more than four years with the United Nations Office for
the Coordination of Humanitarian Affairs (UNOCHA) in the field of Information
Coordination/Management and was in Haiti for the International Federation for
Red Cross and Red Crescent Movement (IFRC) Shelter Cluster immediately after
the earthquake in January 2010.
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process and distribute information. Crowdsourcing has proven to be an efficient
approach to quickly generate huge amounts of near real-time data on a given
situation [12,15]. We conducted a short survey targeting disaster management
experts that revealed persisting problems of data processing and information
integration. Relief organizations working in the disaster-struck area were unable
to cope with unstructured and unconfirmed reports. They simply lack the time
to integrate these data into existing information systems. This is not to say that
crowdsourced data was not used at all. Yet, its potential is far bigger than the
actual impact it made, especially in the early phase of a disaster response.

This paper describes an approach based on Linked Open Data [5] to alleviate
the integration problems of crowdsourced data and to improve the exploitation
of crowdsourced data in disaster management. We suggest to engage people
in processing unstructured observations into structured RDF1-triples according
to Linked Open Data principles. Thereby, a substantial part of the integration
problem is left to be solved by the crowd.

Hence, the goal of the efforts described in this paper is nothing less than to
allow the use of linked open crowdsourced data for disaster management. This
will increase the impact of crowdsourced data in disaster management and help
humanitarian agencies to make informed decisions.

In Sect. 2 we shortly tell the story so far of crowdsourced data in disaster
management and of Linked Open Data in disaster management. We then (in
Sect. 3) walk through the envisioned architecture and discuss the requirements.
Finally, the conclusion is drawn in Sect. 4.

2 The Story So Far

2.1 Crowdsourcing in Disaster Management

In this subsection we summarize the results of a small survey that we conducted
with 14 experts in disaster management, as well as the results of Zook et al. [15].

Our survey comprised seven multiple-choice questions and one free text field
for comments. Two questions assessed the participants’ background, five ques-
tions targeted their experience with crowdsourcing services. The questionnaire
was answered by experts from, including but not limited to, agencies like the
United Nations, Red Cross, non-governmental organizations and donor com-
munities. We asked the participants about their awareness of certain platforms
that allow the crowd to contribute or process information. Fig. 1 shows the re-
sults for Twitter2, Google Map Maker3 (GMM), Open Street Map4 (OSM) and
Ushahidi5. The two mapping services GMM and OSM are know by about half
the participants and also largely used when known. OSM and GMM provide

1 Resource Description Framework (RDF), see http://www.w3.org/RDF/
2 http://www.twitter.com
3 http://www.google.com/mapmaker
4 http://www.openstreetmap.org/
5 see for example the Ushahidi platform for Haiti: http://haiti.ushahidi.com
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structured map-based information and an immediate visualization. In the case
of the Haiti Earthquake these two platforms were a big success in terms of contri-
butions and still a success in terms of use [15]. However, there exist compatibility
problems between OSM and GMM and with other Geographic Information Sys-
tems (GIS) [15]. One of the authors witnessed first-hand how PhD students at
the geography department at the University of Buffalo (USA) mapped damaged
buildings in their desktop GIS, creating layers that were compatible with their
research group’s disaster response efforts.

57%

50%

64%

43%

50%

43%

57%

21%

Google	Map	Maker Open	Street	Map Twi�er Ushahidi

Knowing	vs.	Using	Services

Which	services	do	you	know? Which	services	do	you	use?

Fig. 1. Bar chart comparing knowledge of a service with its usage. All values are
percentages of the 14 participating experts.

Twitter and Ushahidi provide natural language reports along with structural
elements to capture formal aspects like time, location and tags or categories.
Twitter is widely used to broadcast short messages. The survey responses sur-
prisingly indicate that disaster managers use Twitter more than other platforms.
However, one particular expert stated that Twitter is used mostly to broadcast
information rather than capturing tweets from the crowd. Hence, the indicated
usage does not necessarily reflect the efficiency of Twitter as information source.

Ushahidi is the most recent service. It is remarkable that nearly half the sur-
vey participants are aware of it. Unfortunately, Ushahidi shows the biggest drop
from knowing to using the service. Out of six experts that knew Ushahidi only
three answered that they actually use it. It is worth noting that one of the experts
also commented that during early stages of a disaster, humanitarian workers are
“too busy to think about such platforms during emergency response”. Another
disaster expert noted that crowd information have heterogeneous and incompat-
ible formats making it very difficult to integrate them into humanitarian agency
specific information systems.
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Morrow et al. [10] identified a general inconsistency between aggregated data
in Ushahidi and requirements of relief organizations. Our survey revealed that
many information managers see problems mostly in uncertainty (57% of the
experts), trust (50%), and semantic6 problems (50%). On the upside, disaster
managers acknowledged that crowdsourced information is collected near real-
time and for free. Furthermore, experts see the greatest need for improvement in
filtering of information (64%), training of volunteers (57%), ranking of relevant
information (50%), structural compatibility (43%) and compliance with standard
terminologies (36%).

Currently, two worlds of information infrastructures exist in parallel. On the
one hand, relief organizations have their own information systems. On the other
hand, ad-hoc information infrastructures emerge in the social web, which are
mostly fed by crowdsourced data. Integration across these two worlds is only
possible manually, and in the case of Haiti a full integration did not take place.
Yet, despite the flaws of crowdsourced information, many disaster managers are
willing to learn how crowdsourced information can be efficiently and effectively
integrated into decision making processes.

2.2 Linked Open Data

In this section we outline the choices made to create Linked Open Data7 and give
examples. Linked Open Data [2,5] is about using web techniques to share and
interconnect pieces of data by following a few simple principles. Linked Open
Data builds on Semantic Web technologies, wherein data is encoded in the form
of <subject,predicate,object> RDF-triples. In the case of Haiti Data, real-time
information about a crisis such as Twitter messages, news, articles and weather
forecasts are identified, accessed and linked through URIs.

In disaster management, authorities like the relief organizations try to publish
their data to people. Usually, these data come in non machine-understandable
formats as PDF or CSV, or stored in different information systems. In some
sense, these data are all Open Data, as they can be found and used somehow, but
they are hard to access without knowing how the CSV-files should be interpreted.
Since Linked Open Data is used as a framework of loose integration of data [7],
it provides a method to make data really open by interlinking the data sources
flexibly in the Semantic Web. In this work, we used the Ushahidi reports from
Haiti as input and triplified them into RDF to make the information in the
report accessible and linked.

It is considered that the World Wide Web has an abundance of data resources
related to disaster management, either authoritative data possessed by a relief
organization or crowdsourced data in the social web. The advantages of Linked
Open Data as easy manipulation and loose integration make it a potential way
to interlink the observed data from volunteers to existing systems.

6 we asked whether they see “Difficulties in interpreting the information”.
7 We do not distinguish between Linked Data and Linked Open Data here.

14



3 The Lifecycle of a Crowdsourced Emergency Report

In the lifecycle of a human observation we identified three different personas.
There is Jean8, the local observer, who is immediately affected by the earth-
quake. Then, there is Desiree9, a web-user with some knowledge of Linked Open
Data. Finally, there is Paul10, the information manager working for a relief or-
ganization.

Jean, the Local Observer. The people affected by the earthquake can be
seen as a set of human sensors [8]. Equipped with mobile phones or access to
the internet, this set of sensors turns into one big human sensor network.

Jean lives in Jacmel, a town in the department Sud-Est in Haiti. To commu-
nicate his observations there exist several channels. Maybe the most well-known
channel is Twitter. With hashtags (like #haiti), the Twitter message can be
tagged. In recent disasters people used hashtags to mark their messages as re-
lated to the disaster. This facilitated the triage of Twitter messages. Other ex-
amples of communication channels are websites that allow reporting or special
emergency report numbers that mobile providers made available. To send this
message Jean needs the following:

1. A device to access a communication network.
2. A communication network to access services.
3. A service that allows sharing human observations.

We have hardly any influence on meeting Jean’s needs, only the service can be
provided externally. There are specific platforms such as Ushahidi, but also more
general solutions like Twitter or Facebook can be used.

Jean sends a message via Twitter, to report shortage of food, water and
medication. Jean wrote the message in French Creole, his native language:

Nou bezwen aide en urgence nou nan place en face palais justice la .gen
anpil ti bb, nou bezwen dlo , mangé , médicament11

Reporting Platform. Jean’s message is broadcast on Twitter. Based on the
location information that Twitter provides, the message is identified as coming
from Haiti. A volunteer from the Ushahidi Haiti team enters the message into
the system [10]. Desiree, who knows some French Creole and English, translates
the message:

We need help.We are located at the place in front of the Palais de Justice
There’ s a lot of babies.We need water,food and medication.

8 Jean can be found at http://personas.mspace.fm/wiki/Jean
9 Desiree can be found at http://personas.mspace.fm/wiki/Desiree

10 Paul can be found at http://personas.mspace.fm/wiki/Paul
11 This is a message taken from Ushahidi, it can be found at: http://haiti.ushahidi.

com/reports/view/3815
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The message can be interpreted in terms of the Ushahidi schema. Ushahidi uses
ten fields to describe a report. The fields contain the message, a title, the date, the
location (place name and coordinate) and categories. The categories are defined
by the Ushahidi Haiti team, each report can be in one or more categories. The
message above was put into the categories “Water Shortage”, “Food Shortage”
and “Hospital Operating”. Additionally, Ushahidi uses two fields to flag approval
and verification. The reporting platform Ushahidi makes the reports available as
CSV file and as RSS feed. Additionally, Ushahidi publishes an interactive map
of reports online.

Paul, the Information Manager. Paul, an Information Manager from an
emergency cluster12 is overwhelmed by the requirement to acquire and process
information for both local office and the headquarters.

Information managers from a humanitarian agency struggle to gather ground
reality information. To support timely informed decision making process and
save more lives, the primary task of Paul as humanitarian cluster information
manager is to gather information about the following fundamental questions [14]:

– What type of disasters occurred when and where?
– How many people are affected/have died/are injured?
– Which humanitarian agency is currently working in the region?
– Which agency is doing what kind of humanitarian response, where and when?
– What are the most urgent life saving humanitarian needs and what are the

gaps that need urgent attention?

However, even though Paul is aware of the Ushahidi service for Haiti, Paul
simply does not have the time to integrate Ushahidi’s CSV files or RSS feeds into
his information system. Furthermore, he struggles with the meaning of categories
and the problem of trusting this new and rather unknown information source.

The lifecycle up to now reflects the situation in Haiti in January 2010. Fig.
2 wraps up the lifecycle of an emergency report mediated through Ushahidi.

Linked Open Data. To overcome Paul’s problems, the authors transformed
the Ushahidi Haiti dataset into Linked Open Data. A simple Java program
based on JENA13 read the CSV file and wrote the RDF graph. The triples
employ standard vocabularies like Dublin Core14 where possible. When there
are no vocabularies to express required information, we created new ones15. An
example of a triplified report is depicted in Listing 1.

12 Emergency Clusters eg. Food, Shelter or Health http://www.humanitarianinfo.

org/iasc/pageloader.aspx?page=content-focalpoint-default
13 see http://jena.sourceforge.net/
14 The Dublin Core Metadata Element Set: http://dublincore.org/documents/

dces/
15 cf. http://observedchange.com/moac/ns/ and http://observedchange.com/

tisc/ns/
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Reports
Visualization

Ushahidi Platform

Short Messages

Fig. 2. A report by local observers is entered into the Ushahidi database and subse-
quently considered in map-visualizations. An information manager has access to the
reports and to the visualizations, but can not integrate these sources into his informa-
tion system. The dashed lines inidcate channels that are not fully utilized.

Listing 1. The tripleset for an Ushahidi Report in Turtle form. We left out the prefix
specification here.

@base <h t tp : // h a i t i . u shah id i . com/ r epo r t s /view> .
</3815> a </UshahidiReport> ;

t i s c : t empora lD i s t an c e 9 ;
d c : sub j e c t moac:WaterShortage ;

moac:FoodShortage ;
moac :Hosp ita lOperat ing ;

dc : coverage ”Coord inates are f o r Pa l a i s de Ju s t i c e in
Jacmel ” ;

g e o : l a t i t u d e 18.233695 ;
g eo : l on g i t ud e −72.536217 ;
s i o c : c o n t e n t ”We need he lp .We are locat ed at the p lace in

f r on t o f the Pa l a i s de Ju s t i c e There \\\\ ’ s a l o t o f
bab ie s .We need water , food and medicat ion . \\ t

Nou bezwen a ide en urgence nou nan p lace en f a c e p a l a i s
j u s t i c e l a . gen anp i l t i bb , nou bezwen dlo , mang? , m?
dicament Time:2010−01−21 19 : 58 : 06 ” ;
moac : v e r i f i e d f a l s e ;
moac:approved t rue ;
d c : t i t l e ”Water , Food , Medicine Needed at Pa l a i s de

Jus t i c e , Jacmel ” ;
dc :dat e ”2010−01−21T19:58:00−05 :00 ”ˆˆ xsd:dateTime .
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The reports are made available online on a website and can be inserted into an
etherpad16 for collaborative editing. The RDF content of the etherpad can be
retrieved directly from other websites through the export plain text function.

Desiree, the Web User. Desiree studies Geoinformatics, and tutors a course
on Linked Open Data. On Twitter she heard about the needs of the people in
Haiti. She also heard of the information integration problems and of our effort
to crowdsource Linked Open Data. She downloads a report and starts editing
it. She detects that the category “Hospital Operating” was assigned falsely, she
modifies the respective triple to point to the category “Medical Equipment And
Supply Needs”. She then introduces two new triples. Desiree’s new triples are
shown in Listing 2.

Listing 2. Two additional triples that enrich the original tripleset of report 3815.

</3815> t i s c : l o c a t e dA t <h t tp : //www. geonames . org /3723779/ jacmel
. html> .
d c : s ub j e c t <h t tp : // dbpedia . org /page/Jacmel> .

These triples lead to more information about Jacmel. Among others, the popu-
lation figures and the current mayor are available there. With her contribution
Desiree helps to extend the triples with information that cannot be harvested
automatically from Ushahidi. Furthermore, the introduction of an additional
crowdsourcing layer for processing adds some quality control.17 The misclassifi-
cation of medical needs to “hospital operating” in this example can have fatal
consequences in practice. There are the following requirements on Desiree’s task:

4. Access to the Internet.
5. Access to triples with the basic information.
6. Basic knowledge about triples, linked data and RDF.
7. Basic knowledge about disaster management and its terminologies.
8. A service to edit and validate the triples.
9. Vocabularies to edit and create triples.

We take the access to the Internet for granted. Desiree is not in Haiti but
processes the report remotely. Access to the triples can be ensured through a
website that makes the reports available in triple format. Desiree needs some
basic knowledge to create RDF triples. This limits the crowd. However, many
crowdsourced processing tasks require certain skills. We think that given an ini-
tial set of triples and a short overview of basic turtle syntax, the addition of
triples in turtle format is not expected too much of a proficient web user. The
point to consider is the additional interpretation that is made by us here when
creating the basic set of triples. To describe the report, we use predicates and

16 see http://etherpad.org/ for more information.
17 Desiree’s tasks involves translation between natural languages and from a natural

to a formal language. This can be considered human computation [13]. In fact,
many of the tasks described here as crowdsourcing may lay at the intersection of
crowdsourcing and human computation as described in [13].
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objects that come from shared vocabularies. There exist several well-established
vocabularies like Dublin Core or SIOC to describe the formal aspects of the
report, but to annotate the content Desiree needs domain specific vocabularies
or ontologies. To our knowledge, no vocabularies or ontologies exist that specif-
ically allow describing observations made by victims of disasters. The Ushahidi
team came up with a taxonomy of incidents. To describe these incidents in triple
format we translated the Ushahidi categories into an RDF vocabulary. However,
as also [6] pointed out, further work is required to establish vocabularies and
ontologies for disaster management. The lack of vocabularies in this domain
constitutes one obstacle to information integration in crisis management. Ether-
pads are one option to edit triples collaboratively. Etherpad is an open source
text editing service. It is easy to handle and the content, e.g. the triples, can be
directly accessed from a static URL that returns the content of the etherpad as
plain text18. Etherpads also allow creating different versions that can be individ-
ually referenced. However, so far Etherpads only allow writing plain text, there
is no syntax highlighting or validation of triples. To validate the edited tripleset
Desiree has to resort to another service, for example sindice inspector19.

Hence, editing and validating triples is possible, but there is no integrated
service that meets all requirements. Furthermore, necessary vocabularies are still
missing.

Visualization. With the reports given in triple form we can take the next step.
We have set up a website20 that uses SIMILE Exhibit21 to visualize the triples
in different forms, for example as timeline, on a map or as thumbnails. Fig. 3
shows a screenshot of a map with report locations.

The illustration shows only one way of using the reports in Linked Open
Data. There are not only many more tools for analysis and visualization avail-
able, but also further Linked Open Data can be integrated with the Ushahidi
reports. Linked Open Data is supported by a growing community of users. The
processing, analysis and visualization of Linked Open Data can be seen as an
additional crowdsourcing task. However, this requires knowledge of web frame-
works that exceeds the typical web user’s expertise.

Paul, the Information Manager. Given the reports in Linked Open Data,
Paul can access the reports far easier. The linked structure allows for an easier
filtering of information, by category, by time, by location and so on. Paul works
in an emergency cluster for medical support, the change that Desiree made to
the report is important when he decides to distribute the resources he has.

Within 24 hours of the disaster, Paul needs to provide evidence based “hu-
manitarian needs and gaps” figures in a disaster affected area. The chances for

18 for example http://pad.ifgi.de/ep/pad/export/haiti-ushahidi-report3815/

latest?format=txt
19 see http://inspector.sindice.com/
20 see http://www.observedchange.com/demos/linked-haiti/
21 see http://www.simile-widgets.org/exhibit/ for more information.
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Fig. 3. A screenshot of the SIMILE Map Widget. The map illustrates the reports,
coloured by category. A click on the marker shows the full tripleset for the report.

a quick fact finding rapid assessment [11] are very low. The reports by local
observers are coming in nearly immediately after the earthquake.

For instance, Paul finds out that he can identify at least what the urgent
life saving humanitarian concerns are and where. As information manager Paul
knows and understands that trust and quality of crowd information are a con-
cern. However, such quick access to crowd information and visualization within
the first 2-3 days of a disaster can help better plan the fact finding mission
or possible future assessments to further confirm the humanitarian needs and
possible intervention in the areas. Paul’s basic requirements are:

10. A portal that gathers and integrates crowdsourced information sources.
11. A way to connect his information system to information sources in RDF.

We have exemplary set up a facet-based browsing facility to access the triples
we used at http://www.observedchange.com/demos/linked-haiti/. The idea
is that it is easily possible to extend the portal and to connect it to further
information sources. However, the problem remains unsolved on the side of Paul’s
humanitarian information system. The problem has been recognized [6] and first
solutions (e.g., [1]) are under development.

Summary. The new lifecycle of Jean’s reports is illustrated in Fig. 4. An ad-
ditional step of crowdsourcing Linked Open Data refines the data. Linked Open
Data allows not only Paul to access the data according to well-established princi-
ples, but it also enables members of a world-wide Linked Open Data community
to create mash-ups of various sources and tools.

4 Conclusion

This paper suggested crowdsourcing Linked Open Data as the next step towards
a full exploitation of crowdsourced information in disaster management. Due to
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Fig. 4. Workflow including crowdsourced Linked Open Data. An intermediate crowd-
sourcing task of enriching triples is implemented now. The dashed lines indicate chan-
nels that are available but not at the focus of this paper.

the amount of information required and the short time available, crowdsourc-
ing is a promising candidate for disaster management. Linked Open Data serves
as common exchange format. Its simplicity and the large community behind it
make it well suited for crowdsourcing efforts. The suggested approach has the
potential to solve the problems of structural and semantic interoperability [4].
Nonetheless, the issues of uncertainty and trust remain unsolved in our exam-
ple.22 However, in the response phase immediately after a disaster occurs, when
there is no information available, trust and uncertainty issues of crowdsourced
information are accepted. Furthermore, to the authors’ knowledge, no standard-
ized and formalized vocabulary for disaster management exists. Finally, it is up
to the relief organizations to make their systems and data ready for Linked Open
Data.
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Abstract. User-contributed content represents a valuable information source pro-
vided one can make sense of the large amounts of unstructured data. This work
focusses on geospatial content and specifically on travelblogs. Users writing sto-
ries about their trips and related experiences effectively provide geospatial infor-
mation albeit in narrative form. Identifying this geospatial aspect of the texts by
means of applying information extraction techniques and geocoding, we relate
portions of texts to locations, e.g., a paragraph is associated with a spatial bound-
ing box. To further summarize the information, we assess the opinion (“mood”)
of the author in the text. Aggregating this mood information for places, we essen-
tially create a geospatial opinion map based on the user-contributed information
contained in the articles of travelblogs. We assessed the proposed approach with
a corpus of more than 150k texts from various sites.

1 Introduction

Crowdsourcing moods and in our specific case opinions from user-contributed data,
has recently become an interesting field with the advent of micro-blogging services
such as, e.g., Twitter. Here, blog entries reflect a myriad of different user opinions that
when integrated can give us valuable information about, e.g., the stock market [4]. In
this work, our focus is on (i) extracting the user opinion about places from travel blog
entries, (ii) aggregating such opinion data, and, finally, (iii) visualizing it.

The specific contributions in this work are as follows. In an initial stage several
travelblog Web sites have been crawled and over 150k texts have been collected. Fig-
ure 5 shows such an example travelblog entry. The collected texts are then geoparsed
and geocoded to link placename identifiers (toponyms) to location information. With
paragraphs as the finite granularity for opinion information, texts are then assessed with
the OpinionFinder tool and are assigned a score for each paragraph ranging from very
negative to very positive. Scores are linked to the bounding box of the paragraph and
are aggregated using a global grid, i.e., the score of a specific paragraph is associated
with all intersecting grid cells. Aggregation of opinions is then performed simply by
computing the average of all scores for each cell. Finally, the score can be visualized by
assigning colors to each cell.

While to the best of our knowledge there exists no work aiming at extracting opin-
ions about places from travel blogs, we can cite the following related work. The con-
cept of information visualization using maps is gaining significant interest in various
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research fields. As examples, we can cite the following works [26] [23] [29] [12].
For the purpose of recognizing toponyms, the various approaches use ideas and work
from the field of Natural Language Processing (NLP), Part-Of-Speech (POS) tagging
and a part of Information Extraction related tasks, namely Named Entity Recognition
(NER) [13]. These approaches, can be roughly classified as rule-based [6] [7] [8]
[21] [30] and machine learning - statistical [14] [16] [26] [22]. Once toponyms have
been recognized, a toponym resolution procedure resolves geo-ambiguity. There are
many methods using a prominence measure such as population combined with other
approaches [21] [25]. With respect to geocoding, we can exemplary cite [17], one
of the first works on geocoding and describing a navigational tool for browsing web
resources by geographic proximity as an alternative means for Web navigation. Web-
a-Where [1] is another system for geocoding Web pages. It assigns to each page a
geographic focus that the page discusses as a whole. The tagging process targets large
collections of Web pages to facilitate a variety of location-based applications and data
analyses. The work presented in [15] is identifying and disambiguating references to
geographic locations. Another method that uses information extraction techniques to
geocode news is described in [26]. Other toponym resolution strategies involve the use
of geospatial measures such as minimizing total geographic coverage [14], or mini-
mizing pairwise toponym distance [16]. An approach for the extraction of routes from
narratives is given in [9]. The proposed IE approach has been adapted to fit the require-
ments of this work. While statistical NER methods can be useful for analysis of static
corpora, in the case of continuously user contributed travel narratives they are not well-
suited, due to their dynamic and ever-changing nature [25]. For this purpose, we rely
on a powerful rule-based solution based on a modular pipeline of distinct, independent
and well-defined components based on NLP and IE methods, as we will see in the next
section. Regarding related work on opinion classification and sentiment analysis [20],
we can find methods basically relying on streaming data [18] [10] [11] [19]. Recently
[2] discusses the challenges that Twitter streaming data poses. The work focusses on
sentiment analysis and proposes the sliding-window Kappa statistic as an evaluation
metric for data streams.

The remainder of this work is organized as follows. Section 2 describes the infor-
mation extraction techniques employed in our approach dealing specifically with the
aspects of geoparsing and geocoding travel blog entries. Section 3 outlines a method
for computing user sentiment scores from travel blog entries. Section 4 outlines how
such scores can be aggregated and visualized based on geospatial locations. In addition
some specific examples are shown to give an initial validation of the proposed approach.
Finally, Section 5 presents conclusions and directions for future work.

2 Information Extraction
In what follows, we describe in detail the processing pipeline, which overall uses an
HTML document as input (travel blog article) and produces a structured XML file con-
taining the various entities and their respective attributes (toponyms and coordinate
information for the text).

The pipeline consist of four parts (cf. Figure 1), (i) the HTML parsing module, (ii)
the linguistic pre-processing, (iii) the main IE engine system (semantic analysis) and
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(iv) the geocoding-postprocessing part. In the next section, we describe the first part
of our processing pipeline, i.e., the collection of HTML texts, the parsing and their
conversion to plain text format, in order to prepare the documents for the forthcoming
step of linguistic-preprocessing.

Fig. 1. IE architecture pipeline

2.1 Web Crawling
For collecting travel blog articles containing rich geospatial information, we crawled
Web sites providing traveblog authoring services. Each Web site has its own HTML
layout and isolating text of interest from crawled and parsed HTML pages is done by
hand. Thus, there was a need for Web sites with massive amounts of such type of doc-
uments. For this purpose we crawled travelpod.com, travelblog.org, traveljournals.net
and worldhum.com, resulting in more than 150,000 documents. For crawling the web
sites, we used Regain crawler1, which creates a Lucene2 index for indexing the doc-
uments’ information, while for HTML parsing and the extraction of useful plain text
narratives, we used Jericho HTML parser3.

1 http://regain.sourceforge.net/
2 http://lucene.apache.org/
3 http://jericho.htmlparser.net/
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2.2 Linguistic pre-Processing
To prepare the input for the core IE engine for extracting objects of interest, the parsed
plain text documents must be prepared accordingly. Such preparation includes linguis-
tic pre-processing tools that analyze natural language documents in terms of distinct
base units (i.e., words), sentences, part-of-speech and morphology . We are using the
ANNIE tools, contained in the GATE release4, to perform this initial part of analysis.
To this task, our processing pipeline comprises of a set of four modules: (i) the ANNIE
tokenizer, (i) the (ANNIE) Sentence Splitter, (iii) the ANNIE POS Tagger and (iv) the
WordNet Lemmatiser.

The intermediate processing results are passed on to each subsequent analysis tool
as GATE document annotation objects. The output of this analysis part is the analyzed
document and it is transformed in CAS/XML format5, which will be passed to the
subsequent semantic analysis component as input, Cafetiere IE engine [3]. Cafetiere
combines the linguistic information acquired by the pre-processing stage of analysis
with knowledge resources information, namely the lookup ontology and the analysis
rules to semantically analyze the documents and recognize spatial information, as we
will see later in this section.

The first step in the pipeline process is tokenization, i.e., recognizing in the input text
basic text units (tokens), such as words and punctuation and orthographic analysis and
the association of orthographic features, such as capitalization, use of special characters
and symbols, etc. to the recognized tokens. The tools used are ANNIE Tokenizer and
Orthographic Analyzer.

Sentence splitting, in our case the ANNIE sentence splitter aims at the identification
of sentence boundaries in a text.

Part-of-speech (POS) tagging is then the process of assigning a part-of-speech class,
such as Noun, Verb etc. to each word in the input text. The ANNIE POS Tagger imple-
mentation is a variant of Brill Transformation-based learning tagger [5], which applies
a combination of lexicon information and transformation rules for the correct POS clas-
sification.

Lemmatisation is used for text normalisation purposes. With this process we retrieve
the tokens base form e.g., for words: [travelling, traveler, traveled], [are, were], the
corresponding lemmas are: travel, be. We exploit this information in the semantic rules
section. For this purpose we implement the JWNL WordNet Java Library API6 for
accessing the WordNet relational dictionary. The output of this step is included it in
GATE document annotation information.

2.3 Semantic Analysis
Semantic analysis relates the linguistic pre-processing results to ontology information,
as we will see in the next subsection about ontology lookup and applies semantic anal-
ysis grammar rules, i.e., documents are analyzed semantically to discover spatial con-
cepts and relations.

4 http://gate.ac.uk/
5 CAS is an XML scheme called Common Annotation Scheme allowing for a wide range of

annotations, structural, lexical, semantic and conceptual.
6 http://sourceforge.net/projects/jwordnet/
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For this purpose we used Cafetiere IE engine, whose objective is to compile a set
of semantic analysis grammar rules in a cascade of finite state transducers so as to
recognize in text the concepts of interest. Cafetiere IE Engine combines all previously
acquired linguistic and semantic information with contextual information. We modified
Cafetiere and implemented it as a GATE pipeline module (GATE creole) for the pur-
pose of performing ontology lookup and rule-based semantic analysis on information
acquired from previous pipeline modules, in the form of GATE annotation sets. The
input to this process are the GATE annotation objects resulted from the linguistic pre-
processing stage stored transformed in Cafetiere needed format, in CAS/XML format
for each individual document.

Cafetiere Ontology Lookup The use of knowledge lexico-semantic resources assists
in the identification of named entities. These semantic knowledge resources may be in
the form of lists (gazetteers) or more complex ontologies providing mappings of text
strings to semantic categories, such as in general male/female person names, known
organizations and known identifiers of named entities. In our case, the named enti-
ties we want to extract with IE methods are location based information. For example,
a gazetteer for location designators might have entries such as “Sq.”, “blvd.”, “st.” etc.
that denote squares, boulevards and streets accordingly. Similarly there are various sorts
of gazetteers available for given person names, titles, location names, companies, cur-
rencies, nationalities etc. Thus, the named entity (NE) recognizer can use gazetteer
information so as to classify a text string as denoting an entity of a particular class.
However, in order to associate specific individual entities object identifiers are required
as well as class labels, enabling aliases or abbreviations to be mapped to a concrete in-
dividual. For example, for an entity such as “National Technical University of Athens”
the respective abbreviation “NTUA” could be included in the knowledge resource as an
alias for the respective entity. Thus, more sophisticated knowledge resources than plain
gazeteers in the form of ontologies may be used to provide this type of richer semantic
information and allow for the specification and representation of more information, if
necessary, than identity and class inclusion.

In this way, Cafetiere Ontology lookup module accesses a previously built ontology
to retrieve potential semantic class information for individual tokens or phrases. All
types of conceptual information, related to domain specific entities, such as terms or
words in general that denote spatial concepts or properties and relations of domain in-
terest are pre-defined in this ontology. For example, consider the partial ontology shown
in Figure 2. Class “LOCVERB” stores verbs that when matched to a text phrase are
likely to indicate a spatial relationship between the corresponding referenced concepts.
We label as semantic any classification of tokens according to their meaning in the field
of the application, in our case, geosemantics. This could be done, on a broad coverage
level, by reading information from a comprehensive resource such as WordNet lexicon
about most content words. However, the practice in information extraction applications
as discussed in previous paragraph, has been to make the processing application-specific
by using lists of the semantic categories of only relevant words and phrases, done by
hand. The ontology used in our experimentation was created by manually analyzing a
large number of texts and iteratively refining the ontology with words (e.g., verbs) that
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Fig. 2. Sample ontology contents (Protg ontology editor)

when matched to a text phrase are likely to indicate a spatial relationship between the
corresponding referenced concepts. Summarizing, the lookup stage of analysis:

1. Supplies semantic classes (concepts) corresponding to words and phrases.
2. Supplies object identifiers for known instances, including where aliases and abbre-

viations name the same instance (For example “National Technical University of
Athens”, “NTUA”).

3. Supplies properties of known instances, for example the country of which a city is
the capital.

4. Uses verbs of interest to the application in order to identify inside the phrase po-
tential unknown instances.

Cafietiere Information Extraction engine The approaches to Named Entity recogni-
tion with IE methods can be divided into two main categories:

– Linguistic/rule-based approaches: in these approaches the Named Entity recogni-
tion is based on linguistic/semantic rules defining the possible linguistic patterns
denoting Named Entity concepts, such as for example the approaches adopted by
ANNIE7, and Cafetiere [3]. These approaches can achieve better results than most
statistics or machine learning approaches, but they require extensive human ef-
fort for the development of the necessary knowledge resources (rules and lexico-
semantic resources, like ontologies, described in Cafetiere ontology lookup sec-
tion). For this reason the adaptation of rule-based systems to new domains is a slow
and laborious process.

7 http://gate.ac.uk/

28



– Machine learning/statistics-based approaches: these approaches view Named En-
tity recognition as a classification problem and, they have gained increased pop-
ularity due to their relatively rapid development/ domain customization and the
reduced amount of human effort required.

Cafetiere is a rule-based system for IE. A set of linguistic patterns (i.e., extraction
rules) is written taking into account the lookup ontology and all previously acquired
information from linguistic pre-processing. The semantic analysis rules, are developed
as a set of context-sensitive/context-free grammar (CSG/CFG) rules and are compiled
in a cascade of finite state transducers so as to recognize the concepts of interest in plain
texts.

2.4 PostProcessing

In this part, all information regarding each object of interest for each document in the
collection is imprinted as a GATE annotation set object. For each document, we have
collected information about all extracted entities, along with their respective paragraph,
sentence and character offset in this document. During the HTML parsing process we
keep the scope that each document is referred to in order to use this information for
geocoding each extracted entity. For geocoding, we initially implemented YAHOO!
Placemaker8 and used in combination with Cafetiere’s output, in order to deliver better
results. We observed that PlaceMaker worked well for disambiguating some entities, but
it identified significant fewer place entities than our IE engine. Thus, in the remaining
entities extracted by Cafetiere, we applied YAHOO! Placefinder9 to geocode this place
information passing the scope information described below for delivering more accurate
results.

Finally, for each HTML travel blog entry (narrative), we created a collection of
extracted referred geo-entities, some of them not being able to geocode. For each of
these entities there is specific information (acquired from each of the previous pipeline
steps) about where they were encountered in the respective document, namely, sentence,
paragraph and offset character. Additionally, for each document, we calculated the mean
coords and standard distance from all geocoded points extracted. All this information,
along with the local parsed text file path and the respective URL of the document, are
stored lastly into XML format for each corresponding plain text narrative. Samples of
plain text narrative and the corresponding structured XML file are shown in Figure
3 and Figure 4 respectively. The XML tags in Figure 4 are denoting either statistical
information, like the mean center and the standard distance of all geocoded locations
for each document, or information related with each extracted entity, i.e., the offset
characters, the sentence and paragraph ID.

3 Opinion Mapping

Having geocoded the travel blog entries, we, in the following step, want to assign sen-
timent information (“mood”) to text. To this effect, we use OpinionFinder [28], a sys-

8 http://developer.yahoo.com/geo/placemaker/
9 http://developer.yahoo.com/geo/placefinder/
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Fig. 3. Sample plain text

Fig. 4. Resulting XML file

tem that performs subjectivity analysis, automatically identifying when opinions, sen-
timents, or speculations are present in text. It aims to identify subjective sentences, as
also marking various aspects of subjectivity in these sentences, including the source
(holder) of the subjectivity and words that are included in phrases expressing positive
or negative sentiments.

OpinionFinder operates as one large pipeline. Conceptually, the pipeline can be
divided into two parts. The first part performs mostly general purpose document pro-
cessing (e.g., tokenization and part-of-speech tagging). The second part performs the
subjectivity analysis. The results of the subjectivity analysis are returned to the user in
the form of SGML/XML markup of the original documents.

For the first part, OpinionFinder takes any incoming text source and removes HTML
or XML meta info. Sentences are split and POS tagged using OpenNLP10, the open
source solution providing a variety of java-based NLP tools which perform sentence
detection, tokenization, pos-tagging, chunking and parsing, named-entity detection, and
coreference using the OpenNLP Maxent machine learning package. Next, stemming
is accomplished using Steven Abneys’ SCOL v1K stemmer program11. SUNDANCE
(Sentence UNDerstanding And ConceptExtraction) [28], is used to provide semantic

10 http://opennlp.sourceforge.net/
11 http://www.vinartus.net/spa/
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class tags, identify extraction patterns needed by the sentence classifiers, identifying
the source of subjective content and distinguishing author statements from related or
quoted statements. A final parse in batch mode establishes constituency parse trees,
which are converted to dependency parse trees for Named Entity and subject detection.

At this point, for the second part, a Naive Bayes classifier identifies subjective sen-
tences. The classifier is trained against subjective and objective sentences generated by
two additional rule-based classifiers drawing from large corpora [27]. Next, a direct
subjective expression and speech event classifier tags the direct subjective expressions
and speech events found within the document using WordNet12. The final step applies
actual sentiment analysis to sentences that have been identified as subjective. This is
accomplished with two classifiers that were developed using the BoosTexter [24] ma-
chine learning program and trained on the MPQA Corpus13.

4 Mapping Opinion Scores

OpinionFinder produces sentiment information assigned to paragraphs of texts. In the
following, we describe how this information can be aggregated for specific locations.

4.1 Aggregating Sentiments

OpinionFinder was applied to all texts of our collection of 150k travel blog entries as-
signing sentiment data to each paragraph of the collection. In the analysis that follows,
only paragraphs containing geospatial data were retained. For each of these paragraphs
we keep the total referred positive and negative sentiment scores as computed by Opin-
ionFinder.

Each paragraph contains zero, one or multiple geographic entities that were suit-
ably geocoded. In order to show the spatial extent of a paragraph, we chose to spatially
visualize only paragraphs in which the MBR of the contained toponyms does not ex-
ceed 0.5 degrees in either dimension (e.g., Max latitude − Min latitude ≤ 0.5 AND
Max longitude − Min longitude ≤ 0.5). Consequently, only paragraphs of limited and
focused spatial extent are visualized, thus preventing paragraphs that refer to larger
geographic entities (e.g., Europe) to dominate in the results.

We used five different categories for mapping opinion scores. The categories and
respective color are given in Table 1, where each category scales from negative (red) to
positive (green).

The proposed approach is clarified by the following example. A sample document14

(Figure 5) contains several paragraphs mentioning Washington D.C. and its landmarks.
For each of this document’s paragraphs, a MBR covering the discovered toponyms was
created and each paragraph was assigned a category according to Table 1. Therefore,
this document may be spatially visualized on a map as shown on Figure 6.

Although this approach is viable when there is a limited number of documents and
paragraphs, we need to overcome the following problem. Multiple paragraphs from dif-
ferent documents and different scores may partially target the same area, e.g., we need
12 http://wordnet.princeton.edu/
13 http://nrrc.mitre.org/NRRC/publications.htm.
14 http://www.travelpod.com/travel-blog-entries/drfumblefinger/1/1269627251/tpod.html
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Result (positive - negative) Colour
≤ −3 Red

=-1 OR =-2 Orange
0 Yellow

=1 Or =2 Olive
≥ 3 Green

Table 1. Opinion mapping to colour representation

Fig. 5. Washington D.C. - sample document and toponyms

to visualize partially overlapping MBRs with different scores (colors). To do that, we
split each paragraph MBR into small cells of a regular grid of 0.0045 degrees (corre-
sponding to 500m) in each dimension. For each of those cells we sum up the sentiment
score from all the containing paragraph MBRs. With this approach, instead of trying
to visualize overlapping paragraph MBRs with different scores (colors), we visualize
distinct small cells with each being assigned a unique score (and color). Consequently,
it is easy to visualize the overall sentiment scores independent of how many paragraphs
target the same area.

4.2 Opinonmap Examples
Further examples shown in the following include the geospatial opinion map of Am-
sterdam of Figure 7. It is interesting to observe that while most of the city is shaded
green, the area around the train station and the Red Light district are shown in red, i.e.,
expressing rather negative sentiment.

Figure 8 gives a geospatial opinion map of Central Europe indicating the areas men-
tioned in the travel blogs. What can be observed is that positive sentiments are associ-
ated with areas in Switzerland and also Italy, while urban areas such as Brussels overall
attract more negative sentiments.

4.3 Summary
Our initial experiments with the creation of geospatial opinion maps derived from sub-
jective travelblog entries show that there is a clear bias for certain geographic areas
shared by people. However, since in this work we only performed a simple aggregation
of the scores generated by the OpinionFinder tool, it will require more in-depth analysis
of the results to generate accurate statements and trends.
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Fig. 6. Washington D.C. - geospatial opinion visualization

5 Conclusions

Aggregating opinions is important for utilizing and assessing user-generated content.
This work provides a means of visualizing sentiments for specific geographic areas as
derived from travel blog entries. To demonstrate the approach, several travel blog sites
were crawled and a total of more than 150,000 pages/articles were processed. Using
(i) geoparsing and geocoding tools the content was geo referenced and (ii) sentiment
information was derived using the OpinionFinder tool. In the proposed approach, sen-
timent information from various articles relating to the same geographic area is aggre-
gated and visualized accordingly by means of a geospatial heat meat. Directions for
future work are as follows. The current approach for aggregating user sentiment for
geographic areas is rather simple and a more in-depth analysis of the results is needed
to generate accurate statements and trends. An obvious improvement will also be to
examine/include microblogging content streams. Here, sentiment information will be
updated live and thus represent an accurate picture of the situation of a specific geo-
graphic area over time. Finally, OpinionFinder is a general purpose tool for deriving
user sentiment. More involved approaches exist and need to be examined/developed for
the case of geospatial data.
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Fig. 7. Amsterdam, The Netherlands - geospatial opinion visualization
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Abstract. It is evident from the recent growth in Geospatial Linked
Data that even though the number of instances being generated and
linked has increased drastically, the ontologies behind these sources re-
main disconnected. Though we can agree that the instances being linked
are equivalent, the alignments that are extrapolated from these links
between the concepts may or may not agree with our intuitions. It is
important to investigate how the concepts in the sources are actually
aligned. Our previous work was successful in finding alignments, such as
equivalence and subset relations, between concepts of two sources, us-
ing the instances that are linked as equal. Such alignments need not be
trivial, however, as a concept in the ontology might not have an exact
equivalent class in the other source. In this paper we propose a method
that uses the subset and equivalence relations between restriction classes
found by our previous work to find new alignments, where one (larger)
concept of a source is aligned to the union of multiple (smaller) concepts
from another source. We also show that we can use these alignments to
find inconsistencies and use them to identify the instances that may be
erroneously aligned.

1 Introduction

The Web of Linked Data has seen huge growth in the past few years. As of
September 2010, the size of the Linked Open Data Cloud was about 28.5 billion
triples with around 20.6% of the triples belonging to the geospatial domain.1 As
of June 2009, the cloud had recorded an overall growth of about 300% with 91%
growth in the geospatial domain.2 Out of the 16 geospatial data sources covered
in the September 2010 count, there are around 16.5 million outgoing links to
other sources. The sources of Geospatial Linked Data are most popularly con-
nected using the owl:sameAs property, linking instances that are the same. As
more alignments are generated in the Web of Linked Data at the instance level,
a pattern of inter-linked data arises where the ontologies behind the sources

1 http://www4.wiwiss.fu-berlin.de/lodcloud/state/
2 http://events.linkeddata.org/ldow2011/slides/ldow2011-slides-intro.pdf
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remain un-linked. As described in our previous papers on Linking and Build-
ing Ontologies of Linked Data [7] and Aligning Ontologies of Geospatial Linked
Data [6], an extensional technique can be used to generate alignments between
the ontologies behind these sources. In these papers, we introduce a concept of
restriction classes, which is similar to that of single value constraints on property
restrictions of the Web Ontology Language (OWL) to increase the expressivity
of sources with a rudimentary ontology. By looking at the set containment rela-
tionships of the instance sets of these restriction classes, we find equivalent and
subset alignments between the two sources. Though the equivalent alignments
found are precise in finding similar concepts between the two sources, the subset
relations found, though informative, are too numerous to be effectively used.

Reviewing these subset relations we discovered that there are potential equiv-
alent alignments not found by our previous work, linking a larger concept to a
union or aggregation of one or more of its subsets. Using this as motivation,
the work described in this paper builds on the ontology alignment method of
[7]. Picking up where we left off, the approach described in this paper uses the
subset relations as hints to create a union of smaller restriction classes, by virtue
of a common property and restriction classes with only a single property-value
pair, which guides the aggregation and then performs set containment operations
with the larger restriction class from the other source. Using this method, we
explore three Geospatial Linked Data sources - GeoNames, DBpedia, & Linked-
GeoData and try to find new alignments between GeoNames & DBpedia and
LinkedGeoData & DBpedia, where a larger subsuming restriction class from one
source can be explained by an aggregation of smaller restriction classes from the
other source.

The scope of this paper is in the domain of Geospatial Linked Data, where
we find alignments between three sources: GeoNames, DBpedia and LinkedGeo-
Data. We first find equivalences and subset relations as described in our previous
work, and then use these to find the new union alignments. The nature of each of
the three sources investigated is briefly mentioned here and they are described in
more detail in [7]. GeoNames is a geographic source with a flat-file like ontology
where all instances belong to a single concept of Feature and have associated
Feature Class & Feature Code property to identify the instances as mountains,
lakes, etc. Although DBpedia is a Linked Data source that covers domains other
than the geospatial domain, there are a large number of instances from GeoN-
ames linked to those in DBpedia using the owl:sameAs property. We also try
to find alignments between the ontologies behind LinkedGeoData and DBpedia.
RDF data in LinkedGeoData is derived from the Open Street Map initiative and
has links to DBpedia.3

This paper is organized as follows. We first describe briefly our alignment
algorithm from [7] along with the limitations of the results that were generated.
We then explain our approach to finding alignments between a larger concept
from one source and the union set of multiple smaller concepts from the other
source. This is followed by identifying the outliers of these alignments that high-

3 http://linkedgeodata.org/Datasets
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light the inconsistencies and the instances that are erroneously linked. We then
describe the experimental results that contain the new alignments discovered in
these data sources, along with their outliers. Finally, we describe other related
work and conclude with our observations and future work.

2 Aligning geospatial ontologies on the Web of Linked
Data

The work described in this paper follows our previous work on aligning ontologies
of Linked Open Data, which uses an extensional approach to find alignments
between restriction classes in two different sources. Though the results generated
by our previous algorithm found equivalent alignments between the two sources,
a large number of subset alignments were also found. A pattern was observed
in these results, where a group of concepts from one source were subsets of
the same larger concept from the other source. In many cases these smaller
concepts taken together were able to completely explain the larger source. We
used this insight as motivation for consuming the subset relations, which were
too numerous to be useful by themselves, to find alignments between the larger
concept and the union of the group of concepts. Our approach uses this group of
smaller concepts and introduces a disjunction operator on these subsets to try
to define the common subsuming concept.

2.1 Our previous work on linking and building ontologies of Linked
Data

Ontologies of Linked Data sources can be quite rudimentary. For example, GeoN-
ames only has a single concept (Feature) to which all of its instances belong. On
the other hand, in DBpedia, we find a rich ontology with a hierarchy of concepts
and well-defined properties. In the traditional sense of ontology alignment, we
would have found at most a single alignment between Feature on the GeoNames
side and a similar broad concept from DBpedia. In order to get a richer set of
alignments, we introduced the concept of a restriction class. A restriction class
is a concept that is derived extensionally and defined by the set of instances ob-
tained by restricting a single property to a single value (called a property-value
pair and represented by (pi = vi)) in a source. For example, a restriction class for
schools can be constructed in GeoNames by forming a set of instances that have
their geonames:featureCode restricted to ‘S.SCH ’. This restriction class is repre-
sented as geonames:featureCode=S.SCH. The scope of the definition of a restric-
tion class includes the conjunction operator, which produces a more specialized
set of instances, constructed using two or more restriction classes. Thus, a restric-
tion class {geonames:featureCode=S.SCH & geonames:countryCode=US}, built
from the restriction classes geonames:featureCode=S.SCH and geonames:countryCode-
=US, can be defined by the intersection of the two sets and forms a concept
extensionally described by the set of schools in the US in GeoNames.

Our algorithm aligns restriction classes from two sources, using an exten-
sional technique, as follows. A pre-processing step first performs an inner-join
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on the two sources to be aligned based on an instance equivalence property
like owl:sameAs. As inverse functional properties can only result in restriction
classes with a single instance belonging to it, the pre-processing step elimi-
nates them. The crux of the algorithm uses a top-down tree exploration of the
space of alignment hypotheses. At the topmost level, a seed hypothesis is gen-
erated by aligning a restriction class with one property-value pair from the first
source with another restriction class with one property-value pair from the sec-
ond source. At each level in the search space, a new restriction class is formed
from one restriction class of one of the sources by adding another property-value
pair constraint on that restriction class. A new alignment hypothesis is thus
constructed from the new restriction class and the restriction class from the
other source. Each alignment hypothesis is tested for set containment relations
between the intersection set of the restriction classes from both sources. This
is done with the help of two scoring functions - P & R. If r1 and r2 are the
two restriction classes in the alignment hypothesis, we first define Img(r1) as
the set of instances in the second source that instances of r1 are linked to. We
then define P as |Img(r1)∩r2|

|r2| , and R as |Img(r1)∩r2|
|Img(r1)| . We mark the relation of the

alignment hypothesis as either i) equivalent (P = 1, R = 1), ii) subset, with the
restriction class from the first source as extensionally subsuming the restriction
class from second source (R = 1), iii) subset, with restriction class from second
source extensionally subsuming the restriction class from first source (P = 1) or
iv) no relation between the two restriction classes. To compensate for missing
and misaligned instances, we relax our subset scores by defining P ′ and R′ that
reduce the required fraction of support to be greater than 0.9 instead of equal
to 1. For an optimal exploration of the search tree, we employ certain pruning
mechanisms that include i) using ordered exploration to avoid exploring a node
twice, ii) pruning a node if the intersection set of the restriction classes of the
hypothesis has size less than a minimum support size (we used 10 in our ex-
periements), iii) pruning a node if the added restriction class does not change
the set of instances, etc. After the brute-force exploration of the search space of
alignment hypotheses, we use a post-processing step on the results generated,
which removes redundant assertions by virtue of set containment of instances
of two hypotheses where one is the immediate parent of the other in the search
tree.

At the end of the above three steps of processing, the algorithm was able
to find equivalent relations between restriction classes from two sources as well
as subset relations in either direction. As this algorithm was not specific to
any particular domain, we explored candidate sources for alignments in three
domains: Geospatial, Genetics and Zoology. In these three domains, our algo-
rithm found alignments of 5 pairs of sources. For example, we were able to find
alignments between GeoNames and DBpedia in the Geospatial domain. One such
alignment was the equivalent relation between {geonames:countryCode=ES} and
{dbpedia:country=Spain} (i.e. correctly aligning the concepts for the country
Spain). We also found subset relations like {geonames:featureCode=S.SCH} sub-
set of rdf:type=dbpedia:EducationalInstitution. More such results are described
in [7].
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Limitations The approach above produced a large number of equivalent align-
ments that gave an exact mapping between the two restriction classes from
the two sources. It also, however, produced a large number of subset rela-
tions that were not as useful. This was mainly because the subset relations,
by themselves, did not contribute to a useful equivalence alignment between
two classes. In all, in the GeoNames and DBpedia alignment, there were 1647
subset relations found. Though it is understandable that in many cases there
might never exist an exact equivalence between two restriction classes, be-
cause they were auto-generated using property-value pairs, we decided to look
for additional useful alignments, if any, that these subset relations might be
able to provide us. For example, in the GeoNames and DBpedia alignment, we
found that {geonames:featureCode=S.SCH}, {geonames:featureCode=S.SCHC}
and {geonames:featureCode=S.UNIV} (i.e. Schools, Colleges and Universities
from GeoNames) are all subsets of {rdf:type=dbpedia:EducationalInstitution}.
Taken individually, though each of these alignments are correct and insight-
ful, they are not particularly useful in understanding the relationships between
GeoNames and DBpedia. Taken together, however, we found that the union of
these three restriction classes completely define rdf:type=dbpedia:EducationalInstitution.
The limitation of our approach was in the expressivity of our restriction classes.
Though it included restriction classes containing single property-value pairs and
the conjunction operator on those restriction classes, it did not include a dis-
junction operator and hence was unable to make use of the subset relations.

2.2 Identifying spatial concept coverings

As explained above, we were able to identify a pattern where a group of restric-
tion classes from one source were aligned as subsets of a common concept from
the other source. By using these alignments as hints, we were able to construct
the union of the smaller restriction classes and detect if the union was able to
define the larger class entirely. The following section describes this method in
detail. In those cases where we are not able to define the larger class entirely,
our approach is also able to find and explain the missing instances (outliers).

Mapping a restriction class from one source with a union of smaller
restriction classes from the other source Since the problem of finding
alignments with conjunctions and disjunctions of property-value pairs of restric-
tion classes is combinatorial in nature, we focus only on subset relations where
both restriction classes have a single property-value pair and where one is a sub-
set of the other. This helps us find the simplest definitions of concepts and also
makes the problem tractable. Alignments generated by our previous work that
satisfy the single property-value pair constraint are first grouped according to
the subsuming restriction classes. We then identify a strategy for selecting the
smaller restriction classes from within such a group to form the union that best
describes the larger restriction class. Since restriction classes are constructed
by forming a set of instances that have one of the properties restricted to a
single value, aggregating restriction classes from the group according to their
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properties builds a more intuitive definition of the union. We can now define
the disjunction operator that constructs the union concept from the smaller
restriction classes in these sub-groups. The disjunction operator is defined for
restriction classes, such that i) the concept formed by the disjunction of the
restriction classes represents the union of their set of instances, ii) each of the
restriction classes that are aggregated contain only a single property-value pair
and iii) the property is the same for all those property-value pairs. We then try
to find the alignment between the larger common restriction class and a set of
restriction classes from the other source that are aggregated by the disjunction
operator by using an extensional approach similar to our previous paper. We
call such an alignment as union alignment.

We first build candidates for aggregation using the results from our previ-
ous algorithm as hints. We group alignments by the larger common restriction
class. Grouping the subset relations is trivial. Equivalence relationships are sub-
sets in both directions and thus are easily integrated into the groups. For each
alignment, {p1=v1} is the r1 part and {p2=v2} forms the r2 part (each with a
single property-value pair) as explained in the previous section. Sub-groups are
formed by aggregating according to the property of the property-value pairs of
the smaller restriction classes. Such a sub-group is identified by {Property of
the larger restriction class(p1), Value of the larger restriction class(v1), property
of the smaller restriction classes(p2)}. Values of the different smaller restriction
classes can be denoted by a list List(v2s). The disjunction of the smaller re-
striction classescreates a set of instances that extensionally identifies the union
concept. We can now either confirm or refute the hypothesis that the larger
restriction class is equivalent to the union concept. We can do this by using
a scoring mechanism similar to the use of P & R in our previous paper. Us-
ing the same terminology, UA is defined as the set of disjunctive instances (i.e.
Union(Img(r1) ∩ r2))), UL is defined as the set of instances of the larger class
taken by itself (i.e. Img(r1)) and US is defined as the set of instances that is
the union of individual smaller restriction classes(i.e. Union(r2)). The scoring
mechanism defines PU as UA

US
and RU as UA

UL
. P ′

U & R′
U are defined as fractions

with relaxed scoring assumptions similar to P ′ & R′ from our previous paper.

For example, our previous algorithm finds that {geonames:featureCode =
S.SCH}, {geonames:featureCode = S.SCHC}, {geonames:featureCode = S.UNIV}
are subsets of {rdf:type=dbpedia:EducationalInstitution}. In this case, the sub-
group can be identified as {rdf:type, dbpedia:EducationalInstitution, geonames:featureCode}
and list as (S.SCH, S.SCHC, S.UNIV). As can be seen in the Venn diagram of
Figure 1, UL is the restriction classImg({rdf:type = dbpedia:EducationalInstitution}),
US is {geonames:featureCode = S.SCH} ∪ {geonames:featureCode = S.SCHC}
∪{geonames:featureCode = S.UNIV} and UA is:

{Img({rdf:type = dbpedia:EducationalInstitution}) ∩ {geonames:featureCode
= S.SCH}} ∪ {Img({rdf:type = dbpedia:EducationalInstitution}) ∩ {geonames:featureCode
= S.SCHC}} ∪ {Img({rdf:type = dbpedia:EducationalInstitution}) ∩ {geonames:featureCode
= S.UNIV}}
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Ideally, for an exact equivalence alignment, P ′
U & R′

U should both be 1.0,
if the larger restriction class covers the union of the smaller restriction classes
completely and vice-versa. However, similar to the relaxed score assumption
from our previous paper to accommodate errors in the dataset, we consider it a
complete coverage when the score is greater than a relaxed score of 0.9. (i.e. the
union alignment is considered to be equivalent if P ′

U > 0.9 & R′
U > 0.9). Due to

the minimum support score constraint for subsets from our previous paper, we
are assured that UA

US
i.e. P ′

U is always going to be greater than 0.9.4 Thus, we can
say that a union alignment is equivalent if R′

U > 0.9. With the educational insti-
tutions example, R′

U for the alignment of dbpedia:EducationalInstitution to the
union of S.SCH, S.SCHC & S.UNIV is 0.98. We can thus confirm the hypoth-
esis and consider this union alignment equivalent. The scores for other union
alignments found are described in the results section.

Img(r1) : Educational Institutions from Dbpedia 

Key: 

Union(r2): Schools, Colleges and Universities from  
Geonames. 

Schools from Geonames. 

Img(r1) 
Union(r2) 

Colleges from Geonames. 

Universities from Geonames. 

EducationalInstitution 

S.SCH S.SCHC 

S.UNIV 

Outliers. 

Fig. 1. Spatial covering of Educational Institutions from DBpedia

Using mappings to identify outliers As mentioned above, the score for
the alignment of {rdf:type = dbpedia:EducationalInstitution} to the union of
{S.SCH, S.SCHC & S.UNIV} is approximately 0.98. For {rdf:type = dbpe-
dia:EducationalInstitution}, 396 instances out of the 403 Educational Institu-
tions were accounted for as having their geonames:featureCode as one of S.SCH,
S.SCHC or S.UNIV to give this score. An interesting question to pose then
is, how are the remaining 2% of the dbpedia:EducationalInstitutions (i.e. 7 in-
stances) classified in GeoNames?

While calculating the disjuncted restriction classes, we also keep track of
other instances with the same {p1, v1, p2} but not previously considered as sub-
sets. These had been pruned in the exploration stage as they either had a size
of less than the minimum support size constraint of ten instances or had P ′

less than 0.9. For the first type of restriction classes, those with low support
size but yet having P ′ greater than 0.9 are now re-classified as subsets. The

4 It should also be noted that each of the smaller subsets also satisfy the minimum
support size of 10 instances.
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re-classification of the relation as a subset can now be justified due to increased
evidence in suggesting subsumption as other values for the same property are
also aligned as subsets of the larger restriction class from the first source.

The second type of restriction classes that had P ′ less than 0.9 along with the
ones that were not re-classified above (i.e. with less than 10 instances and P ′ less
than 0.9) form the outliers. For example, as mentioned before, schools, colleges
and universities from GeoNames make up 396 out of 404 Educational Institutions
from DBpedia. From the other eight instances, 7 have their feature codes as ei-
ther S.BLDG (3 buildings), S.EST (1 establishment), S.HSP (1 hospital), S.LIBR
(1 library) or S.MUS (1 museum). The eighth instance does not have a geon-
ames:featureCode property asserted. The P ′ score of these restriction classes is
less than 0.9. One of the instances classified as dbpedia:EducationalInstitution in
DBpedia is linked to an instance in GeoNames that has geonames:featureCode as
‘S.HSP’. 5 There are 31 instances in {geonames:featureCode=S.HSP}, however,
and because this restriction class does not meet the relaxed subset score thresh-
old, it cannot be considered in the union of restriction classes. Another example
of outliers was found in the {dbpedia:country = Spain ≡ geonames:countryCode
= ES} alignment. This equality was found using the relaxed subset assumption,
where 3917 of the 3918 instances of dbpedia:country=Spain were accounted for as
having geonames:countryCode=ES, resulting in a subset score of 0.9997. The one
instance not having country code ES was actually classified as having country
code IT (Italy). This single instance needs to be inspected further and it needs
to be determined if the owl:sameAs link is correct. It is evident from the above
examples that the outliers help in understanding the nature of the sources more
explicitly, showing why the alignments failed to completely describe the larger
restriction class. These, along with a few other examples, are described in detail
in the next section.

3 Experimental Results

From the approach described in Section 2.2, we were able to get a total of 752
union alignments for the GeoNames-DBpedia alignment and 5843 for the Linked-
GeoData-DBpedia alignment. From the 752 in GeoNames-DBpedia, 318 are such
that the larger restriction class is from DBpedia, while the other 434 have the
larger restriction class from GeoNames. Similarly, 3097 from the 5843 union
alignments in LinkedGeoData-DBpedia have the larger restriction class from
DBpedia, while the other 2746 have the larger restriction class from GeoNames.
Tables 1, 2, 3, & 4 list a few interesting examples of these union alignments
between GeoNames-DBpedia and LinkedGeoData-DBpedia (in either direction),
which we describe here. The tables are organized as follows. Column 2 describes
the sub-group, i.e. (p1,v1,p2). Column 3 contains the list of the value part of the
property-value pairs in the restriction classes of the smaller sets (i.e. List(v2)).

The score of the union is noted in column 4 (R′
U = |UA|

|UL| ) followed by |UA| and

5 Intuitively, it would make sense to the reader that this instance might perhaps be a
hospital of a medical school.
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|UL| in columns 5 and 6. Column 7 describes the outliers, i.e. values of v2 that
form restriction classes that aren’t direct subsets of the larger restriction class.
Each of these values also has a fraction with the number of instances that do
belong to the larger restriction class of the total number of instances of the

restriction class (or |Img(r1)|
|r2| ). It can be seen that the fraction is less than our

relaxed subset score. If the value of this fraction was greater than the relaxed
subset score (i.e. 0.9), the set would have been included in column 3 instead.
The last column mentions how many of the total UL instances we were able to
explain using UA and the outliers. For example, the union alignment of #1, is
the Educational Institution example described before. It shows how educational
institutions from DBpedia can be explained by schools, colleges and universities
in GeoNames. Column 4, 5 and 6 explain the alignment score R′

U (0.98), the
size UA (396) and the size of UL (404). The seven of the eight outliers found
(S.BLDG, S.EST, S.LIBR, S.MUS, S.HSP) are mentioned along with their P ′

fractions in column 7.

We also found some other interesting alignments. #2 shows the details of the
Spain example mentioned briefly in Section 2.2. #3 shows a union alignment
that aligns smaller sets or parts from GeoNames to a complete set. The region
of Basse-Normandie in France is made up of three departments. The restric-
tion classes of these three regions are constrained by the geonames:parentADM2
property. #4 shows that Airports and Airbases make up 99% of the airports in
DBpedia. From its outliers, one might argue that Airfields (S.AIRF) should also
be included, but it was not as its P ′ score was lower than the threshold. Outliers
also show that there is a Hill in geonames that has been classified as an airport.
Even though this instance may be an airport in the hills, ontologically it doesn’t
make sense that a hill can be an airport. A similar case is observed in #8 where
we find that there is at least one water tower in LinkedGeoData that is aligned
with an Educational institution in DBpedia.

The union alignment #5 should have been as straightforward as alignment
#2. Our approach was able to detect a pattern, however, that might have been
overlooked after looking at individual instances. Netherlands from GeoNames,
for example, should be aligned with the country Netherlands from DBpedia.
However we have possible alias names, such as The Netherlands and Kingdom of
Netherlands, as well a possible linkage error to Flag of the Netherlands.svg gener-
ated while importing Wikipedia data into DBpedia (the error seems systematic,
see Jordan in #6).

Alignment #7 was able to explain 8 of the 10 license plate codes in the state
(bundesland) of Saarland6. The ones that it missed were Ottweiler (OTW) and
the police vehicle codes (SAL). Since the vehicle code SAL is not associated with
any populated places in Saarland, it is quite possible that it does not get men-
tioned in LinkedGeoData. Our approach thus provides a deeper insight into the
nature of the sources. #9 tries to find the composition of the state of New Jer-
sey. 100% of the instances in New Jersey from LinkedGeoData can be accounted

6 http://www.europlates.com/publish/euro-plate-info/german-city-codes
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for in the 9 counties. New Jersey actually has 21 counties7. This suggests that
instances in New Jersey in LinkedGeoData that are linked to DBpedia are not
a complete representation resulting in an equivalent alignment. The quality of
the results generated by our extensional approach are tied to the quality of the
instances in the dataset. We find, however, that such alignments, even though
they might be partially incorrect, give an accurate representation of the actual
instances in the dataset and highlight the practical quality of the links in the
Web of Linked Data.8 Finally, alignment #10 describes how the concept Wa-
terways in LinkedGeoData can be defined as the union concept of Streams and
Rivers in DBpedia. The complete set of alignments discovered by our algorithm
are available on our group page.9

4 Related Work

Ontology alignment has been a well explored area of research since the early
days of ontologies. It has received renewed interest in recent years with the
rise of the Semantic Web. Euzenat & Shvaiko [3] provide a comprehensive dis-
usssion on Ontology Matching approaches. A closely related area of study to
ontology alignment is schema matching. Bernstein et al. [1] summarize the de-
velopments in this field in the past ten years. Though most work done in the
Web of Linked Data is on linking instances across different sources, an increasing
number of authors have looked into aligning the sources ontologies in the past
couple of years. Jain et al. [4] describe the BLOOMS approach which uses a
central forest of concepts derived from topics in Wikipedia. An update to this is
the BLOOMS+ approach [5] that aligns Linked Open Data ontologies with an
upper-level ontology called Proton. Though we employ a simple set subsump-
tion technique to identifying alignments, our use of restriction classes is able to
find a large set of alignments in cases like aligning GeoNames with DBpedia or
Proton, while BLOOMS & BLOOMS+ are unable to find alignments because of
the small number of classes in GeoNames that have vague declarations. Cruz et
al. [2] describe a dynamic ontology mapping approach called AgreementMaker
that uses similarity measures along with a mediator ontology to find mappings
using the labels of the classes. Building ontologies of Linked Data sources using a
statistical method has also been described in Völker et al. [8]. This work induces
schemas for RDF data sources by generating OWL 2 axioms using intermediate
associativity table of instances and concepts (called transaction datasets) and
mining associativity rules from it.

7 http://en.wikipedia.org/wiki/List of counties in New Jersey
8 In [7] we compared the extensional versus intensional perspective on ontology align-

ment. In a nutshell, the extensional alignment gives a precise characterization of
the current relationship between the data in the sources, regardless of the intended
meaning of the concept definitions. For example, a source may define instances as
universities, but linkage can show that it only contains American universities.

9 http://www.isi.edu/integration/data/UnionAlignments
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5 Conclusions and Future Work
We described an approach to identifying union alignments in geospatial data
sources on the Web of Linked Data. By extending our definition of restriction
classes with the disjunction operator, we were able to find alignments of union
concepts from one source to larger concepts from the other source. Our approach
produced union alignments as results that found that concepts at different levels
in the ontologies of two sources can be mapped even when there was no direct
equivalence. We were also able to find outliers that enable us to identify inconsis-
tencies in the instances that are linked by looking at the alignment pattern. The
results provide deeper insight into the nature of the alignments of Geospatial
Linked Data.

Though the scope of this paper is the geospatial domain, our algorithm can
be used in other domains as well. Our next step is to explore other domains like
zoology and genetics for union alignments. Other possible future work is in the
mapping and understanding of the properties in the sources. Our preliminary
findings show that the results of this paper can be used to find patterns in
the properties. For example, the countryCode property in GeoNames is closely
associated with the country property in DBpedia, though their ranges are not
exactly equal. We believe that an in-depth analysis of the alignment of ontologies
of sources is warranted with the recent rise in the links in the Linked Data cloud.
This is an extremely important step for the grand Semantic Web vision.
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Abstract. Linked data related to places offers a superior collection
of information to base search and recommendation functionality on in
eTourism visit planning as well as location-aware mobile applications.
Besides places interesting in themselves, through linked data it is possi-
ble to discover places interesting only through association, such as being
the venue for a concert by an artist with an interesting genre. How-
ever, in order to harness this collective data source, challenges relating
to data heterogeneity, quality, scale, and indexing and querying com-
plexity must be resolved. In this paper, the TravelSampo visit planning
and mobile application is presented, which tackles these issues. Using the
system, queries describing both simple and complex interests can be run
over some 17 million places of interest from over 20 vastly heterogeneous
sources.

1 Introduction

Location-aware mobile devices are becoming increasingly commonplace. This
has lead to a multitude of mobile applications to search for e.g. events, places of
interest or services near the user’s physical location. On the other hand, many
eTourism web applications also now allow people to design travel plans online,
picking sites to visit and exporting visit lists to their phone’s navigator software.

The TravelSampo project is an attempt to harness linked data as a source
of material for an application to help travellers find content relevant to them,
both in planning as well as during a trip. As compared to existing non-linked
data solutions as well as similar linked data systems such as DPBedia Mobile [2],
mSpace Mobile [13] and SmartMuseum [11], it tries to improve upon the state of
the art in being able to integrate both massively more heterogeneous material,
as well as to provide more intelligent services on top of it.

Particularly, the TravelSampo system takes into account that there are mul-
tiple ways in which a location may be of interest to a user. First, the place itself
may have some quality of interest, such as being a church, or being a church
in the gothic style. On the other hand, the place may also be of interest only
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through a more or less direct association, such as being the venue for an inter-
esting event or having been the birthplace of a painter with a style of interest.
In addition, a place may be of interest by virtue of the services offered there,
such as Internet access.

This variety of ways in which data can be both interesting as well as en-
coded necessitates a flexible architecture for querying locations of interest. The
strength of this is that the application should ultimately be able to cater to a
wide variety of interests, from people looking for nearby museums through music
fans interested in concerts by Norwegian heavy metal bands to freegans search-
ing for dumpsters near big supermarkets without nearby surveillance cameras.
At the same time, this scale of heterogenuity causes severe problems in both
integrating the content as well as providing efficient and intelligent search and
recommendation services and user interfaces on top of it.

In the current demonstration system of TravelSampo, some 17 million lo-
cations have been loaded into the system, integrating information from over
20 vastly different datasets of places, places of interest, and content making
places interesting through association, such as fiction taking place in real-world
locations, or the birthplaces of famous artists. Included are for example the
huge datasets of DBPedia [3] and the LinkedGeoData.org [1] version of Open-
StreetMap, but also fast-changing, dynamically converted datasets such as four
different sources for current events and exhibitions in Finland.

In this paper, the TravelSampo application is presented first through its user
interface. After that, the challenges faced and solutions developed in integrating,
mapping and making usable the disparate heterogeneous data sources are de-
scribed. Finally described are the indexing and querying interfaces created that
make possible the complex queries required to provide the advanced functionality
of the TravelSampo application.

2 The TravelSampo Application

The TravelSampo application has two distinct interfaces. The web interface is
used to plan the trip beforehand and to examine and share the trip afterwards.
The mobile interface is used during the trip to find the destinations and to get
more information about them.

2.1 The Visit Planning Interface

A typical user would be someone who is going on a trip to a new city. Before
the trip he can use the planning interface to find out what kind of cultural
destinations and events the city offers during his trip. The destinations can be
searched with different levels of complexity. In the simplest case our user is
interested in churches, which are places themselves. Our user is also interested
in wall climbing, which is a service located in a place. And finally he’s interested
in modern art, which is a topic of an exhibition held in a place. The application
can handle all these searches.
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The user has found a couple of churches, a sport center with wall climbing
and an exhibition of modern art and now he can save them to his destination
shelf which can be accessed during the trip in the mobile interface. The filters
used to find these destinations can also be saved to be used on other trips either
in the planning interface or the mobile interface. The visit planning interface is
not yet implemented but the shelves and filters can be produced and used in the
mobile interface.

2.2 The Mobile Interface

During his trip the user can use the mobile application to find the previously
saved destinations. The starting page of the mobile interface, depicted in figure
1 has a list of nearby destinations (1.A) with their types, distance to them and
interesting instances associated to them which can be filtered using the filter
menu (1.B). This menu contains the users destination shelves that are relevant
in his current location as well as his personal filters and some predefined ones.

Fig. 1. Main screen of the mobile interface

The user can now use the shelf containing his destinations to access their
pages and get a route map to the destination as well as information about it,
links to associated instances and a button to mark the destination for future
reference. As the user is in the destination page in the context of the destination
shelf there are also buttons to browse through other destinations of the shelf.

If the user finds he has more time than he expected he can go back to the
main page and use his saved filters to find for example more churches or in-
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stances related to modern art. This can also be used to quickly find interesting
destinations or useful services on the vicinity without prior planning.

There will also be a possibility to use free text search to find destinations
(1.C). The location area (1.D) shows the user’s current address and allows him to
reload it using the geolocation capabilities of the mobile device or set it manually.
On the top right corner there is a link to the user’s profile page or a login page
if the user hasn’t already logged in (1.E).

3 Data Sources and Modeling

As already stated, the TravelSampo data repository contains some 17 million
locations sourced from over 20 vastly different datasets. These sources are de-
scribed in table 1, stating the general type of data sourced from each provider,
the number of location and reference items in the data sources, as well as some
example content types in the data thus gained. As can be seen from the table,
the TravelSampo system contains a truly heterogeneous mix of data of different
types, sources and schemas.

Particularly interesting in analyzing the data sources integrated is the fact
that the boundaries between geographic place names, places of interest and ser-
vices are not crisp. For example, the general place name registries contain not
only hills and swamps, but also areas of sporting services, churches and aban-
doned police posts, while on the other hand the locations in the Espoo nature
site point of interest database are precisely hills and swamps of special inter-
est. Further, the Helsinki City service database for example contains both office
entities such as childcare services as well as located services such as swimming
pools, which also feature in point of interest databases.

Based on this observation, the TravelSampo system was designed not to dis-
cern between these sources for locations at all, but to treat all location informa-
tion as equal. This puts the burden of discovering whether a location is a point
of interest to someone on the information gathered for that location. Among
direct indicators of interest, primary among them is the type of the location.
To be able to use this across all the place data in the TravelSampo system, it
was decided to attempt to build a single unified place and place of interest type
ontology POIO from all the type ontologies used in the various data sources.

This was done semiautomatically so that first all place type labels were com-
pared automatically, already yielding several hundred equivalency mappings.
Then, these mappings were examined by hand, and a large number of spurious
mappings rejected, while an equally large amount of new mappings and subclass
relations were curated, until all place types could be found under a single root.
Table 2 relates the numbers of distinct place types in the constituents of the
POIO ontology, as well as the size of the final ontology. In total, of the 2499
concepts in the final ontology, 62% (1539) were found to be shared between at
least two source ontologies.

Besides differing in place types, the datasets also differed vastly in terms of
modeling and level of content description. For example, the RKY database of
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Table 2. Number of distinct place types in
the consituents of the POIO ontology

Name Size

OpenStreetMap 1506
TGN 1737
GNS/Geonames 648
SUO 648+142a

POIO 2499
a GNS types+additions

culturally significant milieu contains areas of cultural interest defined as poly-
gons. However, most of these areas are actually collections of multiple points of
interest, which are not modeled separately at all. On the other hand, most of the
other databases listed do not model areas at all, but only provide centerpoints
for even large features. Even worse, it is often difficult to automatically deduce
when a location actually refers to a notable mass of land, such as an amusement
park, instead of a small point, such as a statue.

As regards services, in the vast majority of data and data sources used in
the TravelSampo project, the services described are those that can be described
indirectly through place type, such as being a restaurant or a pharmacy. However,
in the Helsinki City data source the services offered at a particular location are
described separately, for example noting if a particular library offers Internet
access, has a scanner or loans AV equipment.

In the case of the TravelSampo system, particularly as it was making use of
many automatically converted and dynamically updating data sources, it was
decided that these heterogeneities in content modeling could not be unified, at
least without losing information or the expressivity of the original data, but
would have to be resolved at the query construction level. Fortunately, it seems
that some quite general mapping rules could be made to facilitate this, for ex-
ample linking services and events described as separate resources to the places
they are provided or help in, or linking a culture site with no direct description
to the compound description of the larger area it was found in.

As can be gleamed from the table listing the TravelSampo data sources,
events such as concerts and exhibitions were identified as a particularly inter-
esting non-direct element signaling a place of interest. That is, particularly for
cultural applications, often one is for example not interested in a museum per
se, but in the exhibitions that are on display in that museum at present.

Now, events are particularly dynamic sort of data. At the time of creating
the TravelSampo system, there were no sources for current and coming event
information in RDF. However, there were multiple sources from which such could
be gleamed in other formats, such as comma separated values, JSON or RSS.
The event content for TravelSampo thus comes from a converter pipeline that is
capable of being run at regular intervals, or by request. This pipeline is actually
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a more general one, called Harava [12], created in the FinnONTO project1 [5] as
a Semantic Web infrastructure tool by which data can be harvested, converted,
enriched and validated to be published as quality Linked Data for anyone to
use2.

A major problem in the event data sources to be used in the project however
was that none of them contained any machine-processable descriptions of the
topics related to the event, such as the style of an exhibition or the artist. This
problem was also evident in some of the point of interest data sources. For
example, in the OpenStreetMap data on Helsinki, there is an object of type
“memorial”, which only in its textual description says that 1) it is actually a
statue and 2) it depicts the runner Paavo Nurmi.

To overcome these limitations, automated information extraction services
were integrated into the TravelSampo architecture and the Harava pipeline,
which could then extract relevant entities such as people, organizations and
places as well as general content keywords from the textual descriptions of the
events and other data items.

Because the information extraction tools were configured to use the whole
vast TravelSampo database as a source for keywords, they are usually able to pick
up a huge number of potentially related instances. The problem then became
more of filtering these potential instances to the most important and factual
ones. Fortunately, here the project could make use of the open source Maui
information extraction tool [10], which has been previously shown to be human-
competitive in selecting primary topic keywords from text.

4 Place and Event Instance Mapping

After getting all the different data sources together, one finds a large amount of
overlap between them. Besides the same places occurring in many of the place
databases, also events typically are entered in more than one of our dynamically
updated event sources.

The indexing system used in the TravelSampo project is capable of inferring
and resolving ontology language equivalency statements transparently. Thus,
mapping between the different datasources does not need to happen at indexing
time, but can be done centrally and iteratively in the global TravelSampo data
space through generating RDFS, OWL and SKOS equivalencies. Actually, this
task becomes one with the general task of mapping different RDF materials to
each other, and could use any of the readily available ontology and instance
mapping tools [8, 4] for doing just that.

Due to this, all but certain mappings are also relegated into this late stage
of processing, so that for example all keywords found in the data sources during
pipeline processing are created as resources in the data source’s own namespace,
instead of being equated with ontology concepts directly. This also makes sure

1 http://www.seco.tkk.fi/projects/finnonto/
2 The source code of Harava has been released under a MIT style open source license

and published as a Google Code project3.
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that no information is lost and no errors introduced in indexing, due to e.g. the
keywords used not being found in the reference vocabularies, or being translated
to a wrong concept based on improper fuzzy reasoning.

As already said, the semantic enrichment done to the materials through in-
formation extraction tools is also done in this global data space. This ensures
that, for example, when searching for concepts from textual descriptions, the
algorithms have a maximal amount of content available from which to draw
matches.

The transparent resolution of equivalency statements also means that any
erroneous mappings can be undone easily after the fact by just removing the
RDF triple specifying the bad mapping. The tasks of verifying and improving
the resource mappings generated, as well as verifying automatic enrichments, can
be done in the TravelSampo ecosystem through the SAHA metadata editor [9]
created in the FinnONTO project, which has special support for going through
annotations marked as suspect. The marking of such annotations can either be
done originally in the enrichment process, or at a later date by utilizing heuristic
or schema-based quality assessment rules.

For this latter task, the FinnONTO architecture contains the semantic con-
tent validator service VERA4. The output that VERA produces is not a list of
errors per se, but rather a list of possible problems that an expert user can as-
sess, and modify the schema or data as needed. The report also contains general
statistics about the data, such as language definition usage, so it can also be
used for a general analysis instead of validation.

In this way, the dynamically updated content of the TravelSampo portal
can be iteratively improved and corrected as the system is running, right when
problems are discovered, allowing focusing on the areas most critical to efficient
use.

5 Indexing and Querying

Our stated choice of semantic integration by mapping properties and resources
in RDF required that the triple-store used had to support easy and efficient
resolution of both equivalency as well as subsumption relations, as those were
the primary means used to map content.

In fact, in the custom triple-store implemented for TravelSampo, both of
these are done transparently. As an example, a query for “?s rdfs:label ?o”
would return also all skos:prefLabel and skos:altLabel triples, as well as any
custom schema properties marked as equivalent to any of these. A query for
“?s rdf:type foaf:Agent” on the other hand returns also instances of all the sub-
classes of foaf:Agent. For ease in additional processing, a unified view to the
data is also provided, where all URIs in an equivalency set in the source are
replaced with a single canonical version. This way, anyone processing the results
of such inferred queries need not themselves repeat the equivalency calculation.

4 http://www.seco.tkk.fi/services/vera/
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In the material used for TravelSampo, a total of 11 million equivalency sets were
discovered, touching 25 million resources out of a total 350 million.

In addition to subsumption and equivalency inference, the triple-store of
TravelSampo also includes support for quickly discovering all location resources
annotated with geo-coordinates inside a specified bounding-box, as well as all
other resources related to those locations. The same is done for any temporal
entity resources such as event times and further resources related to them. These
are all functionalities that were needed in the various user interfaces of the
TravelSampo system. Similarly, efficient text search is provided for searching 1)
objects by their labels, 2) objects by their literal attributes and 3) objects by
the labels associated with their object attributes. The last index is used in the
general text search interface of TravelSampo, so that one can for instance query
by the string “Pyhäjärvi” and be quickly returned all objects that relate to any
of the 50 or so lake Pyhäjärvis of Finland.

In order to cater to the complexity and heterogeneity of the data sources
used in TravelSampo, the indexing and querying system also has to be able
to efficiently query quite complex patterns. For example, the intent is that for
example the query “Finnish electronica near Helsinki in the following week”
would match a concert by Jimi Tenor at the Helsinki Ice Hall, because Jimi
Tenor is a Finnish electronica artist playing there in the specified timeframe.
However, inside the data model, this is quite a complex pattern, as visualized in
figure 2.

To answer the query, first, each resource with a label matching any of the
keywords must be found, as well as those matching the temporal and spatial
constraints. This results in a result set with (among others) the nationality
Finnish, the genre Electronica, the concert event and the location of Helsinki ice
hall. Then, all resources relating to these or their subconcepts must be added
to the result set. This results in (among others) the artist Jimi Tenor (who is
Finnish) and the album Intervision (which has a genre of downtempo, which is
a subgenre of electronica).

Finally, all resources that are not already locations must be mapped to any
that they refer to, and finally an intersection taken between all locations found to
reveal the final result. In this case, such mappings must also be done iteratively.
While the concert event relates directly to the location, but the artist and the
album are still two and three steps away, respectively. To obtain the final result,
one must follow first the link from album to the artist, and then from the artist
to the event, which then finally leads to the location.

To resolve this, the search functionality in the TravelSampo backend was
split into multiple stages, each taking in SPARQL queries. First, multiple “select”
queries are run, one for each incoming keyword, temporal and spatial constraint,
acting on a dedicated index. Using the index, it is easy to efficiently return
not only resources matching the spatial and temporal constraints, but also any
resource that is related in any way to them, or a literal or another resource with
a label matching a particular text query. In addition, this index also performs
subclass inference. Thus, from this stage, in the case of the example queries one
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Location:
Helsinki ice hall

Event:
Jimi Tenor concert

Album:
Intervision

Genre:
Downtempo

Genre:
Electronica

coordinates:
near Helsinki

Nationality:
Finnish ...

temporal:
next week

Artist:
Jimi Tenor

Fig. 2. Mapping to a final search result after keyword and spatiotemporal matching in
TravelSampo. Dark grey resources are those returned from matching, while the light
grey resources are the final search result.

would already get the artist Jimi Tenor and the album Intervision, in addition
to the more direct resource hits.

Then, “mapping” queries are run separately and iteratively for each select
query result set. In the example, these would map for example any albums to
artists, artists to events and events to locations. After this, the system auto-
matically takes an intersection of the mapped results returned from each select
query. A further “filter” query is also run. In TravelSampo, this makes sure that
only locations ever make it to the final result set returned.

After the result set is finally obtained, it is paged and returned. This can
still be manipulated by a “grouping” query. This can be used to ensure that for
example a set amount of both event locations and culturally significant locations
matching a particular query are returned. To make sure all information to be
shown in the search listing for each matched resource is included (such as images,
event details, etc.), the system still runs any given “describe” queries for each
returned resource, before finally returning answers.

Because of the efficient indexes of TravelSampo as well as caching of e.g.
the mapping query results, the average processing time for even these complex
queries is still 100-400 milliseconds on a modern desktop server.

6 Contributions

While still a work in progress, the TravelSampo system already demonstrates the
potential for a much richer way of searching for points of interest. In developing
the system, multiple issues were identified.

Firstly, locations may be of interest not only through their immediate proper-
ties, but through quite long chains of associations. Secondly, it is hard to isolate
points of interest from other general locations.

In processing actual databases for use in the TravelSampo system, the lack of
machine-processable content keywords in most currently available datasets was
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identified to be a major problem. In the TravelSampo system, this was addressed
by integrating state of the art information extraction tools into the system.

In order to enhance precision and recall in searching the heterogeneous datasets,
key class ontology level reference resources in the TravelSampo system such as
point of interest types were mapped to each other by hand. However, another
requisite part of an integration architecture such as TravelSampo is still the sup-
port for iterative, automatic mapping of the instances and keyword concepts in
the different datasets pouring in, sometimes dynamically each day. An equally
important feature is the ability of human editors to correct these mappings.

Finally, the TravelSampo system and the datasets loaded into it highlight
the complexity of queries needed to cater to complex needs, while demonstrating
that answering such queries efficiently even on massive data sources is still quite
possible.
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Abstract. Linked data offers a novel and more flexible means of sharing 

complex geospatial datasets by breaking away from the traditional domain-

specific technologies used for accessing and integrating geospatial data with 

heterogeneous sources and disparate formats. In 2010, the UK Cabinet Office 

released a set of draft guidelines for exposing geospatial data as linked-data in 

support of the UK Open Data initiative. These draft guidelines have been 

proposed under the UK Location Strategy in specific recognition of the 

importance of geospatial data, and also with a view to promote linked-data 

within the EU INSPIRE community. This paper presents a customisable open-

source linked-data framework developed by the GeoTOD-II project that 

implements these guidelines. The framework provides an efficient means for 

exposing both existing and new data sources in the linked-data form. We also 

attempt to articulate and address a number of issues and hidden assumptions 

with these guidelines identified during the development of the framework. 

Keywords: linked-data, geospatial data, INSPIRE, DEFRA, GeoTOD 

1   Introduction and Motivation 

The UK government’s “data transparency agenda” aims to make public sector data 

freely accessible on the web as linked-data. This was greatly inspired by Tim Berners-

Lee’s invitation in 2009 [1] to publish government data online in light of the 

emergence of the Linked Open Data movement. While the primary goal of this 

initiative is to increase accountability associated key public sector datasets, it will, 

more importantly, enable harmonisation of heterogeneous datasets in a standardised 

manner by creating a “web of data”, thus supplementing the knowledge base of 

individuals as well as society. 

For geospatial information in particular, the linked-data approach offers the 

potential for developing more flexible means of data sharing and accessibility. In 
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essence, this could help solve the traditional problems of harmonising geospatial data 

with heterogeneous sources and disparate formats through standardised but complex 

web-services. For example, an RDF1-based linked-data representation of a climate 

research dataset identified by a unique HTTP URI could be seamlessly linked to 

another related but external dataset also exposed as linked-data in RDF, through an 

appropriate vocabulary e.g. RDFS2 ‘seeAlso’. This would enable a user (whether an 

application or human) to seamlessly access both of these datasets through their 

respective resolvable URIs and/or interrogate the datasets using the linked-data 

recommended query language, SPARQL3 without being constrained by the query 

language or access mechanism(s) specific to the underlying geospatial web-service(s) 

(e.g., an OGC Web Feature Service4 instance) responsible for serving up these 

datasets. 

There are however several caveats to effectively sharing linked resources using 

URI and RDF. The chief amongst these is the necessity of a specific community data 

model, or ‘RDF vocabulary’. While RDF provides the base representation for linked-

data, this is not enough to specify the internal structure of any specific dataset (much 

as HTML provides a flexible structure for a huge variety of web page content). As 

noted by Tim Berners-Lee [2], “Different communities have specific preferences on 

the vocabularies they prefer to use for publishing data on the Web. The Web of Data 

is therefore open to arbitrary vocabularies being used in parallel. Despite this general 

openness, it is considered good practice to reuse terms from well-known RDF 

vocabularies...” Unfortunately the most well-known RDF vocabularies have little to 

do with climate research data – they are concerned with social networking (FOAF5), 

blogs/wikis (SIOC6), thesauri (SKOS7), software projects (DOAP8), etc. 

It is also important with linked-data to strike the right balance with URI structure 

between completely opaque identifiers and excessive human-readable semantics9. To 

address this issue, the UK Cabinet Office has released a set of draft recommendations 

[3] for designing URI identifiers for location data in support of the UK Open Data 

initiative. These draft guidelines extend more general ones [4] for publishing public 

sector data (under data.gov.uk), and have been proposed under the UK Location 

Strategy in specific recognition of the importance of geospatial data, and also 

                                                           
1 Resource Description Framework (RDF) - http://www.w3.org/RDF/ 

2 RDF Schema - http://www.w3.org/TR/rdf-schema/ 

3 SPARQL Query Language for RDF - http://www.w3.org/TR/rdf-sparql-query/ 

4 Open Geospatial Consortium (OGC) Web Feature Service - 

http://www.opengeospatial.org/standards/wfs 

5 The Friend of a Friend (FOAF) vocabulary - http://xmlns.com/foaf/spec/ 

6 Semantically-Interlinked Online Communities (SIOC) - http://sioc-project.org/ontology 

7 Simple Knowledge Organization System Reference (SKOS) - http://www.w3.org/TR/swbp-

skos-core-spec 

8 http://code.google.com/p/baetle/wiki/DoapOntology 

9 W3C, “Cool URIs don’t change”, http://www.w3.org/Provider/Style/URI  
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recognising parallel work at the European level on deploying the INSPIRE10 ‘spatial 

data infrastructure’ (which uses web services, but not linked-data principles). 

In addition, a linked-data service should integrate (e.g. as a layer over or an 

additional component) with existing data sources (e.g. web services, databases) 

without the need to make substantial changes to the underlying infrastructure. For 

example, it may not be desirable to significantly modify an existing Web Feature 

Service serving up external data from a third party database; or to replace it with a 

linked-data service to provide linked-data representations of these data. What might 

be more efficient and practical in this scenario is to implement a linked-data service 

that wraps the Web Feature Service and leverages it as a “proxy” data source for 

exposing linked-data. 

This paper presents an open-source geospatial linked-data framework developed by 

the GeoTOD-II11 project that implements the UK Cabinet Office’s draft guidelines 

for exposing geospatial data as linked-data. This framework provides an efficient 

means for exposing existing data sources as linked-data using the approach proposed 

above. 

2   Key Concepts 

In this section, we provide an overview of the key concepts pertinent to the work of 

the GeoTOD-II project presented in this paper. 

2.1 Linked-data 

 
Fig. 1. Linked-data principles: client-dependant resource identification through HTTP URI and 

resource retrieval through content negotiation. (Source: http://www.w3.org/TR/cooluris/)  

The success of today’s web results from two core functionalities: the ability to 

identify and link documents using the HTTP protocol. Simple to implement, widely 

deployed, and with ubiquitous client support, these two elements provide an obvious 

model for moving beyond text and documents to a web of data. The ‘linked data 

principles’ [5] adopt this model by using URIs to identify data objects (or the real-

                                                           
10 INSPIRE Directive - http://inspire.jrc.ec.europa.eu/ 

11 Geospatial Transformation with OGSA-DAI (GeoTOD-II), SourceForge 

http://geotod.sourceforge.net/about.html  
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world ‘things’ that they represent), and creating a data web by linking together related 

data objects. While HTML provides the lingua franca for the web of documents, RDF 

plays that role for data (Fig. 1). Common to both is the use of HTTP to access 

information (linked-data also recommends a human-readable representation e.g., 

HTML, if accessed via a web browser, using ‘content negotiation’12 – Fig. 1). The 

adoption of the four elements of linked data (URIs, RDF, HTTP, links between data) 

has already led to a massive ‘linked data cloud’13 connecting hundreds of datasets 

and billions of individual data items. 

2.2   Designing ‘URI Sets’ for Location 

The European Union’s INSPIRE Directive requires public authorities across Europe 

to provide access to their environmental datasets through the adoption of a common 

framework for uniquely identifying the datasets within a pan-European ‘spatial data 

infrastructure’. The UK Cabinet Office’s guidelines for “Designing URI Sets for 

Location” [3] “is focussed on the use of http: URI by the UK public sector to meet 

that INSPIRE objective”.  To that end, the guidelines define three different types of 

resources identified by three different Uniform Resource Identifier (URI) schemes. 

 

Fig. 2. HTTP URI identifiers for ‘Spatial Things’ and ‘Spatial Objects’ 

Spatial Thing. The guidelines define this as anything that has a spatial extent, i.e. 

size, shape or position, and is a subset of ‘real-world’ phenomena associated with a 

location, e.g. the ‘River Thames’.  To uniquely identify a Spatial Thing, the 

guidelines recommend the following URI scheme, referred to as the “Id” URI: 

http://location.data.gov.uk/id/{INSPIRE 

theme}/{concept}[/{codeset}]/{reference}[/{version}] 

([] denotes an optional term).  

                                                           
12 A web server returns a representation of a resource based on the HTTP-Accept header of a 

client request. 

13  http://linkeddata.org 
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An example URI for the ‘River Thames’: 

http://location.data.gov.uk/id/HY/Watercourse/Thames/v1 

According to the guidelines, the URI for a Spatial Thing, if de-referenced, should be 

re-directed to a web document containing metadata about the Spatial Thing (Fig. 2). 

The granularity of the metadata is implementation or provider specific. The URI 

pattern for identifying this metadata document should be that for the Spatial Thing but 

with the term “id” replaced with the term “doc” – hence, it is referred to as the “Doc” 

URI. 

An example “Doc” URI for the ‘River Thames’: 

http://location.data.gov.uk/doc/HY/Watercourse/Thames/v1 

In addition, a metadata document about a Spatial Thing could also include a list of 

relevant, known, Spatial Objects (described below) through appropriate vocabulary 

(e.g. RDFS ‘seeAlso’ or OpenVocab14 ‘similarTo’ – Fig. 2). 

Spatial Object. This is essentially a concrete digital representation of a ‘real-world’ 

phenomenon associated with a specific geographical location. Notably, this is a direct 

proxy of the INSPIRE definition of a Spatial Object15.  The guidelines propose the 

following URI scheme (referred to as the “So” URI) for uniquely identifying a Spatial 

Object in an INSPIRE compliant way: 

http://location.data.gov.uk/so/{INSPIRE theme}/{Ontology Class}/{Ontology 

Namespace}/{local id}[/{version id}][/{rendition}] 

For example, the URI for a Spatial Object representation of the ‘River Thames’ could 

be: 

http://mydata.co.uk/so/HY/Watercourse/hy-p/1234/v1 

As illustrated in Fig.2, multiple representations of the same Spatial Object could be 

provided by using an efficient content negotiation mechanism. 

Ontology. In addition, the guidelines also define a number of URI patterns for 

querying the concepts used within a description of a Spatial Thing or Spatial Object. 

These concepts are essentially the Classes and their associated properties defined 

within an OWL Ontology16 or RDF Schema representation of an INSPIRE 

conceptual model (typically formulated in UML17) underpinning the description of a 

Spatial Thing or Spatial Object.  These URI schemes (referred to as the “Def” URIs) 

are: 

- URI for a class  

                                                           
14 http://open.vocab.org/docs/similarTo 

15 INSPIRE Glossary item 67 in https://inspire-

registry.jrc.ec.europa.eu/registers/GLOSSARY/items 

16 OWL 2 Web Ontology Language Document Overview - http://www.w3.org/TR/owl2-

overview/ 

17 Unified Modelling Language (UML) - http://www.uml.org/ 
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http://location.data.gov.uk/def/{theme}[/{package}][/{concept|class}][/{version}

]/{class}   

- URI for a property exclusively associated with the given class 

http://location.data.gov.uk/def/{theme}[/{package}][/{concept|class}][/{version}

]/{class}/{property}    

- URI for a shared or re-usable property  

http://location.data.gov.uk/def/{theme}[/{package}][/{concept|class}][/{version}

]/{property}   

So, to access the definition of the ‘Watercourse’ class in the above ‘River Thames’ 

Spatial Object example, the URI would be: 

http://mydata.co.uk/def/HY/rivers-package/Watercourse 

3   Key Issues and Challenges 

3.1 Pragmatic Interpretation of the “Designing URI Sets for Location” guidelines 

The key challenge faced by the GeoTOD-II project was interpreting the Cabinet 

Office’s guidelines in a pragmatic and implementable fashion, as there had so far 

been little practical application of these guidelines. There are a number of issues and 

hidden assumptions in the guidelines that needed to be articulated by the project. 

For instance, a key question raised by the URI scheme proposed for identifying a 

‘Spatial Thing’ is: in an operational context what information should be available at 

the ‘Doc’ URI which describes a Spatial Thing? We choose to regard this as a ‘master 

catalogue’ of individual Spatial Objects available from different providers and which 

relate to the associated Spatial Thing, e.g. all registered representations of the River 

Thames.  

Similarly, it is necessary to clarify matters relating to governance and ownership of 

concepts: e.g. who is the owner of the concept ‘River Thames’ with responsibility to 

maintain the ‘id/Doc’ URI? There is an implied ‘registration’ process – all owners of 

‘River Thames’ objects must register them with the owner of the concept ‘River 

Thames’. 

3.2 Legacy Geospatial Data Sources 

Another issue is how to achieve linked-data representation of legacy geospatial data 

sources with minimal cost to data providers. As highlighted before, the recommended 

practice is for linked-data representations to co-exist with any current data sources 

and representations in order for it to be useful. Therefore, a linked-data solution 

would effectively sit on top of existing data sources and be configured to use those 

data sources without changing their underlying data structures or storage formats.  
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3.3 Ontology Representations of the INSPIRE Conceptual Models 

Additionally, there is also the question of representing geospatial data in RDF, which 

requires developing RDF ontologies based on the UML conceptual information 

models adopted by INSPIRE (and their underpinning ISO standards) to describe these 

legacy data sources. There are a number of issues related to the “mappings” between 

the INSPIRE UML models and their OWL/RDF Ontology/Schema representations.  

For instance: 

• There is a need to define a canonical transformation from geospatial UML 

conceptual models to an ontology representation. In general, the ‘closed-

world’ semantics of UML are more restrictive than the ‘open-world’ model of 

OWL and RDFS. As well, the UML meta-model does not support properties 

as first-class entities. Nevertheless, UML bears similarities to frame-based 

knowledge modelling systems, and the Object Modelling Group has developed 

the Ontology Definition Metamodel (ODM) as a mechanism for modelling 

UML-based ontology development. 

• Developing an ontology representation of an INSPIRE UML model would 

need also to address the ‘import’ of already-existing information models 

developed as international standards by ISO’s Technical Committee 211 (e.g. 

ISO 19107 for spatial schemas, ISO 19108 for temporal schemas, ISO 19115 

for geospatial metadata, etc.). It would require the development of ontologies 

for these ‘imported’ models as well. These are substantial tasks in their own 

right requiring considerable involvement of the wider standards community. 

• In order to provide conventional GML18 as a specific representation of 

INSPIRE geospatial data under a linked-data server (through content 

negotiation), further work is required on developing open-source 

implementations of the INSPIRE web services (i.e. the OGC ‘Web Feature 

Service’). 

Notably, there have been a few such ontologies, albeit unofficial and generally 

incomplete, emerging from the INSPIRE and other related communities. For instance, 

the W3C Semantic Sensor Network Incubator Group (SSN XG)19 developed an 

ontology based in part on the ISO 19156 ‘Observations and Measurements’ 

conceptual model. And the UK Environment Agency has developed a linked-data 

representation of Bathing Water Quality including ‘sampling points’20 motivated by 

the INSPIRE ‘Environmental Monitoring Facility’ theme. The OGC GeoSPARQL 

working group is developing a SPARQL extension to include spatial query 

predicates21 (touches, disjoint, overlaps, contains, etc.). In addition, the draft 

specification includes a number of OWL class definitions for geometry, topology, and 

geospatial ‘features’. 

                                                           
18 Geography Markup Language - http://www.opengeospatial.org/standards/gml 

19 W3C Semantic Sensor Network Incubator Group - http://www.w3.org/2005/Incubator/ssn/  

20 http://location.data.gov.uk/def/ef/SamplingPoint/SamplingPoint  

21 The so-called Egenhofer relations. 
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4   Existing Linked-data Servers 

We assessed the suitability of a number of existing open-source linked-data servers 

for publishing geospatial datasets in accordance with the Cabinet Office’s guidelines 

discussed above. These servers included D2R22, Virtuoso23, Triplify24, 

SquirrelRDF25 and Pubby26.  In general, these existing products enable exposing 

RDF views of datasets residing in relational databases through customisable HTTP 

URLs and querying them using SPARQL. In all cases, the desired mappings between 

an RDF schema and a relation database schema are specified in some form of 

mapping file(s) written in RDF/Turtle based languages with varying levels of 

syntactical and conceptual complexity.  Additionally, some of these servers, such as 

D2R and Virtuoso support automated generation of the mapping files based on the 

schema of the relational database specified. 

We also reviewed a number of geospatial linked-data services that are based on 

some of the aforementioned linked-data servers.  This included the UK 

Environmental Agency’s linked-data server27 that implements the Cabinet Office’s 

guidelines, and the “GeoLinked Data” service developed by the Ontology 

Engineering Group (OEG)28 for publishing environmental data held by the National 

Geographic Institute of Spain. 

Generally, most of the existing linked-data servers and services reviewed provide 

complete (and in some cases, complex) solutions for publishing linked-data. 

However, the major drawback of these solutions is the limited scope for their 

functional extensibility. For instance, adding a non-relational data source, such as a 

Web Feature Service for rendering GML representation of a geospatial resource, to 

any of these servers would likely require substantial re-implementation of its 

underlying architecture. Such a task, while achievable as most of these servers are 

open-source products, may not be practical within the related scope of work.  

Providing alternative non-RDF representations (e.g. XML) of a linked-data 

resource is recommended in the linked-data principles. And considering that RDF is 

not a prevalent format for encoding geospatial datasets, there is added value for a 

geospatial linked-data server to have the capability to provide both non-RDF (such as 

GML) and RDF representations of a resource. Notably, the provision of GML-

encoded environmental data is also not supported by either of the two geospatial 

linked-data services mentioned above. 

To this end, we concluded that there would be merit in developing an open-source 

linked–data server for publishing geospatial datasets with the key features of the 

                                                           
22 http://www4.wiwiss.fu-berlin.de/bizer/d2r-server/ 

23 http://virtuoso.openlinksw.com/linked-data/ 

24 http://triplify.org/ 

25 http://jena.sourceforge.net/SquirrelRDF/ 

26 http://www4.wiwiss.fu-berlin.de/pubby/ 

27 http://data.gov.uk/linked-data 

28 http://geo.linkeddata.es/web/guest/home 
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aforementioned servers but crucially with appropriate extensibility points for adding 

new functionality as needed. 

5   Methodology and Implementation 

5.1 GeoTOD Linked-data Server Framework 

To address the issues of the existing linked-data servers, in the GeoTOD project we 

developed a highly-extensible framework for a linked-data server, namely the 

GeoTOD Linked Data Server (GLS), which implements a set of Linked Resource 

interface specifications compliant with the Cabinet Office guidelines for the 

publication of geospatial data. 

 

Fig. 3. An architectural view of the GLS Framework 

 

The GLS architecture (Fig. 3) follows the Spring Model-View-Controller 

(MVC)29-based Java EE630 framework with four different layers of components: 

Spring MVC framework, Linked Resource, Authentication and Data Source.  Of 

particular note is the Linked Resource layer, which integrates within the GLS 

framework three Linked Stores (LinkedDocStore, LinkedSOStore and 

                                                           
29 The Spring MVC Framework - http://static.springsource.org/spring/docs/3.0.x/spring-

framework-reference/html/mvc.html 

30 Java Enterprise Edition 6- http://www.oracle.com/technetwork/java/javaee/tech/index.html 
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LinkedDefStore) representing the three resource types (Spatial Thing, Spatial Object 

and Ontology respectively) specified in the Cabinet Office’s guidelines (Section 2.2).  

In general, the Spring MVC layer of the GLS framework receives requests related 

to any of the three Linked Stores as either HTTP URIs or SPARQL queries, and 

determines the appropriate response to be sent to the client. Formulation of the 

response to a client’s request mainly involves identification of and communication 

with an appropriate implementation of the Linked Store in question.  The mode of 

communication between the Spring MVC layer and the Linked Resource layer 

depends on the type and output format (e.g. HTML, RDF etc.) of the resource 

requested. 

In addition, the GLS Spring Framework handles authentication of users with 

administration privileges with the help of the “Authentication” layer. User 

authentication in GLS is required to perform administration related functions (e.g. 

adding, removing Spatial Objects etc.) in the “Linked Resource” layer. 

 

Fig. 4. Integration of the “Linked Stores” within the GLS Framework 

As illustrated in Fig. 3 and Fig. 4, depending on the implementation, a GLS Linked 

Store can act as an interface to any type of service or data store within the GLS Data 

Source layer. For example, a GLS Linked Store could be implemented as an interface 

to a single service responsible for serving up linked resources in various supported 

output formats; or a set of aggregated services, where each service is responsible for 

producing a specific representation of a linked resource. In other words, the GLS can 

be integrated with any concrete implementations of Linked Stores conforming to the 

Linked Resource interface specifications. Thus, the GLS framework enables the 

publication of both existing and new geospatial data sources as linked-data. 

5.2   Prototype Implementation 

We implemented a prototype of the GLS framework for a demonstration dataset 

(described later in Section 6) with the LinkedSoStore implemented using OGSA-
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DAI31 - an open source framework for distributed data management. OGSA-DAI 

provides the LinkedSoStore with an uniform interface  to access and integrate third-

party heterogeneous relational as well as web data sources (Fig. 3). We extended 

OGSA-DAI to support RDF resources using the D2RQ platform32 (the mapping 

engine behind the D2R server).  Relational data sources are transformed into virtual 

RDF graphs using a mapping file, which describes the relation between an ontology 

and a relational data model.  D2RQ also provides RDF/SPARQL access mechanisms 

to support different types of linked-data query on the legacy geospatial data resources.  

With this extension to OGSA-DAI, we are able to exploit different types of third party 

data services and convert their output into linked data representations using 

configurable OGSA-DAI workflows.  With OGSA-DAI open framework, new data 

services can simply be wrapped and deployed into these workflow via software 

configuration.  The LinkedDocStore and LinkedDefStore were implemented as 

interfaces to two native RDF triple stores (Fig. 3).  The prototype GeoTOD Linked 

data server is available at: http://tiger.dl.ac.uk:8080/geotodls/index.htm 

5.3   RDFS Generator 

To support the provision of ontologies via RDF, we also developed a simple UML to 

RDFS conversion tool for converting UML-based conceptual models of a domain, 

such as INSPIRE thematic data specifications, to an RDF schema (ontology). 

 
Fig. 5. Generation of RDFS vocabulary from UML Models created using Enterprise Architect 

(EA)33 

In general, this tool allows generating RDFS vocabulary from an XML Schema 

transformation of an INSPIRE UML model (Fig. 5).  It is mainly designed to support 

the GML application schemas (XML schemas) generated by FullMoon34 - a widely 

                                                           
31 OGSA-DAI - http://www.ogsadai.org.uk/ 

32 D2RQ - http://www4.wiwiss.fu-berlin.de/bizer/d2rq/ 

33 Enterprise Architect - http://www.sparxsystems.com/ 

34 FullMoon - https://projects.arcs.org.au/trac/fullmoon/wiki/FullMoon 
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adopted tool for generating (GML-based) XML Schema representations of the ISO 

19000 series (adopted by INSPIRE) UML models. (It proved easier to generate RDFS 

from the XSD representation, rather than directly from UML.) 

The underlying algorithm for performing the XML Schema-to-RDFS conversion is 

tightly coupled to the naming convention of XML type definitions and element 

declarations. However, these conventions arise from UML-to-XML encoding rules 

specified in ISO 19136 (‘Geography Markup Language’, Annex E), from which the 

underlying UML classes may directly be inferred. The RDFS Generator is available 

at: http://tiger.dl.ac.uk:8080/rdfsgenerator. 

6   Demonstration Datasets 

We have tested our prototype implementation of the GLS framework using the 

Ordnance Survey’s ‘Strategi’35 dataset in order to demonstrate the transformation of 

an existing resource into linked-data form. The Strategi data is relevant to the UK, 

containing a view of the whole UK including natural and man-made features. This 

dataset has been made freely available online under the Ordnance Survey’s 

OpenData™ initiative in support of the UK government’s ‘data transparency agenda’. 

For this, we have used an ontology auto-generated from relevant INSPIRE 

conceptual models (i.e. the ‘Hydrography’ and ‘Transport Networks’ themes), using 

the RDFS Generator described above. Additionally, it was necessary to convert the 

Strategi data from the original ESRI Shapefiles36 to relational data format (i.e. SQL) 

using a freely-available tool, namely shp2pgsql37, and then store it in a PostgreSQL38 

database. As well as following the UK URI guidelines for spatial data, our prototype 

provided several representations of Spatial Objects through HTTP content negotiation 

– RDF, HTML, and GML. The latter was provided through the Geoserver39 open-

source Web Feature Service application. 

7   Conclusions 

The most significant outcome of the work presented here is a customisable linked-

data framework that is aligned with the UK Cabinet Office’s draft guidelines on 

applying linked-data in the geospatial context. In developing this framework, we have 

identified and attempted to articulate and address a number of issues and hidden 

assumptions with these guidelines. In addition, we have learned key lessons that 

should be considered by other members of the geospatial linked-data community. 

Foremost amongst these is the requirement to more fully develop mechanisms for 

mapping geospatial conceptual information models (normally formulated in UML) to 

                                                           
35 http://www.ordnancesurvey.co.uk/oswebsite/products/strategi/index.html 

36 http://en.wikipedia.org/wiki/Shapefile 

37 http://postgis.refractions.net/docs/ch04.html 

38 http://www.postgresql.org/ 

39 http://www.geoserver.org  
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RDF schemas and ontologies. Further, our implementation of the demonstrator 

provides an optimal solution combining both the strengths of OGSA-DAI for 

implementing database-to-linked data transformation together with a linked-data 

server that can be customised to support other both existing and new data stores and 

data formats.  

On the whole, the work presented should benefit those organisations looking to 

deploy their geospatial data assets as linked-data among.  While a number of industry 

players are developing commercial tools for linked-data, the availability of a 

conformant open-source framework will provide substantial benefit both to 

organisations wishing to publish their geospatial data as linked-data, and to the 

linked-data community (and Cabinet Office CTO Council itself) in developing best 

practice in this new field. Notably, the GeoTOD framework was used in a recently 

completed high-profile project, namely ACRID40 that has developed a linked-data 

approach to publishing complex scientific workflows associated with climate research 

datasets held by the Climatic Research Unit of the University of East Anglia. 

However, in order to fully exploit the work described here, further engagement 

with key players in both the linked-data and geospatial communities will be required, 

especially those involved with the UK Location Programme and INSPIRE. 

Furthermore, the initial development and proof-of-concept presented in this paper is 

only a small part of the effort required to develop hardened software – significant 

extra development resource would be required to take the project outcomes the next 

step to a fully tested, efficient, and reliable software product.  Future work will need 

to address these issues. 
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Abstract. The INSPIRE Directive establishes a pan-European ”Spatial
Data Infrastructure” (SDI) to make available multiple thematic datasets
from the EU member states through stable Geo Web-Services. Parallel to
this ongoing procedure, the Semantic Web has technologically fostered
the Linked Data initiative which builds up huge repositories of freely
collected data for public access. Querying both data categories within dis-
tributed searches looks promising. To tackle the associated prerequisites,
this paper presents firstly a general approach to translate sophisticated
INSPIRE GML data models into Semantic Web OWL ontologies. This
is done according to Linked Data principles while preserving selective
INSPIRE structural information as annotations. Secondly, a feasible
conversion of the Semantic Web query language SPARQL to its Geo Web
counterpart ”OGC Filter Encoding” is proposed. The language mapping
is required for a semantic wrapper over remote INSPIRE Download
Services acting as a SPARQL-endpoint and bridging the gap between
both worlds.

Keywords: INSPIRE, Linked Open Data, Semantic Web, SPARQL,
Geo Web, GML, geospatial data, semantic enablement

1 Introduction

The INSPIRE Directive (2007/2/EC)3 obliges national authorities of the EU-
member states to contribute their spatial data according to over 30 harmonized
themes (e.g. Hydrography, Protected Sites or Elevation), make them accessible
and described via standardized Geo Web-Services. These datasets are considered
to be up-to-date, quite reliably, EU-wide and mostly free available forming a very
impressive data source for multi-thematic information retrieval.

Because of its free data usage and distributed service-architecture INSPIRE
does have a lot in common with the Linked Open Data initiative (LOD). Com-
bining both data worlds while starting federated searches over INSPIRE and
LOD-datasets looks attractive as repositories differ in thematic coverage and

3 http://inspire.jrc.ec.europa.eu/
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data capture conditions. As a scenario let us consider a teacher planning a school
trip which should be filled with leisure activities as well as some kind of nature ex-
ploration. He find accomodation and leisure facilities through Geo Linked Data4

and spatially overlay them with INSPIRE themes Land Use or Protected Sites.
Finally the teacher may prepare himself with reliable background information
referenced by INSPIRE data and disseminated by public authorities enriching
the world of free data. The same governmental controlled Protected Sites data
could be combined with the LOD project GeoSpecies5 to intersect INSPIRE
protection goals with species populations from GeoSpecies at the same time.

To leverage such scenarios, the existing technological discrepancies between
INSPIRE and LOD have to be overcome which are mainly due to different
knowledge representation and web service interfaces. The goal is a feasible em-
bedding of INSPIRE data in the Semantic Web. INSPIRE itself is based on
the Geo Web technologies - which are ISO and OGC6 standardizations for
Geo Web-services and -transfer formats. So INSPIRE applies the ISO/OGC-
approach of modeling physical things, so-called ”features”, in the Geography
Markup Language (GML)7. GML is a XML-derivative and GML data models
are written in XML-Schema Language (XSD). Conventional GML data models
define simple and flat XML-documents having features with only few attributes
and thus could be easily queried and transformed to Semantic Web RDF/OWL-
triples. With regard to INSPIRE we are faced with advanced GML data models
which disclose features with many dependant complex elements and a heavily
nested, verbose XML-tree structure. That’s why transforming GML to OWL is
not straight-forward and target OWL-models in which to transform INSPIRE
data must be well-thought-of for not generating triples without proper content.

Former work [3] [13] have already introduced Semantic Web-queries which
are translated in order to request OGC data access services - specified as OGC
WFS8. The conversion of GML-results is done on-the-fly which is a reasonable
way to avoid duplicated storage of GML and RDF/OWL-instances and facilitates
the access to up-to-date information. But these approaches are concerned either
with flat GML-models and so encompass a query translation which is much sim-
plier than INSPIRE requires where XPath-expressions for filter processes became
inevitably. Or they don’t take into account that the content of the GML→OWL
transformation must be refined in order to fullfill Linked Data principles with
resolvable URIs and cross-references.

This paper presents a feasible way to perform SPARQL queries on INSPIRE
which contains two main achievements. At first we propose a general approach
for deriving INSPIRE ontologies from the INSPIRE UML/GML data models
in order to define the target models for SPARQL querying. We also suggest
common modeling aspects and refinements for Semantic Web-representations

4 http://linkedgeodata.org/About
5 http://about.geospecies.org/
6 Open Geospatial Consortium, see http://www.opengeospatial.org/
7 http://www.opengeospatial.org/standards/gml
8 http://www.opengeospatial.org/standards/wfs
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due to Linked Data principles. Secondly we outline a SPARQL-endpoint - which
is configured with these INSPIRE ontologies and acting as a proxy over WFS-
services which are the main realizations for INSPIRE Download Services. There-
fore we specify a viable translation from SPARQL to the WFS-query language
”OGC Filter Encoding (FE)”9 and tackle the prerequisite of references between
the INSPIRE ontology concepts and the INSPIRE GML data structure.

2 Towards INSPIRE Linked Data - Basic Architecture

To fulfill the overall goal for federated queries on INSPIRE and Linked Data,
the INSPIRE data must be transformed into a Semantic Web representation
as Semantic Web-formats are appropriate for integration tasks and SPARQL
used to query different repositories in particular. Two key tasks are identi-
fied: 1. we need to create common target ontologies for INSPIRE themes and
2. provide query capabilities using SPARQL. INSPIRE UML- and derived GML-
data models are regarded as community harmonizations and thus have the same
characteristics as Semantic Web domain ontologies. Hence each INSPIRE theme
is syntactically transferred to one domain ontology (here called ”INSPIRE theme
ontology”) while preserving INSPIRE element names. Common concepts from
different themes, e.g. ISO metadata elements and spatial representations, are
outsourced into core ontologies and imported into the theme ontologies if needed.

The reasons for explicit INSPIRE ontologies are:

– they serve as target models for a proper GML→OWL conversion set-up
– they store GML structural information as annotations needed for querying
– they facilitate references to INSPIRE background information
– they prepare the basis for alignment with Semantic Web upper ontologies

Querying capabilities help to perform requests and filter the desired instances
from the requested repository. A smart way to support SPARQL queries over
INSPIRE data can be accomplished with a proxy application, wrapping remote
or local INSPIRE Download Services and acting as a SPARQL-endpoint; see
Fig. 1. The architecture has multiple advantages. For instance, no data repli-
cation and additional storage facilities are needed, hence queries always access
up-to-date datasets. Furthermore, INSPIRE data authorities are not bothered
with extra configuration efforts required for semantic WFS-profiles.

SemanticWeb
Client

Virtual
RDF-Repository

(SPARQL-endpoint)

Semantic Proxy
Inspire

Download Service
(OGC WFS)

Static
Geo-Database

RDF/OWL GML

SPARQL-
Query

WFS-Query
(OGC-FilterEncoding)

Fig. 1. Overall architecture - Proxy wrapping INSPIRE-Download Services

9 http://www.opengeospatial.org/standards/filter
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Opposed to alternative solutions which comprise one single GML→OWL-
transfer into a static INSPIRE triple-store building query facilities on top, the
proxy solution has to cope with a virtual repository. That means that all resulting
information is temporary and has to be combined with all side effects. The
biggest challenge is the query mapping from SPARQL as a powerful general
query language to the less powerful language OGC Filter Encoding. The latter
is supported by WFS-services and focuses on domain-optimized filters.

We first introduce our proposed query strategy and more details will follow in
Sec. 4. Fig. 2 shows the overall query procedure. A SPARQL query is received (1)
and converted to SPARQL algebraic expression10 (2). The algebraic expression
is assessed for INSPIRE concepts (3) for which XPath-expressions are concate-
nated to address the GML-element paths needed within Filter Encoding-query
operators. Thereafter the translation SPARQL →Filter Encoding takes place (4)
and the WFS GetFeature-request is send to all the WFS-services which serve
the requested feature types (5). On return the GML-results are transformed to
OWL-instances composing the virtual repository (6). This virtual repository is
then queried with the former SPARQL-query from the second step (7) and finally
SPARQL-results are returned to the user (8).

4. map SPARQL to
OGC-Filter Encoding

5. request WFS
(GetFeature-operation)

3. detect INSPIRE-
concepts 

1. receive SPARQL-
request

2. convert SPARQL-
query to -algebra

6. transform results
(GML to OWL)

7. query virtual repository
(SPARQL-query)

8. return SPARQL-
results

Fig. 2. SPARQL-query handling in eight steps

The resulting INSPIRE ontologies are designed to allow custom queries, for
instance to filter Protected Sites and GeoSpecies data. Therefore we outline
significant query types which are regarded during ontology modeling (see Sec.
3.2) in order to keep ontological structures simple and adequate for querying:

– distinguish instancies by its classification attributes, e.g. ”which protected
sites are classified with designation = ’UNESCO World Heritage’?”

– do spatial reasoning, e.g. ”which species habitats crosses protected site x?”
– filter temporally, e.g. ”which sites originates from era x, between dates y/z?”
– assess measures, e.g. ”which sites suit a hike, sites greater than x km2?”

This paper continues in Sec. 3 with a description of engineering and modeling
aspects of the proposed INSPIRE ontologies. Sec. 4 is about the concept of a
semantic query layer and a prototype mentioned in Sec. 5. Then, Sec. 6 outlines
related work and Sec. 7 closes with conclusions and possible advancements.

10 http://www.w3.org/TR/rdf-sparql-query/; see Sec. 12.4 ”SPARQL Algebra”
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3 Deriving INSPIRE ontologies

3.1 Conversion rules: INSPIRE GML to RDF/OWL

Before examining ontological details, we have to consider the basic conversion
rules from the original GML INSPIRE data models (written in XSD) to the
targeted INSPIRE OWL ontologies. For generic XSD→OWL transformations
several approaches [1] [2] and operational applications exist. Accordingly con-
version rules are defined to transform either XML- or XSD-documents to OWL,
converting e.g. every xsd:complexType to owl:Class. These rules are helpful
for deriving INSPIRE ontologies but don’t regard GML or INSPIRE specifics.

GML and RDF/OWL - common characteristics Having a closer look at
GML itself which is akin to RDF/OWL [11], as GML-Version 1 had once an
explicit RDF-encoding. Since then GML carries the ”Object-Property-pattern”.
This means that XML-elements at odd numbered levels of the DOM-hierarchy
represent GML-objects and ones at even level represent GML-properties. Hence
one may compare GML-objects to RDF-resources and GML-properties to RDF-
predicates. Another similarity is the cross-referencing, which is often used in
INSPIRE for cross-thematic linking, and the identification of GML-objects. These
basic mappings between GML and RDF are 1. GML-attribute for cross-referen-
cing xlink:href which equals RDF-attribute rdf:resource and 2. GML-object
identifier attribute gml:identifier which equals RDF-attribute rdf:about.
While the Object-Property-pattern is crucial for engineering the theme ontology,
the common linking and identification is used during OWL-instance generation.

INSPIRE UML-notations - leading to main conversion rules The UML-
models disclose the GML Object-Property-pattern and give further orientation
for ontology engineering with UML-class stereotypes and UML-associations as
cross-references. The prominent UML-stereotypes are featureType (= a WFS
record type), dataType (= a complex type dependant of featureType), codelist
and enumeration (both key-value list-types, open for new values or a closed list
respectively) and union (semantically equivalent to the XSD union type).

Given these modeling hints, we can list our few main rules which imply that
derived OWL-concepts are named after corresponding INSPIRE element types:

– every INSPIRE UML-class except stereotype union is converted to an
owl:Class. Subtypes of stereotype union are modeled each as one owl:Class

– every value of codelist or enumeration is converted to an owl:Individual

typed with the corresponding enumeration/codelist owl:Class
– every UML-attribute corresponding to a GML-property is converted to an

owl:ObjectProperty or owl:DatatypeProperty. If multiple, equally-named
GML-properties lead to both OWL property types we name the
owl:DatatypeProperty with suffix _dataValue to be conform to OWL-DL

– every UML-association is converted to an owl:ObjectProperty
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3.2 Modeling aspects of frequent elements

Besides these general rules there have to be ontological refinements for frequently
used element types which may leverage usual query types listed in the Sec. 2.
This section will examine these aspects in more detail. Furthermore we present
our considerations about OWL-instance identification and infrastructural oppor-
tunities with INSPIRE reference data.

Classifications with codelist- and enumeration-types In INSPIRE data
models every sixth element is of such a type which are best suited to differ
and filter instances. We model every codelist-type as one owl:Class and every
codelist-value as one owl:Individual. Enumeration-types are equally modeled.
However there is a constraint owl:oneOf to their enumeration values.

Modeling this way allows us to investigate every codelist-value of a certain
codelist, e.g. ont_ps:ProtectionClassificationValue with SPARQL triple:
?x rdf:type ont_ps:ProtectionClassificationValue and opens the possi-
bility to annotate codelist-values with standard-annotations, e.g. rdfs:label.
Codelist-value individuals are simply named after their codelist:
e.g. the codelist <http://inspire.ex.org/ProtectionClassificationValue>
has a value <http://inspire.ex.org/ProtectionClassificationValue/

archaeological>. Hence no naming conflicts arise if two different codelists
might have the same value names.

Geometries Concerning geometry handling, there is a current specification
development called GeoSPARQL [10]. This state-of-the-art approach includes
definitions for a unique geo-vocabulary for which SPARQL extended-functions
for extensive spatial reasoning are defined, including topological and other geo-
metrical functions. We extensively make use of this approach to serialize GML
geometries resulting from WFS-queries. The proposed SPARQL proxy should
provide corresponding GeoSPARQL-spatial filter functions.

Temporal values The conversion of INSPIRE temporal values to RDF/OWL
is simple, since GML makes use of XSD-datatypes xsd:date or xsd:dateTime,
too. Mostly resulting RDF typed literals are appropriate. Only in such cases
where temporal values are coherent (e.g. start/end-times of a duration) complex
RDF-resources have to be derived to retain the coherence and enwrap two or
more typed literals for the actual temporal information (e.g. start/end-times).

Measure values Measure values, e.g. the GML-types Area, Length or Velocity,
consist of numeric values and corresponding units of measurement (UOM). The
encoding in RDF could be a rdf:PlainLiteral, e.g. "200 km2", or a typed
literal, such as "200"^^http://www.ex.org/units/km2. The first option merges
the two pieces of information within one textual representation, so that both
would have to be discerned during analysis. The drawback of the typed literal
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would be the definition of additional RDF-datatypes for maybe tens of UOM
which should be avoided for interoperability reasons. Our design choice is there-
fore based on the ”Measure Units Ontology”11 and shown in Fig. 3 (we use
namespaces ’ont_ps’ for the theme ontology ”ProtectedSites” and ’base’ for
INSPIRE basic types). The two pieces of information are bundled by a separate
base:Measure instance. For numeric values we can simply adopt the XSD-types
used in GML (xsd:integer, xsd:decimal etc.) and treat the UOM as an in-
dividual RDF-resource. Thus, we are able to filter measure values due to their
UOM not only in SPARQL filters but even within SPARQL basic graph pattern.

ex:ProtectedSite1

ont_ps:ProtectedSite base:Measure

"22.8"^^xsd:decimal

http://inspire.ex.org/CrsUomRegister/
uom/area/hectare

http://inspire.ex.org/
CrsUomRegister

ont_ps:officialsiteArea

base:numericalValue

base:unitOfMeasure
rdf:type rdf:type

skos:inScheme

Fig. 3. Using measure values

Registries for reference data Like UOM, other kind of reference data exist,
e.g. coordinate reference systems (CRS), languages-codes, country-codes or the
INSPIRE codelists/ enumerations. Language-codes are trivial and equally treated
in both worlds, INSPIRE and Semantic Web, by using either ISO 639-1/2 or RFC
3066. Other reference data should be explained and collected somewhere online,
accessible via resolvable URIs. It makes sense to manage them centrally and in
a unique fashion. The OGC has started to make SKOS-concepts12 of specifica-
tion elements and some CRS descriptions accessible online13. The main tech-
nical INSPIRE supporter, the JRC14 provides SKOS-concepts with the terms
of the European GEMET-thesauri and the INSPIRE feature concept dictio-
nary.15 Such infrastructural measurements will definitely facilitate a Semantic
Web-enablement of INSPIRE but also could have positive side-effects for other
domains, providing harmonized lists reused e.g. in folksonomies.

Identification As an important Linked Data principle, identifiers for RDF-
resources should be kept unique and resolvable via HTTP-URIs. All INSPIRE
features are identified with unique INSPIRE-IDs which are used here for indi-
vidual URIs of OWL-instancies. An INSPIRE-ID consists of 1.) a namespace

11 http://forge.morfeo-project.org/wiki_en/index.php/Units_of_measurement_

ontology
12 SKOS: Simple Knowledge Organization System; used for semantically modeling tax-

onomies; http://www.w3.org/TR/skos-primer/
13 http://www.opengis.net/def/
14 EU Joint Research Centre, http://www.jrc.ec.europa.eu/
15 https://semanticlab.jrc.ec.europa.eu/
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including details about the data-authority or -product, 2.) a localId which is
an object identifier unique in the scope of the namespace and 3.) a versionId

for an optional object versioning. These identifying attributes are proposed to be
included in an HTTP-URI with additional format information for Linked Data
content negotiation, distinguishing the return-format as e.g. page or data.
So the proposed URI-template looks like:
http://inspire.ex.org/{format}/{namespace}/{localId}[/{versionId}]
and an example would be:
http://inspire.ex.org/page/NL.KAD.AU.GEM/4507/V1.0

4 Semantic query layer for INSPIRE Download Services

In this section we show at first how to translate from SPARQL to the WFS-query
language ”OGC Filter Encoding” and then tackle the prerequisite of references
between the INSPIRE ontology concepts and the INSPIRE GML data structure.

4.1 SPARQL conversion to OGC Filter Encoding

We map from a given SPARQL algebraic expression into the target language
of the OGC Filter Encoding. More precisely the target language is actually a
combination of a) WFS-Query addressing the feature-type to be returned and
b) OGC-Filter Encoding (FE) providing spatial, comparison and logical filter
operators. From now on, we only mention OGC-Filter Encoding in lieu of both.

SPARQL as well as the XML-encoded FE are declarative languages but they
operate on different information units: SPARQL combines triples while FE filters
complex GML-features as WFS-records. Given the proposed INSPIRE ontologies
one GML-feature and its dependant GML-elements are usually transformed to
more than one triple, so FE actually filters at a coarser level than SPARQL does.
Besides, there are SPARQL-functions which have no real FE-correspondents,
e.g. isBlank(a), langMatches(a,b) or regex(a,b) (FE only supports a com-
parator with wildcards, not regular expressions). Furthermore SPARQL-solution
modifiers could not be translated, either. With this in mind we conclude that
SPARQL is more powerful (even though FE provides more domain-specific fil-
ters, e.g. spatial ones). A translation to FE may loose filter information and may
be too restrictive at the same time. A viable solution is a two-step query pro-
cess. In the first step, an overly coarse query is forwarded to INSPIRE Download
Services returning a superset of intended query results. In the second step, the
precise SPARQL query is re-executed on the returned result set in order to yield
the intended SPARQL results.

Some SPARQL filter-functions and value-comparing graphpattern are mapped
to FE comparison or spatial operators (e.g. SPARQL-function sameTerm(A,B)

to FE-operator <PropertyIsEqualTo>). In cases where SPARQL applies path-
comparing pattern (e.g. ?feature ont_ps:siteName ?siteName), we propose
the mapping to a combination of the two FE-operators <Not><PropertyIsNull>
to assure that the resulting GML contains only features with these subelements
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(here the info siteName) for further SPARQL-analysis afterwards. The table 1
shows the mapping of the main SPARQL-operators to their FE-pendants.

Table 1. Mapping SPARQL- to FE-operators

BGP(triple-pattern) translate every path/value comparisons into appropriate FE-
operators and combine them with the logical operator <AND>

Join(P1,P2) like BGP-handling using both graph pattern P1 and P2

LeftJoin(P1,P2,F) like BGP-handling, but only for mandatory branch P1, optional
branch P2 and Filter F are ignored

Filter(F,P) like BGP-handling using both filter F and graph pattern P

Union(P1,P2) translate every comparisons under pattern P1 into appropriate
FE-operators, enwrap them with logical <AND>, do the same
for P2 and enwrap both <AND>-operators with logical <OR>

This simple conversion example transforms SPARQL-path comparisons and
one temporal filter:

PREFIX xsd : <http ://www.w3 . org /2001/XMLSchema#>
PREFIX ont ps : <http :// i n s p i r e . ex . org / Pro t e c t edS i t e s/>

Se l e c t ? f e a tu r e ?name ? beg inL i f e span
Where{

? f e a tu r e a ont ps : Pro t e c t edS i t e .
? f e a tu r e ont ps : siteName ?name .
? f e a tu r e ont ps : beg inL i f e spanVers ion ? beg inL i f e span .
FILTER( ? beg inL i f e span > ”2009−01−01T12 : 0 0 : 0 0”ˆˆ xsd : dateTime )

}

to its corresponding WFS-GetFeature request (abbreviated):

. . .
<wfs:Query xmlns:ps−f=”urn:x−i n s p i r e : s p e c i f i c a t i o n : gm l a s :
P r o t e c t e dS i t e sFu l l : 3 . 0 ” typeName=”ps−f : P r o t e c t e dS i t e ”>

<o g c : F i l t e r>
<ogc:And>

<ogc:Not>
<ogc :Prope r ty I sNu l l>

<ogc:PropertyName>ps−f : b e g i nL i f e spanVe r s i on</ogc:PropertyName>
</ ogc :Prope r ty I sNu l l>

</ ogc:Not>
<ogc:PropertyIsGreaterThan>

<ogc:PropertyName>ps−f : b e g i nL i f e spanVe r s i on</ogc:PropertyName>
<o g c : L i t e r a l>2009−01−01T12:00:00</ o g c : L i t e r a l>

</ ogc:PropertyIsGreaterThan>
<ogc:Not>

<ogc :Prope r ty I sNu l l>
<ogc:PropertyName>ps:s i teName /gn:GeographicalName/ g n : s p e l l i n g /

gn:Spel l ingOfName/ gn : t ex t</ogc:PropertyName>
</ ogc :Prope r ty I sNu l l>

</ ogc:Not>
</ogc:And>

</ o g c : F i l t e r>
</wfs:Query>
. . .
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4.2 Annotations for GML-element references

In order to provide a SPARQL-endpoint which acts as a wrapper around WFS-
services the SPARQL-endpoint must map INSPIRE ontologies to GML data
models. When the SPARQL-endpoint receives a query, INSPIRE OWL-concepts
have to be detected by their URIs (see Fig. 2, third step) and resolved to
corresponding GML-element paths in order to compose a WFS-requests with
OGC Filter Encoding filters (fourth step). For mapping OWL-concepts to GML-
elements we annotate INSPIRE OWL-concepts with relative XPath-expressions
for indicating their corresponding GML-element paths. We restrict the usage of
XPath-version 1.0 to unique element references which means we avoid wild-cards
for node-tests (’*’) or predicate-filtering (’@*’).

To this end we introduce instances of owl:AnnotationProperty:

– Annotation property cf:xmlnamespace is used at ontology-level to indicate
which GML XML-namespaces are used in the particular INSPIRE ontology,
e.g. <http://inspire.ex.org/ProtectedSites> cf:xmlnamespace

"xmlns:ps=\"urn:x-inspire:specification:gmlas:

ProtectedSites:3.0\"". Given these annotations, abbreviations of GML
XML-namespaces with XML-prefixes are unique in the scope of the ontology

– Annotation property cf:xmlname is used at concept-level stating which OWL-
class corresponds to which GML-object element, declared as a qualified
XML-name, e.g. ont_ps:ProtectedSite cf:xmlname "ps:ProtectedSite"

or ont_ps:ResponsibleAgency cf:xmlname "ps-f:ResponsibleAgency"
– Annotation property cf:xpath is used at concept-level, stating which OWL-

property corresponds to which GML-property, declared as a relative XPath-
expression (only XPath forward axes), e.g. ont_ps:isManagedBy cf:xpath

"ps-f:ProtectedSite/ps-f:isManagedBy/ps-f:ResponsibleAgency"

With the cf:xpath-annotation, we adopt the triple-relationsship ”subject-
predicate-object”to the GML-model where in the given example above the GML-
object element ps-f:ProtectedSite stands for the subject, GML-property
ps-f:isManagedBy for the predicate, ps-f:ResponsibleAgency for the object.
Figure 4 shows an example with annotations explained in detail subsequently:

ont_ps:ProtectedSite ont_ps:siteName rdf:PlainLiteral
rdfs:rangerdfs:domain

"ps:ProtectedSite"

"ps:ProtectedSite/ps:siteName/
gn:GeographicalName/gn:spelling/
gn:SpellingOfName/gn:text"

cf:xmlname

rdf:PlainLiteral

"../../../gn:language"

cf:xpath

owl:annotatedTarget

owl:annotatedSource

owl:annotatedProperty
cf:langXPath

cf:targetRDFType

Fig. 4. XPath-expressions annotated to ontology concepts

In Fig. 4, the predicate ont_ps:siteName has a complex cf:xpath-annotation.
This XPath-expression let us extract XML-information nested deeply within the
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XML-tree so that we can ignore verbose GML element hierarchies (e.g. ISO-
metadata elements) which are not needed in triple form. The other annotations
cf:langXPath and cf:targetRDFType work as transformation hints and are
realized as reification annotations so that they are unique for every cf:xpath.
The reason is that there might be the need to assign multiple cf:xpath to one
OWL-predicate if different INSPIRE GML-properties are equally named (dis-
tinguished only by their superordinated GML-object type) and so are derived
both to one OWL-predicate. Or if INSPIRE GML data models allow alterna-
tive element storage, so multiple GML element paths each as one cf:xpath

must be applied. The additional annotation cf:langXPath indicates where to
find language-information about a text element directing there with a relative
XPath-expression related to cf:xpath. The annotation cf:targetRDFType de-
clares which RDF-datatype should be used for GML→OWL-transformation.
Given the configuration example in Fig. 4, a transformation of this GML-snippet:

<p s :P r o t e c t edS i t e>
. . .
<ps:s i teName>

<gn:GeographicalName>
<gn: language>deu</ gn: language>
. . .
<g n : s p e l l i n g>

<gn:Spel l ingOfName>
<gn : t ex t>Kle ink inz ig− und Rötenbachtal</ gn : t ex t>
<g n : s c r i p t x s i : n i l=”true ”/>

</ gn:Spel l ingOfName>
</ g n : s p e l l i n g>

</gn:GeographicalName>
</ ps:s i teName>

leads to the simple statement:
ex:ProtectedSite1 ps:siteName "Kleinkinzig- und Rötenbachtal"@de

Other GML-information which is likewise related to another GML-element
as the language-code could be handled in the same way. A good example is the
UOM-information related to its measure-value, so there could be an annotation
cf:uomXPath and so on. In order to finally prepare WFS-querying, we need
at least one more annotation (i.e. cf:entityType) for OWL-classes indicating
which corresponding GML-object element is expected to serve as a WFS-feature
type. In this case, the OWL-class has the annotatation cf:entityType

"featureType".

5 Prototype implementation

The INSPIRE test platform consists of the INSPIRE-enabled WFS ”Deegree3
inspireNode”16 and representative test data. We have created two ontologies for
the INSPIRE themes ”Protected Sites” and ”Administrative Units”17. These are
tested with national Slovak protected sites (419 features, GML-size: 11 MB) and
administrative units from the Dutch Kataster (443 features, GML-size: 23 MB).

16 WFS-version 1.1.0; http://www.deegree.org/
17 soon available under: http://inspire.west.uni-koblenz.de:8080/ontologies
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In the INSPIRE implementation process Download Services are scheduled to be
operational not until the end of 2012, so for now there is only test data available
like the data we have used so far 18.

The Proxy-application is based on the Sesame framework19 acting as an
inference-layer using the ”Sesame” Sail-API. Sesame was chosen due to its well-
structured API and fast conversion of SPARQL-query to -algebra. Internally,
experimental GeoSPARQL-filters as well as programmetically generated WFS-
GetFeature requests are realized with the Deegree3-API. The WFS-results are
transformed with the fast non-extracting, XPath-capable XML-parser ”VTD”20.
For example the parsing of all protected sites elements is finished within 6
seconds, which also includes all further transforming into RDF-triples. Testing
federated queries is done with the Sesame-based APIs ”NetworkedGraphs” and
”DistributedSAIL” from the University of Koblenz-Landau [12].

6 Related Work

At least since the OGC Geospatial Semantic Web Interoperability Experiment in
2006 [7], the Geo Web community is concerned with the integration of Semantic
Web-technologies within OGC Geo Web-services (OWS) and vice versa. Some
attempts are constrained to a semantic reasoning support of OWS-communication
[5], not publishing the Geo Web-data in the Semantic Web. Other approaches,
like the active OGC SensorWeb domain, provide measure and sensor data through
LOD-endpoints [9] [8]. They even interlink OGC sensor data with other LOD-
repositories [6]. Otherwise, without a SPARQL-endpoint, query capabilities are
neglected which we suggest to be more important than RDF-browsing and
necessary to foster many Semantic Web use-cases. Some projects tackle SPARQL-
or DL-queries translated to WFS-queries [3] [13]. We take a further step and
query WFSs which operate on sophisticated, heavily nested INSPIRE GML
models. The resulting INSPIRE Linked Data is created regarding INSPIRE-
similarities to LOD concerning syntax, identification and referencing [11] and
based on ontologies (schema-level) which is not quite usual for LOD-data [4].

7 Conclusions and Outlook

This paper presents an approach to enable federated queries over INSPIRE and
LOD. We identify two key tasks, INSPIRE ontologies and support for querying,
and propose how to solve them. Our solution has been tested with a prototype
and turned out to be viable and efficient while establishing a semantic query
layer for arbitrary WFS-services not constrained to INSPIRE data publishing.

Open issues are investigations in linking this INSPIRE- with other LOD-
data, e.g. the data about European directives from the ”Reporting Obligations

18 http://inspire.jrc.ec.europa.eu/index.cfm/pageid/44
19 http://www.openrdf.org/
20 http://vtd-xml.sourceforge.net/
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Database”21, or the full integration of spatial reasoning as soon as the specification
GeoSPARQL will become stable. One big challenge will be a coordinated Semantic
Web-infrastructure for INSPIRE reference data and management facilities of
INSPIRE ontologies.

The Semantic Web is about handling information resources directly so we
focus on the WFS-service and GML-encoded geodata itself, not the metadata
layer consisting of OGC Catalogue Services and ISO-metadata. But INSPIRE
also builds up a vivid metadata layer so that a combination of metadata and
geodata forming one harmonized distributed Semantic Web-graph will certainly
be a matter for future work.
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Abstract. We present the conceptual and operational overview and ar-
chitecture of a framework for semantic – high-level, qualitative – reason-
ing about dynamic geospatial phenomena. The framework is based on
advances in the areas of geospatial semantics, qualitative spatio-temporal
representation and reasoning, and reasoning about actions and change.
We present the main operational modules, namely the modules for data
qualification and consistency, qualitative spatial data integration and
conflict resolution, and high-level explanatory analysis.

Keywords: geographic information systems; spatio-temporal dynamics; events

and objects in GIS; geospatial analysis

1 Introduction

Geographic information systems (GIS) and geospatial web applications are con-
fronted with massive quantities of micro and macro-level spatio-temporal data
consisting of precise measurements pertaining to environmental features, aerial
imagery, and more recently, sensor network databases that store real-time infor-
mation about natural and artificial processes and phenomena. In many applica-
tions multiple such data sets need to be combined on the fly in order to provide an
adequate basis for high-level spatio-temporal analysis. Within next-generation
GIS systems, the fundamental information theoretic modalities are envisioned to
undergo radical transformations: high-level ontological entities such as objects,
events, actions and processes and the capability to model and reason about these
are expected to be a native feature of next-generation GIS [27]. Indeed, one of
the crucial developmental goals in GIS systems of the future is a fundamental
paradigmatic shift in the underlying ‘spatial informatics’ of these systems.

The spatial information theoretic challenges underlying the development of high-
level analytical capability in dynamic GIS consist of fundamental representa-
tional and computational problems pertaining to: the semantics of spatial oc-
currences, practical abduction in GIS, problems of data qualification and consis-
tency, and spatial data integration and conflict resolution. Research in the area
of geospatial semantics, taxonomies of geospatial events and processes, and basic
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ontological research into the nature of processes in a specific geospatial context
has garnered specific interest from several quarters [3, 9, 19, 21, 22, 23, 30, 33].
Research has mainly been spurred by the realization that purely snapshot-
based temporal GIS do not provide for an adequate basis for analyzing spatial
events and processes and performing spatio-temporal reasoning. Event-based
and object-level reasoning at the spatial level can serve as a basis of explana-
tory analyses within a GIS [13, 18, 26, 32]. Advances in formal methods in the
areas of qualitative spatio-temporal representation and reasoning [11], reasoning
about actions and change, and spatio-temporal dynamics [4, 8] provide interest-
ing new perspectives for the development of the foundational spatial informatics
underlying next-generation GIS systems.

Building on these existing foundations from the GIS and AI communities, we
propose an overarching formal framework, and its corresponding conceptual ar-
chitecture, for high-level qualitative modeling and analysis for the domain of
geospatial dynamics. The input is assumed to consist of data sets from several
data sources and the framework encompasses modules for different aspects such
as qualification, spatial consistency, data merging and integration, and explana-
tory reasoning within a logical setting.

We give a brief overview of the proposed architecture in the next section and then
describe and discuss the different components in detail in the following sections.
In doing so, we address basic representational and computational challenges
within the formal theory of space, events, actions and change.

2 Geospatial Analytics: A Formal Framework

In the following, we propose and explain a formal framework and its correspond-
ing conceptual architecture for high-level qualitative modeling and (explanatory)
analysis for the domain of geospatial dynamics.

Fig. 1 illustrates the architecture with its different modules, which we explain in
detail in Sections (3–5). The main aspects of the proposed architecture are the
following: The input consists of data sets from several data sources such as re-
mote sensing, spatial databases, sensors etc. These data sets are then processed
to derive qualitative spatial observations associated with specific time points to
be handed over to the actual analytical reasoning component. This preprocessing
is done by a module responsible for partitioning the input data into time points
and merging data associated with the same time point including the resolution
of spatial conflicts between the different data sources and wrt. given spatial in-
tegrity constraints. This module is supported by other modules for performing
qualification and spatial consistency checking. The pre-processed temporally-
ordered observations constitute configurational and narrative descriptions and
serve as the input to the reasoning component, which embeds in the capabil-
ity to perform explanatory reasoning. The knowledge derived by the reasoning
component for a particular domain under consideration can be utilized by ex-

89



Temporal partitioning
                   +
Integration / Merging

Consistency checkingQuali�cation

Reasoning

Domain independent spatial 
 theory 
  - spatio-temporal change
  - phenomenal aspects
     - geospatial events

Domain Theory
   - observation
   -  high-level abducibles   

Source 1 Source 2 Source n

Data set 1 Data set 2 Data set n

Observation 1

Observation 2

Observation m

Domain dependent theory

Integrity constraints

Geometric conditions

Database

Query Processing

Fig. 1: Conceptual architecture for high-level modeling and explanatory analysis.

ternal services (e.g., query-based services) and application systems that directly
interface with humans (e.g., experts, decision-makers).

3 Qualification and Spatial Consistency

Logical frameworks for performing explanation with spatial information gener-
ally require that the input information is consistent, meaning that the combined
input data is compliant with the underlying logical spatial theory. However,
in the geographic domain, the input data often stems from multiple sources,
for instance from different sensors, remote sensing data, map data, etc., and
the data itself is afflicted by measurement errors and uncertainty. Hence, the
geo-referenced quantitative input data about spatial objects needs to be pre-
processed in order to be used to perform explanation on a level of qualitative
spatial relations. This preprocessing involves the temporal partitioning of the
input data into an ordered sequence of time points and the formulation of con-
sistent qualitative descriptions called observations for each time point. Crucial
sub-components involved in the generation of these descriptions are modules for
translating geo-referenced quantitative data into relations from several qualita-
tive spatial models dealing with different aspects of space, a process referred
to as qualification, and for checking the consistency of the combined informa-
tion. Both modules are utilized by the main preprocessing module responsible
for qualitative integration including the resolution of contradictions as explained
further in the next section.

The qualification procedure needs to consider all data that concerns the same
moment in time and compute relations for all n-tuples of objects where n corre-
sponds to the arity of the relations in the given qualitative model (e.g., binary
topological relations such as contained or disjoint, or cardinal directions rela-
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Fig. 2: Information from four different sources which is inconsistent when combined.

tions such as north-of ). If uncertainty of quantitative information is explicitly
represented this needs to be taken into account and may lead to disjunctions on
the qualitative level.

Due to the mentioned measurement errors and uncertainty of the quantitative
input data, the qualitative descriptions resulting from qualification for particu-
lar moments in time may contain contradictions or violate integrity constraints
stemming from background knowledge about the application domain. Fig. 2 il-
lustrates the case of a spatial inconsistency on the level of topological relations
when combining the information from four different sources (all concerning the
same time period): From combining the fact that objects c and d (e.g., two cli-
mate phenomena) are reported to overlap by one source (a) with the reported
relations c is completely contained in a (b) and d is completely contained in b
(c) (let us say a and b are two neighbored states) it follows that the two states
a and b would need to overlap as well. This contradicts the information from
the fourth source (d) which could for instance be a spatial databases containing
state boundaries (or alternatively be given in the form of a general integrity
constraint).

As a result of the possibility of inconsistent input information occurring in ge-
ographic applications, frameworks for explanation and spatio-temporal analysis
need the ability to at least detect these inconsistencies in order to exclude the
contradicting information or, as a more appropriate approach, resolve the con-
tradictions in a suitable way. Deciding consistency of a set of qualitative spatial
relations has been studied as one of the fundamental reasoning tasks in qual-
itative spatial representation and reasoning [11]. The complexity of deciding
consistency varies significantly over the different existing qualitative calculi. For
most common qualitative calculi such as the Region Connection Calculus (RCC-
8) [29], the consistency can be decided in cubic time when the input description
is a scenario which means it does not contain disjunction. This is achieved by
the path consistency or algebraic closure method [24]. For general descriptions
including disjunctions a more costly backtracking search has to be performed.

Integrity constraints have been investigated in the (spatial) database literature
[10, 16]. As the example above shows, in a geographic context, integrity rules
often come in the form of qualitative spatial relations that have to be satisfied
by certain types of spatial entities. These kinds of spatial integrity constraints
can be dealt with by employing terminological reasoning to determine whether
a certain integrity rule has to be applied to a given tuple of objects and feeding
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the resulting constraints into a standard qualitative consistency checker together
with the qualitative relations coming from the input data.

4 Spatial Data Integration and Conflict Resolution

When conflicts arise during the integration of spatial data, it is desirable to not
only detect the inconsistencies but also resolve conflicts in a reasonable manner
to still be able to exploit all provided information in the actual logical reasoning
approach for explanation and analysis. Methods for data integration and conflict
resolution have for instance been studied under the term information fusion [20].
Symbolic information fusion is concerned with the revision of logical theories un-
der the presence of new evidence. Different information fusion settings have led
to the formulation of different rationality criteria that corresponding computa-
tional approaches should satisfy such as the AGM postulates for belief change
[1]. Such computational solutions often consist of merging operators that com-
pute a consistent model that is most similar to the inconsistent input data. In
distance-based merging approaches this notion of similarity is described using a
distance measure between models. This idea has been applied to qualitative spa-
tial representations [12, 14] using the notion of conceptual neighborhood [15, 17]
to measure distance in terms of the number of neighborhood changes that need
to be performed to get from inconsistent qualitative descriptions to consistent
ones.

Fig. 3 shows an example from the domain of urban dynamics that illustrates
the role of integration with conflict resolution as well as qualification and consis-
tency checking. Let us assume that we have spatial data from different sources:
Source 1 provides information about different land use zones including parks,
residential zones, industrial zones, which are derived analyzing aerial images.
Source 2 provides information about natural reservoirs, that is about parks and
mangroves, stemming from a spatial database. Let us furthermore assume that
the land use types are defined in a mutually exclusive way such that two dif-
ferent zones cannot overlap. We now follow the procedure for integrating this
information sketched in Alg. 1 that takes a set of observations O, one for each
source, containing object identifiers with associated geometries and a set IC of
integrity constraints. Fig. 3(a) illustrates part of the combined information from
all sources for a particular time point t. Source 1 and source 2 both contain
geo-referenced polygons for a park but this information does not match. The
first step now is to qualify the geometric data from source 1 and 2 which results
in the qualitative constraint network Q.3 Using RCC-8 this network looks as
shown in Fig. 3(b) (p and p1 represent the different geometries for the same park
object). If network Q is consistent and compliant with the integrity constraints,
the result can directly be handed over as an observation to the reasoning module.
However, as also shown in Fig. 3(b) this is not the case as integrity constraints

3 Alternatively, information for each data set could be qualified separately resulting in
several constraint networks that have to be combined by a suitable merging operator.
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Fig. 3: Qualification of the combined geometric information (a) together with the in-
tegrity constraints results in an inconsistent qualitative model (b). The consistent model
after resolving the conflicts (c).

are violated in three places indicated by listing possible relations following from
the integrity constraint in brackets below the original relation. The relation be-
tween p and p1 should be eq simply because it is known that both represent the
same object. The relation between rz2 and p should be either ec or dc because
of our integrity constraint, and the same holds for the relation between p1 and
iz2. Therefore, the qualitative conflict resolution component needs to be called
to find a qualitative representation that is as close as possible to the network
from Fig. 3(b) but is overall consistent.

To achieve the conflict resolution, a resolution operator Λ based on the idea of
distance-based merging operators for qualitative spatial representations [12, 14]
is applied to Q. Our resolution operator Λ is based on a distance measure dps, s1q
between two scenarios over the same set of objects. It is computed by simply
summing up the distance of two base relations in the conceptual neighborhood
graph of the involved calculus given by dBpCij , C

1
ijq over all corresponding con-

straints Cij , C
1
ij in the input scenarios:

dps, s1q �
¸

1¤i j¤m

dBpCij , C
1
ijq (1)

The resolved network ΛpQq is then constructed by taking the union of those
scenarios that are consistent, compliant with the integrity constraints and have
a minimal distance to Q according to dps, s1q4:

ΛpQq �
¤

sPSpQq

s (2)

with
SpQq � ts P JQCNK | @s1 P JQCNK : dps1, Qq ¥ dps,Qqu (3)

and JQCNK standing for the set of all scenarios that are consistent and compliant
with the integrity constraints. Following the approach described in [14], ΛpQq

4 Taking the union here means we build a new network by taking the union of all
corresponding constraints.
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can be computed by incrementally relaxing the constraints until at least one
consistent scenario has been found. This is illustrated in Alg. 2 where we assume
that the function relax(Q,i) returns the set of scenarios s which have a distance
dps1, Qq � i to Q.

The result of applying the resolution operator to the network from Fig. 3(b) is
shown in Fig. 3(c): Both violations of integrity constraints have been resolved by
assuming that instead of ’overlap’ the correct relation is ’externally connected’.
Interestingly, the resulting consistent qualitatively model contains two disjunc-
tions basically saying that the relation between the park and iz1 is either ec or
dc. This is a consequence of the fact that both qualitative models are equally
close to the input model such that it is not possible to decide between the two
hypotheses.

Algorithm 1:
Qualify+Merge(O, IC)

QÐ qualifypOq
if  consistentpQ, ICq then
QÐ ΛpQ, ICq

end if
return Q

Algorithm 2: ΛpQ, ICq

iÐ 0, N ÐH
while N � H do
RÐ relaxpQ, iq
for r P R do

if consistentpr, ICq thenN Ð NYr
end if

end for
iÐ i� 1

end while
return N

5 Analyses with Events and Objects

Our objective for the high-level reasoning module is to provide the functionality
to enable reasoning about spatio-temporal narratives consisting of events and
processes at the geographic scale. We do not attempt an elaborate ontological
characterization of events and processes, a topic of research that has been ad-
dressed in-depth in the state-of-the-art (see Section 1). For the purposes of this
paper, we utilize a minimal, yet rich, conceptual model consisting of a range
of events such that it may be used to qualitatively ground metric geospatial
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datasets consisting of spatial and temporal footprints of human and natural
phenomena at the geographic scale.

From an ontological viewpoint, spatial occurrences may be defined at two levels:

(O1) domain-independent, and (O2) domain-dependent :

O1. Domain Independent Spatial Occurrences These occurrences are
those that may be semantically characterized within a general theory of space
and spatial change. These may be grounded with respect to either a qualitative
theory, or an elaborate typology of geospatial events. Distinctions as per (A–B)
are identifiable:

A. Spatial Changes at a Qualitative Level

In so far as a general qualitative theory of spatial change is concerned, there
is only one type of occurrence, viz - a transition from one qualitative state
(relation) to another as (possibly) governed by the continuity constraints of the
relation space. At this level, the only identifiable notion of an occurrence is
that of a qualitative spatial transition that the primitive objects in the theory
undergo. At the level of a spatial theory, it is meaningless to ascribe a certain
spatial transition as being an event or action; such distinctions demand a slightly
higher level of abstraction. For example, the transition of an object (o1) from
being disconnected to another object (o2) to being a tangential�part of it could
either coarsely represent the volitional movement of a person into a room or the
motion of a ball. Whereas the former is an action performed by an agent, the
latter is a deterministic event that will necessarily occur in normal circumstances.
Our standpoint here is that such distinctions can only be made in a domain
specific manner; as such, the classification of occurrences into actions and events
will only apply at the level of the domain with the general spatial theory dealing
only with one type of occurrence, namely primitive spatial transitions that are
definable in it.

B. Typology of Events and Patterns

At the domain independent level, the explanation may encompass behaviours
such as emergence, growth & shrinkage, disappearance, spread, stability etc, in
addition to the sequential/parallel composition of the behavioural primitives
aforementioned, e.g., emergence followed by growth, spread / movement, stability
and disappearance during a time-interval. Certain kinds of typological elements,
e.g., growth and shrinkage, may even be directly associated with spatial changes
at the qualitative level in (A).

Appearance of new objects and disappearance of existing ones, either abruptly
or explicitly formulated in the domain theory, is also characteristic of non-trivial
dynamic (geo)spatial systems. Within event-based GIS, appearance and disap-
pearance events are regarded to be an important typological element for the
modeling of dynamic geospatial processes [9, 32]. For instance, Claramunt and
Thériault [9] identify the basic processes used to define a set of low-order spatio-
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temporal events which, among other things, include appearance and disappear-
ance events as fundamental. Similarly, toward event-based models of dynamic
geographic phenomena, Worboys [32] suggests the use of the appearance and
disappearance events at least in so far as single object behaviours are concerned
(see Fig. 4). Appearance, disappearance and re-appearances are also connected
to the issue of object identity maintenance in GIS [3, 22].

O2. Domain-Specific Spatial Occurrences At a domain-dependent level,
behaviour patterns may characterize high-level processes, environmental / nat-
ural and human activities such as deforestation, urbanization, land-use transfor-
mations etc. These are domain-specific occurrences that induce a transformation
on the underlying spatial structures being modeled. Basically, these are domain
specific events or actions that have (explicitly) identifiable occurrence criteria
and effects that can be defined in terms of qualitative spatial changes, and the
fundamental typology of spatial changes. For instance, in the example in Fig.
5, we can clearly see that region a has continued to shrink over a three-decade
period, followed by a split, and eventually disappearing in the year 1990.

The following general notion of a ‘spatial occurrence’ is identifiable [6]:

‘Spatial occurrences are events or actions with explicitly specifiable occurrence
criteria and/or pre-conditions respectively and effects that may be identified in
terms of a domain independent taxonomy of spatial change that is native to a
general qualitative spatial theory ’.

As an example, consider an event that will cause a region to split or make
it grow / shrink. Likewise, an aggregate cluster of geospatial entities (e.g., in
wildlife biology domain) may move and change its orientation with respect to
other geospatial entities. Thinking in agent terms, a spatial action by the collec-
tive / aggregate entity, e.g., turn south-east, will have the effect of changing the
orientation of the cluster in relation to other entities. In certain situations, there
may not be a clearly identifiable set of domain-specific occurrences with explic-
itly known occurrence criteria or effects that are definable in terms of a typology
of spatial change, e.g., cluster of alcohol-related crime abruptly appearing and
disappearing at a certain time. However, even in such situations, an analysis of
the domain-independent events and inter-event relationships may lead to an un-
derstanding of spatio-temporal relationships and help with practical hypothesis
generation [2].

Explanatory Reasoning in GIS: A Case for Practical Abduction

Explanatory reasoning requires the ability to perform abduction with spatio-
temporal information. In the context of formal spatio-temporal calculi, and log-
ics of action and change, this translates to the ability to provide scenario and
narrative completion abilities at a high-level of abstraction.
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Fig. 5: Abduction in GIS
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Consider the GIS domain depicted in Fig. 5, and the basic conceptual under-
standing of spatial occurrences described in (O1–O2; Section 5). At a domain-
independent level, the scene may be described using topological and qualita-
tive size relationships. Consequently, the only changes that are identifiable at
the level of the spatial theory are shrinkage, splitting, and eventual disappear-
ance – this is because a domain-independent spatial theory may only include
a generic typology (appearance, disappearance, growth, shrinkage, deformation,
splitting, merging etc) of spatial change. However, at a domain-specific level,
these changes could characterize a specific event (or process) such as deforesta-
tion. The hypotheses or explanations that are generated during a explanation
process should necessarily consist of the domain-level occurrences in addition to
the underlying (associated) spatial changes (as per the generic typology) that
are identifiable. Intuitively, the derived explanations more or less take the form
of existential statements such as: “Between time-points ti and ti, the process of

deforestation is abducible as one potential hypothesis”. Derived hypotheses / ex-
planations that involve both domain-dependent and as well their correspond-
ing domain-independent typological elements are referred to as being ‘adequate’
from the viewpoint of explanatory analysis for a domain. At both the domain-
independent as well as dependent levels, abduction requires the fundamental
capability to interpolate missing information, and understand partially available
narratives that describe the execution of high-level real or abstract processes.
In the following, we present an intuitive overview of the scenario and narrative
completion process.

Scenario and Narrative Completion Explanation, in general, is regarded as
a converse operation to temporal projection essentially involving reasoning from
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effects to causes, i.e., reasoning about the past [31]. Logical abduction is one
inference pattern that can be used to realize explanation in the spatio-temporal
domain [5, 6].

Explanation problems demand the inclusion of a narrative description, which
is essentially a distinguished course of actual events about which we may have
incomplete information [25, 28]. Narrative descriptions are typically available as
observations from the real / imagined execution of a system or process. Since
narratives inherently pertain to actual observations, i.e., they are temporalized,
the objective is often to assimilate / explain them with respect to an underlying
process model and an approach to derive explanations.

Given the set of observations resulting from the preprocessing which consti-
tutes a partial narrative of the evolution of a system in terms of high-level
spatio-temporal data, scenario and narrative completion corresponds to the abil-
ity to derive completions that bridge the narrative by interpolating the miss-
ing spatial and action / event information in a manner that is consistent with
domain-specific and domain-independent rules / dynamics. Consider the illus-
tration in Fig. 6 for a branching / hypothetical situation space that characterizes
the complete evolution of a system [5]. In Fig. 6 – the situation-based history
  s0, s1, . . . , sn ¡ represents one path, corresponding to an actual time-line
  t0, t1, . . . , tn ¡, within the overall branching-tree structured situation space.
Given incomplete narrative descriptions, e.g., corresponding to only some or-
dered time-points in terms of high-level spatial (e.g., topological, orientation)
and occurrence information, the objective of causal explanation is to derive one
or more paths from the branching situation space, that could best-fit the avail-
able narrative information [6]. Of course, the completions that bridge the nar-
rative by interpolating the missing spatial and action/event information have to
be consistent with domain-specific and domain-independent rules/dynamics.

6 Conclusion

In our research, we are addressing a broad question: what constitutes the (core)
spatial informatics underlying (specific kinds) of analytical capabilities within a
range of dynamic geospatial domains [7]. In continuation with the overarching
agenda described in [7], this paper has demonstrated the fundamental challenges
and presented solutions thereof encompassing aspects such as spatial consistency,
data merging and integration, and practical geospatial abduction within a logical
setting. Whereas independently implemented modules for these respective com-
ponents have been developed in our projects at the Spatial Cognition Research
Center, the main thrust of our ongoing work in the current context is to fully
implement the integrated framework / architecture described in this paper.
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1498 Semantic Integration of Geospatial Information. This article builds on, and com-
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Abstract. In this paper we compare two approaches to model the vague
german spatial relation in der Nähe von (English: ”close to”) to enable
its usage in (semantic) web searches. A user wants, for example, to find
all relevant documents regarding parks or forestal landscapes close to a
city. The problem is that there are no clear metric distance limits for
possibly matching places because they are only restricted via the vague
natural language expression. And since human perception does not work
only in distances we can’t handle the queries simply with metric dis-
tances. Our first approach models the meaning of these expressions in
description logics using relations of the Region Connection Calculus. A
formalism has been developed to find all instances that are potentially
perceived as close to. The second approach deals with the idea that ev-
erything that can be reached in a reasonable amount of time with a given
means of transport (e.g. car) is potentially perceived as close. This ap-
proach uses route calculations with a route planner. The first approach
has already been evaluated. The second is still under development. But
we can already show a correlation between what people consider as close
to and time needed to get there.
Keywords: Vague Spatial Relation, Local Expression, Region Connec-
tion Calculus (RCC), Route Planning, Reachability.

1 Introduction

Sometimes we want to search for places on the web and restrict the search results
to a specific area. But we don’t have an exact distance restriction in mind, we
just want to look for something that is close or not close to, a bit off and so on.
How can we make this restriction understandable to a search engine? So that
future users could simply apply these expressions as keywords without further
thinking about ”translating” them?

Google4 already delivers results for queries that include near. But these re-
sults show that it’s not really taken care of the meaning of the preposition: if

4 http://www.google.ch

101

http://www.google.ch


you are looking for a ”hotel in Zurich” for example, it returns also hotels which
are in the area around Zurich. On the other hand, if disliking living in a city cen-
tre but wanting to get there quickly, you could search for ”hotels near Zurich”.
The result will show you hotels near Zurich but also some which are located in
the city centre. Also, these mechanisms can’t scale with regards to the reference
place (i.e. the place to which the first one is supposed to be near). So the area
for searching doesn’t have a bigger size if the reference place is bigger. With our
knowledge representation approach (cf. [2]) such scaling is performed through
the type of the administrative region of the reference place — the granularity of
found nearby places is decreasing if the referent is situated on a more fine-grained
scale, such as a village, or increasing if the referent is on a larger scale, such as
a city. In this paper we will present a novel approach for decoding ”nearness”,
which deals with statistical methods. We compare it to our previous knowledge
engineering approach. With the new approach scaling works through the cho-
sen means of transport — things that are near while driving a car may not be
near while walking. Using this approach one could, in a future implementation,
present the user the best results of nearby places for his traveling context.

Both approaches are meant to map the vague concepts of spatial relations
that occur in natural language onto concrete geographical regions or places.

2 Related Work

Schokaert, De Cock and Kerre [8] suggest augmenting the structured informa-
tion available to a local search service, such as Google Maps, with information
extracted from the web. They show how nearness information in natural lan-
guage and information about the surrounding neighborhood of a place can be
translated into fuzzy restrictions and how such fuzzy restrictions can be used to
estimate the location of a place with an unknown address. The vast amount of
data addressed by the authors, together with the kinds of examples they pro-
vide, suggest that their approach is targeted on mass searches. In our case, the
resources on the web, which could possibly be used to augment the searches,
are sometimes scarce. Our second approach also is a statistical one, but we are
using context information -traveling time- to give the best matching results for
a special purpose.

Yao and Thill [9] also follow a statistical approach to handle vague natural
language expressions of distance. Different to us, they directly transform their
results to distances. We are avoiding this since human perception of vague spatial
expressions doesn’t work on metrical distances.

Also their discussion of general problems when dealing with vague expressions
for distances is of interest for our approach. They are highlighting the importance
of the context when a person has to judge if a place is near another place. Among
others they name transport mode as an influence factor for the perception of
nearness, e.g. Is city A close to city B? Yes for airplane, no for car. With the
statistical approach we make use of this influence factor and show how contextual
information in terms of means of transport can be modelled.
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Mata [5] presents an approach to geographic information retrieval integrating
topological, geographical and conceptual matching. For topological matching
topological relations are extracted from overlaying data layers; for geographical
matching constraints are obtained from dictionaries; for conceptual matching a
geographic ontology is used. A constraint defines two geographic objects (points
or polygons) as near provided they are connected by a third object (an arc,
e.g., a road), the length of which is less than a given distance. Different from
the approaches we are comparing, a metric distance measure thus is a necessary
condition for nearness, although not a sufficient. However, the framework seems
general enough to be aligned with that presented in section 3.

3 Knowledge Representation Approach

In this section we briefly summarize the important aspects of the knowledge
representation approach, which we presented in [2]. For modelling nearness with
this first approach we use information of the administrative structure of Switzer-
land, which can be obtained easily. It is freely available as a download for many
countries. An administrative region like a district is responsible for administra-
tive tasks like providing schools, medical supply, organizing elections and so on.
Often borders for such regions are grown where also natural barriers like big
streams exist. It has been shown before that the partitioning of a country into
smaller parts has influence on human perception of space. Maki [3] for example
showed that the affiliation to a state plays an important role in human percep-
tion of locations. In an experiment, subjects had to decide about the location
of two cities regarding their orientation east-west. If the cities in question be-
long to different states, the reaction times were significantly shorter than with
cities which belong to the same state. Human beings are able to judge faster
about entities on a continuum if they can make use of category information.
Among others, Carbon and Leder [1] showed that the membership to different
political systems, structures or hierarchies influences the estimation of distance
between two cities. They used estimation tasks for distances between cities east
and west of the former border inside of Germany. Compared to pairs inside the
same part of the former republic, distances were overestimated if the cities in
question belonged to different parts.

Topologies of regions can be relatively easy obtained via modern geographic
information systems (GIS) or spatial databases. Types of administrative regions
and toplogical relations between them provide us with the possibility to reason on
these regions as polygons. Randell, Cui and Cohn [7] developed a a set of spatial
relations in first-order logic, the Region Connection Calculus (RCC), which we
use for it. How this works is described in the next section. With this approach
we provide a qualitative method for qualitative search queries. As Mark and
Egenhofer already conclude metric is not the most important parameter of the
semantics of most spatial natural-language expressions5.

5 ”The topological relations come out as the strongest discriminators approximately
22 times stronger than all metric parameters combined which confirms the under-
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3.1 Methods for the Knowledge Representation Approach

Knowledge is organized in a sample OWL DL Knowledge Base KB, consisting of
a TBox T and an ABox A. Partitions of regions are represented in T, partially
ordered in a way that each element of a partition is a subset of an element of
the next upper level of partitions. Each partition is typed and the concepts for
typing are mutually disjoint, so that an individuum can only be of one type. So
assume you have the partitions C(xi)i∈I and D(yk)k∈K of the same region, their
types are C and D. C(xi)i∈I is understood as more fine-grained than D(yk)k∈K

if each element of C(xi)i∈I is a subset of an element of D(yk)k∈K . For instance,
District(yk)i∈I is partitioned by elements of Community(xi)i∈I and both are
partitions of a canton. PartOf relations are kept functional, which means that
regions are only asserted as part of the next upper region but not as part of
the region above the next upper hierarchical step. In the ABox A one finds
assertions like partOf(Dietlikon, District-Buelach), stating that the individual
Dietlikon, which is of the type community, belongs to Bülach, which is a district
of type. Further all individuals are asserted as different from each other. The
Region Connection Calculus can be used to represent spatial relations in first
order logic. There are different sets available (e.g. RCC-3, RCC-5, RCC-8). For
our purpose, we are using RCC-8, which means, we are using a RCC set that
differentiates 8 relations. You can see the 8 relations in Figure 1.

Fig. 1: The Region Connection Calculus with 8 relations

Altogether these relations form a jointly exhaustive and pairwise disjoint set.
RCC relations can be interpreted temporal and spatial. Within the spatial inter-
pretion, regions are considered as sets of points. According to that two regions
which are connected to each other have at least one point in common. Rules
are formulated in a subset of the Semantic Web Rule Language (SWRL)[6]. Our
Rule Base is relatively small, in it, existing relations of the Region Connection
Calculus (RCC) are used as basis to form Composition Rules. For example there
are rules for the additional relation close to (cf. [2]).

lying assumption that topology is more critical for the semantics of spatial relations
than metric” (Mark and Egenhofer 1994, p. 227 [4]).

104



From RCC-8, we are using the relations part of P (TPP, NTPP, TPPi,
NTPPi), partially overlaps PO and externally connected EC to form the ba-
sic relation close to. Disjunctions of RCC relations in the bodies of composition
rules are represented by auxiliary roles, such as {P, PO} subsuming the roles
partOf and partiallyOverlaps. This allows composition rules that are expressed
as (non-disjunctive) Horn rules (see equation 1).

3.2 The added Relation CLOSETO

To the set of RCC-8 relations we added a composed relation CLOSETO. A
location x is close to y, stated asCL(x,y). The following equation shows the
actual CLOSETO rule:

∀x∀y∀z[CLap(y, x) ∧ z{P, PO}y → CL(z, x)] (1)

It is read as region z is close to region x if region y is a priori close to x
and z is part of or partially overlaps y. This rule makes up the basic building
block of this approach. In addition to the basic rule the knowledge representation
approach also includes the notion of ”a priori”-closeness, which is derived by a
second rule (cf. [2]). This second rule enables us to include functional micro
regions additionally to the administrative regions into reasoning. These micro
regions, consisting of mountane and space planning regions, were introduced to
analyze the behavior of commuters. Since these micro regions are also related
to traveling their addition seems to be useful for the comparison of the two
approaches. For more details please refer to [2].

3.3 Results of the Knowledge Representation Approach

In previous papers it has already been shown that this approach works for the
part of Switzerland that is covered by the sample ontology. Also an evaluation
has been performed using the search engine ”GoForIt”6, which provides general
search and directory search as shown in [2]. For 170 communities two different
kinds of queries were performed. Firstly plain queries, such as ”communities close
to Dietlikon” and afterwards a query which contained a concatenation of all the
communities which have been inferred as ”close to”, such as ”Nürensdorf OR
Dübendorf OR Rümlang OR Wallisellen OR Kloten OR Wangen-Brüttisellen
OR Bassersdorf OR Opfikon” (all communities inferred as close to Dietlikon).
Finally, the results showed that recall was significantly higher for the rewritten
query.

4 Statistical Approach

We will represent now the second approach which is based on the idea that
people speak of places as close to if they can reach them quickly. Imagine you

6 http://www.goforit.com/
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plan a picnic in a forest nearby and because you have lots of food to take with
you you want to go there by car. Then you will speak of a forest you can reach
in a reasonable amount of time as close to. In terms of metric distance this
place could be farer away from your location than another one. But the other
place doesn’t appear as being close to you because it would take longer to go
there by car. Sometimes the occurrences of close to will differ from one means
of transport to another. If you are using a car you can reach things in greater
distance easier than while you are walking. On the other hand sometimes you
find paths through woods which you can take while you are walking but not if
you are driving a car.

4.1 Methods for the Statistical Approach

To gain language data in an appropriate amount the german newspaper text
corpora of the Institut für Deutsche Sprache (IDS, Mannheim7) were used. Al-
together it has a size of 5.3 million tokens. German is used as object language
because the application of the approach should start in the German speaking
part of Switzerland8. The keyword string in der Nähe von (i.e. ”close to”) was
looked up in the corpus. Because of the great ambiguity of toponyms and since
there are not yet good filters for toponyms available items were annotated man-
ually for the two close places. Then all identified place names were looked up in
a gazetteer to obtain the coordinates. Geonames9 and Swissnames10 were used
for this. The additional inclusion of Swissnames aimed at getting rich data of
Switzerland so that we could guarantee the comparability to the first approach
which is only implemented for a part of Switzerland yet. Then the coordinates
of the identified places were fed into a route planner. The routing API of cloud-
made11, which is based on OpenStreetMap12, served best for this purposes. If
the place name was ambigous, the nearest match was chosen. The routes were
calculated for trips by car, bike and walking. To get counter examples also hits
for ”nicht in der Nähe von” (not close to), ”weitab von” (further away from)
and other expressions for counterparts of close to were annotated. With these
there were some difficulties since they are - except the not close to - not direct
antonyms to close to and often they were used as a subjective statement of how
far something is away with regard to some topic. Part of the instances, for ex-
ample weit entfernt von (”far away from”), were often used to neutrally express
distance in combination with a metric distance measure. An example would be:

7 http://www.ids-mannheim.de/
8 In other countries other amounts of traveling time maybe felt as near. For example,
this amount of traveling time for Switzerland may be around 12 minutes. But for
larger countries with only few cities this may even be 2 hours. In the future, one
could calculate country specific traveling values.

9 http://www.geonames.org/
10 http://www.swisstopo.admin.ch/internet/swisstopo/en/home/products/

landscape/toponymy.html
11 http://cloudmade.com/
12 http://www.openstreetmap.org/

106

http://www.ids-mannheim.de/
http://www.geonames.org/
http://www.swisstopo.admin.ch/internet/swisstopo/en/home/products/
landscape/toponymy.html
http://cloudmade.com/
http://www.openstreetmap.org/


10km weit entfernt von (”10km far away from”). And mostly, if places are not
near each other, this fact is not explicitly mentioned.

Further there was a technical problem. Sentences like Frankfurt, weitab von
Asien (”Frankfurt, far away from Asia”) occured. One can imagine, that it would
not be difficult to calculate a route from Frankfurt to anywhere, but how to man-
ifest the endpoint for that route in a whole continent like Asia? Therefore such
routes could not be calculated. Nevertheless, there are some negative examples
and calculated trips by car, bike and walking for them as well. Analogous to the
”near-matches”, when a name was ambigous in geonames, we picked the match
with farest distance between the two places.

5 Preliminary Evaluation

The new approach is intended to model closeness via reachability with different
means of transport (cf. section 4). Reachability is lowered by path obstacles.

5.1 Qualitative Illustration

See Figure 2 for an example where a mountain ridge would force you to make a
detour of 3 times the length of the direct path when traveling by car. Because
of this detour you would not say that Arosa and Davos, the places in question,
are close to each other. The statistical approach can take care of path obstacles
like mountains and lakes and missing direct connections between neighboured
suburbs and so on. (For the knowledge representation approach these two places
would be close to each other when applying the basic rule, because the commu-
nity of Arosa borders the district of Davos. They would not be close to each other
when applying the rule which has been extended for micro regions. Here we have
an example where the inclusion of micro regions underlines the reachability.)

5.2 Quantitative Evaluation

For all the 345 pairs of places which occurred in the corpus connected with in
der Nähe von (English: ”close to”), we calculated the route for going by car,
going by bike and walking. We collected traveling time and traveling distance.
The same holds for the 30 pairs of places which are connected by nicht in der
Nähe von (”not close to”) and the above mentioned (cf. 4.1) synonyms. Then
the true distance was also calculated for every pair.

Some data points are quite far away from the rest. A manual check of the 10
sentences in the corpus to the most far away data points showed that there have
been mismatches to geonames, because for one of the place names there was
only another item in geonames which did not match the place actually meant.
Therefore SPSS13 was used to draw a histogram of traveling time by car only

13 The SPSS software can be obtained under
http://www-01.ibm.com/software/analytics/spss/
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Fig. 2: Arosa and Davosa are departed via a mountain ridge. Since
there is no direct street over the mountain, a car has to take all the
way around the mountains along Chur, Landquart, Küblis and Klosters.
Source of Map: Kantonale Verwaltung Graubünden, GIS-Kompetenzzentrum
(http://mapserver1.gr.ch/kantonalesstrassennetz/
kantonalesstrassennetz.phtml)

Fig. 3: histogram with 20 equal-distance classes for traveling time up to 10,000
seconds
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up to 10,000 seconds. You can see it in Figure 3. It has 20 equal distance classes
which have a size of 500 seconds each. This histogram still includes 240 hits. It
shows a right-skewed distribution: in the first class we only have 28 occurrences.
With 71 occurrences, most points are found in the second class 500 to 1,000
seconds. Afterwards the amount of datapoints declines for the next two classes
like normal distributed data. That there are relatively few occurrences in the
first class let us conclude that things which are connected to each other are not
mentioned as being close to each other.

Fig. 4: Overview of Results in Numbers

A table with the results of the comparison can be seen in Figure 4. Like in
the histogram, we chose to display the results for the 240 cases up to 10,000
seconds traveling time as well. For example the maximum of time needed for a
route to a place would be over 8 days (706788 seconds). As already mentioned
this is because of mismatched place names with the gazetteer items. For the
same reason average (8.67 hours; 31,222 seconds) and standard deviation (28.63
hours; 103,053 seconds) show high values. The shortest trip to a closeby place
takes 2,15 minutes (129 seconds). For the 240 cases up to 10,000 seconds of
traveling time we have better results. The maximum value is 2,74 hours (9,859
seconds). Average is 34,53 minutes (2,072 seconds). The standard deviation 36
minutes (2,160 seconds) is still high. A reason for this could be that also other
means of transport have an influence here. So for example, one feels as close to
a place where one has a direct flight connection to. This could explain that the
histogram declines in waves, the second peak could for example make up the
places with direct flight connections. And since the second peak is much smaller,
we could conclude that this is because it is much more ususal to go by car than to
go by plane. The minimum traveling time of the not close to matches is slightly
below 10,000 seconds. This may back up that our decision to have a closer look
at occurrences below 10,000 seconds. With the not close to matches it is quite
natural that standard deviation is high, since we also used differnt synonyms for
not close to. Also the range for things which are felt as not close to may be very
widespread.
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Results for pairs of places in Switzerland are listed again to compare them
to the knowledge representation approach which is only applicable to a part of
Switzerland right now. Since the knowledge representation approach deals with
administrative regions but not with villages we mapped every occurring village
to its community for the comparison. For Switzerland we only have 2 negative
matches, too few to say much about them. What can be seen by the positive
matches is the smaller scale: the range is between 4.42 minutes (265 seconds)
and 39.7 minutes (2,382 seconds) and the average for traveling time is only 12.13
minutes (728 seconds). We can conclude from that, that when both places of a
close to relation are situated in a relatively small country like Switzerland, also
the distances between closeby places are small.

Fig. 5: Sensitivity and Specificity of time (car), distance (car), time-bike,
distance-bike and true distance. It can be seen that time (car) and time-bike
are slightly better predictors than true distance.

A logistic regression calculation using SPSS with nearness as dependent vari-
able (1 for near pairs; 0 for not-near pairs) showed that distance, traveling dis-
tance and time are all correlating to nearness. But still we have too few values
for pairs which are not close to to do valuable prediction. Also with SPSS sensi-
tivity and specificity were calculated under the assumption that traveling time
predicts what is felt as close to. Results are shown in the roc-curve in Figure 5.
As you can see, the correlation of time was a bit stronger but with the data base
available now it shows not significance.
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5.3 Comparison with the Knowledge Representation Approach

The comparison with the knowledge representation approach shows, that places
that occurred in the corpus as close to each other are also found to a great
amount by the knowledge representation approach. The best fit was gained with
application of the basic rule: 28 of 33 matches were found, which makes 84.85 %.
For the micro region extension there have been 21 of 33 matches, which makes
up 63.64 %. So the extension with the micro regions is more restrictive and
the basic rule found many of the closeby places. Maybe in the future one could
use additional regions, like the micro regions, to limit results of the knowledge
representation approach for a typing structure of regions that is related to the
context of searching.

The evaluation is not finished yet, we still have to gain more corpus data for
places which are not near. But we already have established the process to get
final results for our approach.

6 Discussion

Fig. 6: Overview of Advantages and Disadvantages of both Approaches

The table in Figure 6 shows an overview of the advantages and disadvantages
discussed in this section. The knowledge representation approach will be more
precise wherever there is only little data about transport connections like streets
available. But information about hierarchical structures of regions, information
about topology and the type of a region is needed. It is good for modelling all
kinds of landscapes (e.g. swamps, mountains) as polygons and reason on them.
The statistical approach needs much data for setting up critical times for things
which are closeby. Once after the approach started working with good predictions
it will be applicable wherever you have route information, but not if the route
cannot be calculated.
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close to-calculations with the knowledge representation approach can be done
with all types of places that are specified in the ontology and only these. If one
wants to calculate closeby cinemas or bakeries, the ontology has to be extended
with such types of places and entities which are of these types. An example for
this is used in the discussion of the table in Figure 4: some places are villages and
only the types of community, district and canton are available. So a mapping of
the village to the community to calculate the close to-factor for the community
in which it was situated was performed.

The statistical approach is applicable whenever there is a known path be-
tween places. It works with point data, not polygons. For cities, states and so on
there is always used a point which lies within. Depending on where you are in
the state/ city the appraoch is more or less accurate. For that reason we have not
been able to calculate a route from Frankfurt to Asia (cf. the Frankfurt weitab
von Asien (”Frankfurt far away from Asia”) example from the not close to part
of the corpus, section 4.1). Nevertheless, under normal circumstances it is not
very likely that such a route is needed.

While the Knowledge Representation uses administrative regions, the statis-
tical approach uses the context of traveling. Traveling is important for perception
of things closeby but also the hierarchical administrative structure of a country
has some influence (cf. section 2). The Knowledge Representation method will
always lead to clearcut judgements close to or not close to. But since we are
dealing with natural language data which is often quite vague and has many
influence factors, in one context a place may be seen as close to the reference
place whereas in another it is not. The statistical approach can also say some-
thing about the ”shaded” areas, it can give the degree to which something is
near.

7 Conclusion and Outlook

We have shown that it is possible to model human language concepts of spatial
relations via description logical expressions using administrative regions as back-
ground knowledge or via reachability by different means of transport. They both
have advantages and disadvantages. As already mentioned we have to extend the
evaluation for the statistical approach. When this is done with satisfying results,
we want to embed more possibilities to model humans perception of vague nat-
ural language expressions for spatial relations, for example bei (English: ”next
to”), zwischen (English: ”in between”), etc. We will do this for the two presented
approaches and maybe for others which we will develop in the future. Ontologies
are providing good background knowledge for such additional models. There are
many influence factors for the perception of spatial relation, one could build up
a user-friendly system which first evaluates the most important models for the
users needs and then computes the best-matching results.
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Abstract. The importance of geospatial information is being reflected on
the growing amount of spatial datasets on the Semantic Web. However, the
high variability of the data presents challenges for integration. In this paper,
we address the problem of finding spatial equivalences between geospatial
RDF datasets. First, we present mappings between our NeoGeo vocabu-
lary and the vocabularies used by some well-known spatial RDF datasets.
Second, we describe a method to find spatially co-located features across
spatial RDF datasets. To find equivalences, we rely on analyzing the Haus-
dorff distance distribution in the compared datasets, with the objective of
finding a sensible criterion that aids the recognition of equivalent regions.

1 Introduction

Geospatial data is ubiquitous in information management, supporting scientific,
industrial or just everyday activities. The relevance of geospatial data is reflected
by the growing amount of geospatial datasets on the Web.

A feature is an abstraction of a real world phenomenon (e.g. a building, a
mountain or an administrative region). A geographic feature is a feature associated
with a location relative to the Earth, which is usually represented by a certain
geometric shape (e.g. a point, a curve or a polygon). Features that are spatially co-
located (i.e. share the same location) are not necessarily always the same. However,
finding spatially co-located regions is a powerful measure of similarity between
features.

Factors like rounding effects, different scales and different formats, present a
challenge when attempting to elicit equivalences between geospatial resources. We
define a method for obtaining a criterion that best fits the differences between the
datasets merged.

This work was successfully applied to integrate our RDF representations of
the NUTS nomenclature of the European Union 3 and of the GADM project 4

to other datasets describing spatial information on the Semantic Web, and also
between each other.

Our contributions are as follows:

– Representation and modeling of datasets: we survey the representation of exist-
ing geospatial datasets, and distill an integration vocabulary which covers the

3 http://nuts.geovocab.org/
4 http://gadm.geovocab.org/
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core set of classes and properties in existing data. We also integrate existing
vocabularies and publish two geospatial datasets (Section 2).

– Integration and mapping of multiple datasets: we develop an algorithm for
finding equivalences for geometric shapes across multiple datasets (Section 3).

– Evaluation of the presented approach: we conduct experiments in which we
evaluate the accuracy of the results (Section 4).

We discuss the related work in Section 5. Finally, we identify areas for future
work and conclude in Section 6.

2 Representing geospatial data on the web

2.1 Analyzed datasets

We start with providing a brief summary of the analyzed datasets.

– UN FAO Geopolitical Ontology5: The Food and Agriculture Organization of
the United Nations (FAO) is a specialized agency of the UN. The UN FAO
Geopolitical Ontology provides the FAO and its associated partners with a
master reference for geopolitical information.

– OS OpenData6 [8]: The Ordnance Survey (OS) is the national mapping agency
for Great Britain. OS has released a number of its products as Linked Data.

– GeoLinkedData.es [2, 3]: The initiative provides geospatial information about
the national territory of Spain. The information provided as RDF at their
website is gathered from different national sources. However, the integration
process is based on string matching.

– LinkedGeoData.org [22]: The project provides data from OpenStreetMap7 as
Linked Data.

– GeoNames.org: GeoNames is a geographical database that covers all countries
and provides Linked Data under a Creative Commons attribution license.

– Uberblic.org: Uberblic provides an integration service that includes data from
GeoNames, Wikipedia, MusicBrainz, Freebase, Last.fm and Foursquare.

– RAMON NUTS8: The Nomenclature of Units for Territorial Statistics (NUTS)
is a geocoding standard for referencing the subdivisions of countries for sta-
tistical purposes developed by the European Union and published as Linked
Data.

– DBpedia.org: The community effort extracts structured information from Wiki-
pedia for publication as Linked Data.

– NeoGeo: We provide an integration vocabulary, described in more detail in
Sections 2.4 and 2.5.

5 http://www.fao.org/countryprofiles/geoinfo/geopolitical/resource/
6 http://data.ordnancesurvey.co.uk/
7 http://openstreetmap.org/
8 http://rdfdata.eionet.europa.eu/ramon/nuts2008/

115



2.2 Representing location

The analyzed spatial datasets represent the location of features in different ways.
We identified four main kinds of representation: point, bounding box, points in
lists, points using a single property and literals. Geometric shapes are not only
described using different vocabularies, but also these vocabularies are based on
different structures, which increases the difficulty of working with GeoData across
datasets.

– Point Location of objects is merely represented by a geographic point. The
most common vocabulary to do so is W3C Geo[24], sometimes complemented
with a GeoRSS representation [21], such is the case of the UK Ordnance Survey,
even if GeoRSS is not a proper RDF vocabulary but an XML-Schema. In some
cases, neither W3C Geo nor GeoRSS is used, but an own vocabulary, as is the
case of the Uberblic Ontology, which uses its own ”latitude”, ”longitude” and
”altitude” predicates.

– Bounding box The location is represented by two points or four line seg-
ments forming a georeferenced rectangle (on cylindrical projections). This is
the case of the FAO Geopolitical Ontology, which uses four predicates (hasMin-
Longitude, hasMinLatitude, hasMaxLongitude, hasMaxLatitude) to represent
a rectangle. The rectangle is represented by line segments, which should be
tangential to the region at some point.

– Points in lists The geometric shape of a region is represented by a col-
lection of points, each being described as a single RDF node. The whole col-
lection of points is then linked together using either an RDF Collection or an
RDF Container. LinkedGeoData.org represents geometric shapes by using a
”hasNodes” object property, which links to a rdf:Seq container. The rdf:Seq
container describes the nodes of a shape, which are represented using the W3C
Geo Vocabulary.

– Points using a single property In the GeoLinkedData.es ontology, rivers
are represented by a group of ”Curva” (curve) RDF resources (similar to a
GML LineString). ”Curva” resources use a single ”formadoPor” object prop-
erty to link each of their nodes, which at the same time contain the WGS-84
coordinates (represented with the W3C Geo Ontology) and an ”orden” (order)
value property, defining the position of each node within the geometric shape.

– Literals Both Ordnance Survey and GeoLinkedData.es (for rivers only) on-
tologies include a predicate allowing to include a GML representation of the
geometric data, which is coded in RDF as a literal. A ”geometry:extent” prop-
erty links a feature to its geometric representation.

2.3 Representing spatial relations

A spatial relation states the location of an object in relation to another. We created
a set of vocabulary mappings to the NeoGeo vocabulary using the rdfs:subPropertyOf
predicate. Table 1 shows which predicates are used in each dataset to describe spa-
tial relations.
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Dataset Disjoint Touches Overlaps Within Contains Equals Nearby
UN FAO hasBorder-

With
isInGroup

Ordnance Survey disjoint touches partially-
Overlaps

within contains equals

GeoLinkedData.es forma-
ParteDe

formado-
Por

LinkedGeoData.org
GeoNames.org neighbour

/ neigh-
bour-
ingFea-
tures

parent-
Feature

children-
Features

nearby /
nearby-
Features

Uberblic.org adjoining-
location

containing-
location

RAMON NUTS partOf
DBpedia.org locatedIn-

Area
NeoGeo DC EC PO PP PC EQ

Table 1: Equivalent properties for spatial relations across multiple vocabularies.

2.4 NeoGeo ontologies

Given the lack of a standardized spatial vocabulary, we developed our own set of
spatial ontologies, which we call NeoGeo9. We manually created a set of mappings
between our vocabularies and the vocabularies used by some acknowledged spatial
datasets like the Ordnance Survey and LinkedGeoData.org. Both the GADM and
NUTS datasets use the NeoGeo vocabularies.

The Geometry Vocabulary10 is an RDF vocabulary for the description of geo-
referenced geometric shapes. It is based on the Core Profile of the Spatial Schema
[12] and the General Feature Model [11]. Hopefully, the lack of a standardized RDF
vocabulary in this domain will probably be addressed by GeoSPARQL[16] shortly.
For experimentation reasons, the Geometry vocabulary allows to encode geometric
shapes in a representation fully based on RDF or as a WKT representation [10]
embedded in an XMLLiteral.

The Spatial Ontology11 provides a vocabulary for the representation of the spa-
tial relations used in the Region Connection Calculus (RCC) [19]. It also provides
monotonic reasoning by mapping most of the semantics of RCC into OWL.

2.5 NeoGeo datasets

We provide two datasets, NUTS and GADM, containing geospatial information as
Linked Data.

9 http://geovocab.org/
10 http://geovocab.org/geometry
11 http://geovocab.org/spatial
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The Nomenclature of Territorial Units for Statistics (NUTS) is a classification
defined by the Eurostat office of the European Union. It is intended to divide the
administrative regions of the European Union, in a way that the resulting regions
are demographically equivalent.

The RDF representation of the NUTS nomenclature contains a 1:60,000,000
geospatial representation of the NUTS statistical units mapped to RDF. The re-
sources representing NUTS regions in our dataset include (among others) links to
resources in DBpedia, FAO Geopolitical Ontology, GeoNames, Ordnance Survey
and GeoLinkedData.es.

The Global Administrative Areas (GADM)12 is a project seeking to become
a collaborative effort on building a spatial database containing information about
all of the administrative regions in the world. GADM aims to provide high res-
olution mappings for all administrative areas in the world, along with additional
information about them. The latest version of GADM (0.9) maps 226.439 adminis-
trative areas. The information can be downloaded at their website in the following
formats: Shapefile, ESRI geodatabase, RData and KMZ.

Given the value of the GADM project, we have created an RDF representation
of the information contained in the original GADM project, which we seek to enrich
with additional capabilities like the materialization of spatial relations, mappings
to other RDF datasets and SPARQL querying support.

3 Instance mappings

The alignment of the vocabularies is only the first step for the integration of the
datasets. The second step in the process is to find matchings between the features.

We can classify the features into three general categories, in relation on how
their location is represented in the datasets. First are the resources that present
no quantitative spatial information at all. Second, the features that approximate
their location by using only a single point. And finally, features which present
rich information about their location (i.e. include a description of their geometric
shape).

3.1 Resources with no quantitative geospatial information

Resources which include no quantitative information about their location can be
integrated by relying either on text matching [14], or object property matching [23]
[4]. These techniques are also suitable for the disambiguation of spatially obtained
mappings [9]. This kind of resources is not the topic of this work.

3.2 Resources with poor quantitative geospatial information

Sometimes the location of a feature is approximated by using a single point (e.g.
using the W3C Geo vocabulary) instead of representing its actual extent (i.e. the
geometric shape). Examples of this kind of representation are DBpedia, Linked-
GeoData.org, GeoNames and LinkedGeoData.es.

12 http://gadm.org/
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This kind of representation can lead to false assertions while performing com-
parisons against a spatial index if these features are not especially considered. For
example, DBpedia uses the W3C Geo Vocabulary to describe the latitude and
longitude coordinates of features as points. The resource for Germany in DBpedia
http://dbpedia.org/resource/Germany is spatially represented by a point with
latitude 52.516666 and longitude 13.383333. If we intended to obtain the contain-
ment relations for such resource by comparing it with a spatial index, the result
would be that Germany is part of Berlin, which is false. Therefore, even though
these relations can be obtained using the coordinates represented in DBpedia, first
it is necessary to ensure that the process will not return such false statements.
The false matches can be avoided, for example, by filtering the features that will
be compared by its class, in a way that ensures that the feature will be properly
contained in the features that it will be compared to (e.g. cities in provinces or
restaurants in cities).

3.3 Resources with rich quantitative geospatial information

Resources that include an accurate description of their extent as a geometric shape
can be compared using this information. We will focus on obtaining links be-
tween spatially co-located regions (we use the spatial:EQ predicate). Whether
owl:sameAs links can be deduced from the obtained links depends on the model-
ing of the datasets (e.g. the class the resource belongs to).

To perform the comparison, we will adopt a Plate Carrée projection for both of
the compared datasets. Being this projection equirectangular, we can treat latitude
and longitude coordinates as if they were cartesian. Therefore, the units will be
presented in centesimal degrees.

The benefit of using an equirectangular projection is that it simplifies the cal-
culations by avoiding local reprojections (e.g. to UTM), and also allows to use a
global spatial index, improving the performance of the process. In our approach
it is not important if the projection distorts the real size or the actual geomet-
ric shapes on the surface of the Earth, as long as the geometric data is equally
distorted for all datasets.

Due to a series of factors like rounding effects and different scales, there is no
guarantee that both geometric shapes will be vertex by vertex identical. Figure 1
exemplifies these differences by showing the boundaries for Luxembourg as they
are represented in the GADM and NUTS datasets.

An effective method of determining how similar two geometric shapes are is
to compute the Hausdorff distance between them. The Hausdorff distance is the
”maximum distance of a set to the nearest point in the other set“ [20]. More
formally, given two sets of points A = {a1, a2, ..., an} and B = {b1, b2, ..., bn}, the
Hausdorff distance is defined by:

dH(A,B) = max ({arg maxaεA arg minbεB d(a, b), arg maxbεB arg minaεA d(a, b)})

It can be deduced from the formula that in the particular case of calculating the
Hausdorff distance between points, the Hausdorff distance matches the Euclidean
distance d(a, b).
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Fig. 1: Incongruency of the geometric data (GADM: blue, NUTS: violet) due to
differences in resolution.

Figure 2 shows the values of correct and wrong guesses for similar regions in
both datasets. In order to better appreciate the variability of the values, only
small areas are plotted in the chart. From the figure it can be deduced that smaller
regions (e.g. boroughs) require greater precision than larger regions (e.g. countries),
in order to differentiate them from each other. Therefore, the Hausdorff distance
margins allowed for regions which are suspected to be spatially co-located must be
different, depending on the area size of the regions being compared.

Fig. 2: Values for correct and wrong guesses for similar regions in NUTS and
GADM.

To address this issue, it is desirable to obtain a function for a Hausdorff dis-
tance threshold for a given area size. In order to do this, first we calculate the
midpoint between the lowest and second lowest Hausdorff distance values, for a
representative set of features in both datasets. Afterwards we perform a quadratic
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regression from the midpoint Hausdorff distance values. This produces a formula
that allows to determine the maximum Hausdorff distance allowed between two
regions, in order to consider them similar. The resulting function has the following
form:

MaxHDist(x) = A · x2 + B · x + C

Where MaxHDist is the maximum Hausdorff distance allowed between two
regions in order for them to be considered similar. The x variable is the area of
the region. The quadratic function gives more precision for small regions while
allowing a greater margin for large regions. The A,B and C constants are tunable
parameters for the integration procedure.

A yet unresolved issue of using a quadratic function is that the samples must
include values for the approximated maximum area for which the integration will
be performed. This is because the values of the function will tend to decrease
after reaching a maximum value. We are performing experiments with logarithmic
functions to solve this issue.

Table 2a shows sample execution times and Hausdorff distance values between
features in the NUTS and GADM datasets.

Region Name NUTS
Id

Area Hausdorff Distance Time (ms)

Finland FI 62.2835 1.3996 30353
Iceland IS 19.3357 0.4163 567
Croatia HR 6.2139 1.1374 7830
Schleswig-Holstein DEF 2.1126 0.7281 1870
Karlsruhe DE12 0.8433 0.1062 35
Seine-Saint-Denis FR106 0.0358 0.0812 1

(a) for the original geometric shapes

NUTS
Id

Hausdorff Distance Time (ms)

FI 1.3483 2504
IS 0.4613 66
HR 1.1366 1108
DEF 0.7257 296
DE12 0.1906 13
FR106 0.0716 2

(b) simplified with a separation of 0.2
degrees

NUTS
Id

Hausdorff Distance Time (ms)

FI 1.3483 2257
IS 0.4863 49
HR 1.1366 1053
DEF 0.7801 278
DE12 0.3762 14
FR106 0.0716 2

(c) simplified with a separation of 0.5 de-
grees

Table 2: Sample Hausdorff distance values and execution times

Calculating the Hausdorff distance between the original geometric data is quite
expensive, especially for large regions. In order to increase the performance of the
process, as an optional step, we chose to simplify the geometric shapes using the
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Ramer-Douglas-Peucker algorithm [18] [5], prior to the calculation of the Hausdorff
distances.

The Ramer-Douglas-Peucker algorithm starts by considering a line segment
between the first and last points of the line. Then, it finds the furthest point from
the line segment between the first and last points of the line. If the point found
is closer than a predefined distance ε to the line segment, all other points that
were not chosen to be used in the solution can be discarded. If the point furthest
from the line segment is greater than ε, then the point is used in the solution. The
algorithm then calls itself recursively with the found point and the last point as
parameters.

Tables 2b and 2c show the Hausdorff distance between the NUTS regions and
their matching GADM region, as well as execution times for different levels of sim-
plification. As it can be seen, execution times are dramatically reduced, especially
for large regions.

A further refinement of the process is to calculate the simplification distance
for the Ramer-Douglas-Peucker algorithm depending on the Hausdorff distance
threshold and therefore of the area of the regions. This is based on the same
principle applied for the Hausdorff distance, where small areas require greater
precision than large areas.

Given two spatial datasets A and B, the algorithm can be summarized as Al-
gorithm 1.

4 Experiments

4.1 Implementation

We implemented the algorithm presented in Section 3.3 using the PostGIS 1.5.2
extension running on PostgreSQL 8.4.8. The computer is running on Ubuntu 10.04
on an Intel SU7300 processor with 4GB DDR3 RAM.

PostGIS includes the ST HausdorffDistance function, which implements an ap-
proximation to the original algorithm. This approximation can be thought of as
the ”Discrete Hausdorff distance“, which is the Hausdorff distance restricted to
discrete points for one of the geometric shapes. If more precision is needed, the
function receives also an optional ”denistyFrac“ parameter which performs a seg-
ment densification before computing the discrete Hausdorff distance.

Since we are not concerned about the actual Hausdorff distance values, but just
use it as a measure to determine if two regions are similar enough to be considered
spatially co-located, this approximation is sufficient.

For the simplification of geometric data we will use the ST SimplifyPreserveTopology
function included in PostGIS. This function is a refined version of ST Simplify,
which is based on the Ramer-Douglas-Peucker algorithm [18] [5].

The query used with PostGIS to find regions which are supposed to be spatially
co-located is very similar to the one presented below. To avoid having to perform
the same calculations repeatedly, the values of the maximum Hausdorff distance
function are cached into the ”max hausdorff dist“ column. The ”geometry“ column
in both tables belongs to the ”Geometry“ datatype provided by PostGIS.
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input : Datasets A, B
output: Equivalent regions from A and B
Convert the compared resources to a shared coordinate reference system.
Project the data into an equirectangular projection.
Obtain a representative set of regions in dataset A which intersect regions in
dataset B and have a maximum arbitrary Hausdorff distance between each other.
foreach region a of a representative set of regions in dataset A do

Get the minimum Hausdorff distance to a region in dataset B.
Get the second minimum Hausdorff distance to a region in dataset B.
Calculate the midpoint between the minimum and second minimum Hausdorff
distances.

end
Perform a regression on the midpoints between the Hausdorff distances to
calculate the Hausdorff threshold function.
foreach region a in A do

foreach region b in B do
if a intersects b then

Calculate the Hausdorff distance between a and b.
if Hausdorff distance between a and b is lower than the threshold for
the area of a then

a and b can be considered as spatially co-located.
end
else

a and b cannot be considered as spatially co-located.
end

end

end

end
Algorithm 1: Matching algorithm

SELECT g.gadm_level, g.gadm_id, n.nuts_id

FROM nuts n INNER JOIN gadm g ON (n.geometry && g.geometry)

WHERE

n.shape_area BETWEEN (g.shape_area*0.9) AND (g.shape_area*1.1)

AND ST_HausdorffDistance(ST_SimplifyPreserveTopology(n.geometry, 0.5),

ST_SimplifyPreserveTopology(g.geometry,0.5)) < g.max_hausdorff_dist;

Basically this query selects the identifiers for the GADM region (level and id),
and for the NUTS region (id). The && operator matches an intersection between
the bounding boxes of the of the regions. Since similar regions will also have a
similar area size, the first condition in the ”where“ clause filters regions that have
a similar area size with an error of 10%. The second condition checks if the discrete
Hausdorff distance between the simplified geometric shapes is within the limit
calculated by the function presented in Section 3.3.

4.2 Evaluation

We can analyze the effectiveness of the method by looking at the results of the
process of finding spatial equivalences between the NUTS and GADM datasets.

123



The NUTS dataset codes the geometric shapes fully in RDF using the NeoGeo
vocabulary, and the coordinate system used is WGS-84. The data is retrieved by
using a Construct SPARQL query and then converted into WKT using XSLT.

After retrieving the geometric data, it is merged with the GADM dataset using
the method presented in Section 3.3.

Not all NUTS regions are expected to match a GADM region, since many
NUTS regions represent parts or aggregations of administrative boundaries. Also
a GADM administrative region in a certain level should be able to match different
NUTS regions in different levels, and vice-versa.

From the existing 1,671 NUTS regions of the 2008 nomenclature that were
included in the comparison, the algorithm detected 965 matches, from which 13
were false positives, as Table 3 shows.

NUTS
Region

Incorrect guess GADM
Id

GADM
Level

Area Hausdorff Distance

UKM34 East Renfrewshire 14084 2 0.0214 0.1862
FR106 Val-De-Marne 13799 2 0.0334 0.1644
BE321 Soignies 2691 2 0.0654 0.3521
BE353 Thuin 2692 2 0.1188 0.2834
CH061 Aargau 531 1 0.1672 0.3653
LT Latvija 136 0 9.5204 2.5098
LI Appenzell Innerrhoden 533 1 0.0205 0.2783
UKM28 North Lanarkshire 14095 2 0.0689 0.3478
BE331 Lige 2696 2 0.1013 0.335
BE353 Thuin 2692 2 0.1188 0.2834
CH061 Aargau 531 1 0.1672 0.3653
SE3 Norge 168 0 60.585 7.8658
BE321 Soignies 2691 2 0.0654 0.3521

Table 3: False positives resulting on the application of the method

These false positives are due to the fact that the threshold is set too high for
very small and very large areas. It is desirable to produce a larger gradient for
small areas and a smaller Hausdorff distance threshold for large areas. This is still
a matter for further research.

5 Related work

The problem of aligning spatial datasets is not new in the Semantic Web commu-
nity and much work has been put on finding sensible solutions both at T-Box and
A-Box level.

Ontology alignment is a heavily researched topic. Proposed solutions have been
based on the terminological [15], structural [7], semantic [6] and extensional [17]
aspects of the aligned ontologies. The last two works consider the alignment of
spatial T-Boxes in particular.

124



Algorithms have also been proposed for feature matching across spatial datasets.
[1] presents a series of algorithms for the integration of features, for which the lo-
cation is approximated by a single point. These approaches have the problems
exposed in Section 3.2 and therefore, are not suitable for all cases. [13] considers
feature matching as an assignment problem based on a minimization of the Haus-
dorff distance between the geometric shapes. However, being this a case of Linear
Programming, the method can only be applied for all the geometric shapes of both
datasets at the same time, making it more difficult to integrate to live crawling.

6 Conclusion

We have presented a generic method that can be used to map multiple spatial
datasets. We also showed its functioning by describing the integration between our
two spatial datasets and analyzed its results.

Although the method has been used successfully to align the GADM and NUTS
datasets, the false positive rate can still be improved when analyzing regions cov-
ering a wide spectrum of area sizes. However, the presented method has proven to
be usable in Semantic Web applications.

Since the first experiments showed promising results, we are developing a tool
that automates the whole mapping process. We are also further refining the algo-
rithm to improve its precision and performance.
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Abstract. One of the most severe problems in early phases of disas-
ter response is the lack of information about the current situation. Such
information is indispensable for planning and monitoring rescue opera-
tions, but hardly available due to the breakdown of information channels
and normal message routes. However, during recent disasters in devel-
oped countries, such as the flooding of New Orleans or the earthquake
in New Zealand, a wealth of detailed information was posted by affected
persons in media, such as Flickr, Twitter, or personal blogs. Finding and
extracting such information may provide valuable clues for organizing
aid, but currently requires humans to constantly read and analyze these
messages. In this work, we report on a study for extracting such facts
automatically by using a combination of deep natural language process-
ing and advanced machine learning. Specially, we present an approach
that learns patterns in dependency representations of sentences to find
textually described facts about human fatalities. Our method achieves a
F1 measure of 66.7% on a manually annotated corpus of 109 news arti-
cles about earthquake effects, demonstrating the general efficacy of our
approach.

Keywords: Information Extraction, Dependency Graph, Earthquake, Disaster
Response, Named Entity Recognition, Relationship Extraction

1 Introduction

After disastrous events like earthquakes, decision makers require precise and
timely information about the current situation for planning and monitoring res-
cue operations effectively. During the last years, the Internet has become a major
source for such information, in particular, if no acquaintance is available on-site.
For earthquake events, many key information like the number affected are pub-
lished on the Internet. This includes structured information provided by earth-
quake agencies (e.g. GEOFON1 or USGS2) as well as textual updates published
1 http://geofon.gfz-potsdam.de/geofon
2 http://earthquake.usgs.gov/earthquakes
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by news agencies or recently by Internet users themselves, called user-generated
content (e.g. Twitter or personal blogs). Given the example sentence “The death
toll in an earthquake in south-west China is now at least 32, with 467 injuries,
state media says.”3, one can identify several text snippets expressing presum-
ably demanded facts. It contains trigger words like “death toll” or “earthquake”,
figures like “32” or “467” as well as temporal (“now”) or spatial (“south-west
China”) attributes. Furthermore, these token or token sequences – subsequently
called entities – are semantically connected to each other, forming so called re-
lationships; “death toll” is related to “32” and “at least” whereas “467” refers to
“injuries”. Moreover, both are associated with “earthquake” and “China”. Obvi-
ously, texts offer valuable information for decision making but require accurate
analysis, which is still a manual and therefore time-consuming, expensive task.
Hence, automating this analysis will aid humans to accomplish rescue operations
successfully.

As a first step towards automatic textual analysis, we report on extracting
facts from news articles, describing human impacts from earthquakes. To model
these impacts, we define a 5-ary relationship, whose complexity imposes several
challenges for extraction by

– consisting of more than two entities,
– allowing incomplete tuples and
– potentially spanning multiple sentences.

For extracting this relationship, we apply deep natural language processing com-
bined with graph-based synthesis techniques. More specifically, we match pat-
terns in sentence-based dependency graphs to compose a graphical model rep-
resenting semantic connections between entities and examine this for connected
subgraphs. Our evaluation demonstrates the general efficacy of our proposed
method stack – called EquatorNLP4 – by achieving 66.7% F1 measure [23] on a
novel, manually created news corpus.

1.1 Related Work

Due to the increasing amount of information available in a textual form (e.g.
PubMed or Wikipedia), assisting humans by automatically analyzing these texts
has become an important research topic in the last decade. Information extrac-
tion (IE) studies the problem of extracting structured information from unstruc-
tured text. Typically, this involves recognizing entities (named entity recognition,
NER) and relationships between them (relationship extraction, RE).

Different methods have been proposed for NER, e.g. dictionary-based, rule-
based or machine learning [20,29]. Hybrids like the one applied in this study
usually perform best [28]. The achievable F1 measure highly depends on the con-
crete domain and ranges up to 95% [10,19,14,32]. To the best of our knowledge,
3 http://news.bbc.co.uk/2/hi/asia-pacific/7591152.stm
4 EarthQUake dAta collecTOR [8] with Natural Language Processing
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this study is the first about IE in the earthquake domain, hence no quantitative
results are available yet.

Regarding RE, co-occurrence forms an intuitive approach [15]. Beside that,
pattern matching [30] and machine learning [21] have been adopted as well. As
in EquatorNLP, these methods recently utilize deep natural language processing
like dependency parsing [12]. Little is known about extracting complex n-ary
relationships like the one examined in this paper, since most research has focused
on binary relationships. Inspired by the promising results in [27], we transferred
their subgraph-based idea into our domain (see section 2.4). In general, RE
is regarded as being more difficult than NER, resulting in lower F1 measures,
ranging from 40% [16] to 80% [12].

2 Materials and Methods

2.1 What we extract: Definition of the 5-ary Relationship

To model earthquake damages, our examined relationship consists of five differ-
ent entity types, including several subtypes. Note that the concatenated paren-
thesized letters will subsequently be used as abbreviations.

– (O)bject: Describes the victims, e.g. “people” or “students”.
– (Q)uantity: Describes the number of victims and consists of the four subtypes

• (c)ardinal: “12”, “ten”, “no”, “a”, “1.3 million”
• (o)rdinal: “second”, “10th”
• (v)ague: “many”, “hundreds”, “some”
• (r)esidue: “everybody”

– (M)odifier: Refers to a quantity and modifies its value, e.g. “at least”, “about”
or “more than”.

– (I)ndicator: Describes the type of damage and consists of six subtypes
• (k)illed: “killed”, “death tool”, “died”
• (i)njured: “injured”
• (t)rapped: “trapped”
• (m)issing: “missing”
• (h)omeless: “homeless”
• (a)ffected: “affected”

– (N)egation: Infrequently required to correctly describe a damage, e.g. “not”.

Given this definition, the previous example “The death toll in an earthquake
in south-west China is now at least 32, with 467 injuries, state media says.”
contains five entities: “death toll” (Ik), “at least” (M), “32” (Qc), “467” (Qc) and
“injuries” (Ii). Note that entities may span multiple token – called multi-token
entities. Together, these entities form two [N, M, Q, O, S] relationship tuples: [—
, "‘at least"’, "‘32"’, —, "‘death toll"’] and [—, —, "‘467"’, —, "‘injuries"’]. We
define that not all entity slots have to be filled to form a valid tuple, indicated
by —. However, we postulate two constraints concerning incomplete relationship
instances: (i) An entity I is mandatory and (ii) an entity Q is mandatory, if an
entity M is set.
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2.2 Corpus

To train and later test our proposed machine-learning-based extraction methods,
we required an annotated set of documents – called corpus – as a gold standard.
As to the best of our knowledge, currently no appropriate corpus exits for our
purpose, we created a new one. Our corpus consists of 109 English articles about
earthquakes and their aftermath: 24 from BBC News5, 2 from Equator [8], 41
from Wikipedia6 and 42 from Yahoo! News7. They were randomly selected from
a collection of documents retrieved from these four sources in spring 2010.

From each article, we extracted the text including the headline and anno-
tated it manually according to the relationship definition given above. We re-
moved cross-sentence (28) and unary (4) instances from the corpus, since our
relationship extraction methods operate on the sentence level and are unsuitable
for unary tuples (see section 2.4). Finally, we partitioned this altered corpus into
a training (2⁄3) and an evaluation set (1⁄3) by stratified random sampling on
the sentence level. Table 1 presents the resulting distribution of the relationship
tuples in the different partitions.

Table 1. Data set statistics; Note that the Gold Standard values differ from the sum of
training and evaluation set, owing to the removal of unary and cross-sentence instances.

Number of [. . . ] Training Evaluation Gold Standard

Sentences 1,964 986 2,950
containing a relationship instance 276 145 486

Token 39,856 20,796 60,652

Relationship instance 382 190 604
per type, defined by I sybtype k 273 135 439

i 56 24 80
t 15 7 23
m 19 11 30
h 17 10 27
a 2 3 5

per size, defined by filled entity slots 1 0 0 4
2 152 69 245
3 156 76 236
4 74 45 119
5 0 0 0

2.3 Named Entity Recognition

A prerequisite for relationship extraction is the detection of target entities in the
text. For this task, we used a regular expression (Qc only) in combination with a
5 http://news.bbc.co.uk
6 http://en.wikipedia.org/wiki/Historical_earthquakes,

http://en.wikipedia.org/wiki/List_of_20th_century_earthquakes,
http://en.wikipedia.org/wiki/List_of_21st_century_earthquakes

7 http://news.yahoo.com/science/earthquakes
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dictionary (all other types), both derived from the training data. As each token
sequence can only be assigned to at most one entity type, the question emerged
how to disambiguate competing matches. we applied the following plausible order
of precedence: The regular expression matches prior to the dictionary, longer
token sequences match prior to shorter (“as high as” M versus “high” Qv) and
finally the most frequent type found for this token sequence in the training data.
Overall, the dictionary extracted from the training data set contained 218 entries
with an average length of 1.78 token.

2.4 Relationship Extraction

After recognizing the entities, the next step is to extract the actual relationship
instances. Our proposed method consisted of two steps:

1. Discovering pairs of entities by pattern matching in dependency graphs.
2. Synthesizing complex instances from maximal cliques in entity graphs build

from these entity pairs.

Dividing the extraction process into these two steps enabled us to apply well-
known extraction methods for binary relationships. Furthermore, we gained more
training instances, reducing the sparse data problem [22] existing for the com-
plete relationship.

Matching Dependency Patterns Dependency models are syntactical mod-
els expressing the hierarchical dependencies between the words of a sentence.
Those dependencies may be visualized as a directed, labeled graph whose root
is the verb. Figure 1 depicts the running example in the Stanford Dependencies
representation [25]. The arrows indicate the dependency direction from regent
to dependent and are labeled with the dependency type.

These models offers a direct access to sentence structures [23] and have the
potential to reveal relations between words apart more easily than regular ex-
pressions [12,7] (e.g. between “death toll” and “32” in the example). Therefore,
examining patterns between entities in dependency graphs has been a success-
ful approach in modern relationship extraction. For our work, we selected the
shortest paths between two entities as patterns [4].

We applied the Stanford converter [24] to compute the dependency graph for
each sentence, which requires constituent parses [23,1] as input (another syn-
tactical model). Those parses were generated by the Charniak PCFG parser [5]
in combination with the Charniak-Johnson Max-Ent reranking parser [6], using
McClosky’s self-trained models [26].

During training, we extracted all shortest paths between entities and stored
them in a pattern catalog. To abstract from the actual token of an entity, we
joined all parting token vertices in advance into one entity vertex. Concurrently,
we replaced each entity vertex in the pattern by its type to mask the actual value.
Figure 2 illustrates the transformed example graph and the extracted patterns.
Since dependency graphs can contain cycles, there might exist more than one
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Fig. 1. Dependency graph of the sentence “The death toll in an earthquake in south-
west China is now at least 32, with 467 injuries, state media says.”

shortest path between two entities with – of course – equal length. Hence, a
relationship instance consisting of k entities will produce at least

(
k
2
)
patterns.

Overall, the catalog extracted from the training data set contained 396 unique
patterns with an average length of 2.83 edges.

During extraction, we applied this catalog to create links between two entities
in accordingly transformed dependency graphs, resulting in entity graphs (see
Figure 3 for an example).
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32 Qc
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QkQc StIk

QkQc MM

StIk Qk MM num

nsubj
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quantmod

quantmod
Qc

Patterns

Token vertex

Entity vertex

Fig. 2. Pattern extraction in the transformed example dependency graph (truncated)

Baseline To determine whether deep linguistic parsing like the dependency
model is beneficial for relation extraction or not, we also use a co-occurrence-
based classifier as a baseline for recognizing entity pairs. For each entity e, all
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closest (in terms of token distance) entities within sentence scope having a dif-
ferent type then e are postulated as being linked to e. For example, this would
imply a (false) connection between “32” and “injuries” in the running example,
as for “32” the distance to “injuries” is less then to “death toll”.

Synthesizing Relationship Instances After detecting pairs of entities, the
final step is to synthesize relationship instances from them. To address this, we
identified maximal cliques in the entity graphs [27] which are consistent to our
relationship definition.

Consider the entity graph in Figure 3 as one possible outcome of the previ-
ous pair-recognizing step when applied to the running example. To form rela-
tionship instances, we combined all those entities which are directly connected
among each other in the entity graph. Such a set of vertices is called a clique.
In Figure 3, all cliques of size two or greater are marked by eclipses (C0 to C5).
Among these, we considered only those cliques that are consistent to our rela-
tionship definition (C0, C2 and C4). Furthermore, we ignored cliques which are
contained in others (C2). All such non-redundant cliques are called maximal.
In our example, only C0 and C4 comply with the requirements ’maximal’ and
’relationship-definition-consistent’ and would in this case form the final output
of the complete information extraction pipeline.

32 Qc32 Qc

death toll Ikdeath toll Ik

at least MMMMat least MMMM

injuries Iiinjuries Ii

467 Qc467 Qc C0

C1
C2

C3

C4

C5

Fig. 3. An entity graph for the example sentence

3 Evaluation and Results

Based on the training data set, we derived optimal extraction pipeline config-
urations and tested them on the evaluation set. Before presenting our findings,
we will explain the evaluation measures used and the underlying configuration
parameters.

3.1 Evaluation Measures

To measure the performance of our pipeline, we determined precision (P), recall
(R) and F1 measure [23] for all three extraction steps: recognizing entities (NER),
extracting entity pairs (BinRE) and synthesizing relationship instances (RE).
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Each measure is based on the concept of ’true positive’. We applied a strict
evaluation schema, therefore considering a reported entity as a true positive, if
and only if both the type and the token agreed with the gold standard [20].
Propagated to the relationship level, an instance was considered a true positive
if and only if all participating entities were true positives and the instance had
equal size.

3.2 Pipeline Configuration Parameters

Both NER and dependency-based BinRE are requiring well-defined matching
criteria. On the entity level, we applied character-based equality. This could be
relaxed by case insensitivity (IgnoreCase4NER) or stemming [31,17,23] (Use-
Stem4NER). On the dependency level, we chose between different dependency
schemata [25] (DependencySchema). Furthermore, we altered the token vertex
matching by case insensitivity (IgnoreCase4RE), stemming (UseStem4RE) or
using Part-Of-Speech tags [11,23] (UsePOS4RE). For matching entity vertices,
we additionally ignored the subtype (IgnoreEntitySubtype). Moreover, matching
pattern edges was modified by ignoring their direction (IgnoreDepDirection) and
their label (IgnoreDepType). Given these parameters, Table 2 lists the config-
urations for maximal precision, recall and F1, estimated from stratified 10-fold
cross-validation [13] on the training data.

Table 2. Optimal matching configurations; active: +, inactive: –

Parameter Pmax Rmax F1max OracleNER F1max

IgnoreCase4NER + + +
UseStem4NER – + +
DependencySchema CollapsedTree CCprocessed Collapsed CCprocessed
IgnoreCase4RE – – – –
UseStem4RE + – + –
UsePOS4RE – + – +
IgnoreEntitySubtype + + + +
IgnoreDepDirection – + – +
IgnoreDepType – + – +

3.3 Results

Based on the previously deduced pipeline parameters, we evaluated our proposed
methods on the evaluation data set. The results for each pipeline step are shown
in Table 3. While our approach achieved a surprisingly high recall for entity
recognition (93.8%), the corresponding precision was quite low (22.7%). Further
analysis revealed that the majority of false positives were produced by the regular
expression matching each number in the text (e. g. year or monetary amount).

On the entity pair level, our proposed dependency pattern matching signif-
icantly outperformed the baseline in terms of precision (73.0% versus 29.0%).
Considering recall, the relation was inverted (74.3% versus 87.2%), resulting in a
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Table 3. Evaluation results for different pipeline setups, supplemented by boot-
strapped 95% BCα confidence intervals [9]

Pipeline Setup NER BinRE RE

P R F1 P R F1 P R F1

Baseline .227 .938 .366 .290 .872 .436 .260 .637 .369
+.033 +.018 +.042 +.039 +.035 +.044 +.038 +.068 +.046
−.032 −.022 −.043 −.038 −.044 −.046 −.035 −.076 −.045

Dependency Pmax .219 .942 .355 .748 .727 .737 .783 .568 .659
+.032 +.018 +.042 +.052 +.059 +.046 +.062 +.073 +.061
−.031 −.022 −.042 −.061 −.067 −.052 −.077 −.078 −.069

Rmax .207 .948 .339 .553 .836 .666 .403 .711 .514
+.031 +.017 +.041 +.046 +.045 +.039 +.052 +.066 +.051
−.029 −.022 −.041 −.049 −.059 −.042 −.051 −.078 −.053

F1max .207 .948 .339 .730 .743 .736 .767 .589 .667
+.031 +.017 +.041 +.053 +.058 +.045 +.062 +.072 +.058
−.029 −.022 −.041 −.061 −.066 −.050 −.076 −.079 −.069

OracleNER & Baseline .867 .984 .922 .743 .884 .808
+.040 +.012 +.026 +.072 +.049 +.060
−.056 −.028 −.043 −.093 −.077 −.086

& Dependency F1max .930 .906 .918 .813 .826 .820
+.031 +.036 +.026 +.070 +.059 +.054
−.057 −.053 −.037 −.124 −.079 −.083

significantly higher F1 measure for the former (73.6% versus 43.6%). Obviously,
matching dependency patterns is more insusceptible to low-precision NER than
co-occurrence-based classification.

The same tendencies were observed for relationship instances with a sig-
nificantly better F1 measure of 66.7% versus 36.9%. Additional examination
showed that, for both methods, the reported overall precision and recall scores
were roughly consistent across instance types (k, i. . . ) and sizes (2, 3. . . ).

Due to EquatorNLP’s pipeline architecture, the observed BinRE and RE
performances were certainly biased by the preceding NER step. To quantify the
effect of error propagation and therefore disclosing their ’true’ capabilities, we
also tested a perfect NER (OracleNER in Table 2 and 3). Although our results
confirmed the global trends for the distribution of precision, recall among the two
BinRE methods, their absolute difference in F1 measure were nearly eliminated
(82.0% versus 80.8%).

4 Conclusions and Future Work

In this paper, we demonstrated that matching dependency patterns combined
with detecting maximal cliques is a promising approach for extracting human
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impacts from earthquake reports. Our evaluation on a manual annotated corpus
resulted in a maximal F1 measure of 66.7%, outperforming a co-occurrence-based
approach significantly. We also showed that our proposed extraction pipeline
provides P / R adaptability. Additional experiments with oracle NER imply that
under this setting, co-occurrence-based extraction provides competitive results,
particularly with regard to its significantly lower computational runtime [2].

Note that the computed recall and F1 measures are slightly biased, since
our proposed extraction pipeline operates only on the sentence level and does
not cover unary relationship instances. As these instances form approximately
5% of all tuples in news articles (see section 2.2), this might be acceptable for
particular applications.

As stated before, our evaluation was focused exclusively on domain specific
texts. We cannot expect the same performance for unfiltered texts. The appli-
cation on 113 general news articles yielded a precision of only 3.2%. This result
is less surprising if one takes a closer look at Figure1, showing that the domain
trigger “earthquake” is not part of any shortest path between entities. In fact,
only 1 out of all 396 extracted patterns contains a trigger word. Certainly, incor-
porating semantic knowledge for filtering texts would increase precision. On the
other hand, this nonspecifity might be considered as an advantage, suggesting
that our pipeline is applicable to other types of disasters.

To finally set the achieved F1 measure of 66.7% in context to a prospective
human performance, we assessed this by calculating the inter annotator agree-
ment (IAA) [3] for two independent annotations. The score of 70.3% for strict
agreement on relationship instances for 30 articles indicates at least a cardinal
task complexity. Great caution should be exercised in comparing these two values
directly, since they belong to different dimensions: the former measures validity,
while the latter measures objectivity.

4.1 Future Work

Given these results and our conclusions, we identified several challenges for future
research. Obviously, we require domain specific texts as pipeline input, proposing
text classification as a preprocessing step. As decision makers are interested in
information about specific events, we plan to extend our relationship and its
extraction to temporal and spatial attributes. Furthermore, we intend to apply
high-precision machine learning techniques like condition random fields [18] for
NER, hopefully increasing RE recall without losing precision by enabling less
strict pattern matching criteria. Finally, we intend to explore user-generated
content like on Twitter as a novel information source.

Acknowledgements We kindly thank Sebastian Arzt and Tim Rocktäschel
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Abstract. The automatic association of illustrative photos to para-
graphs of text is a challenging cross-media retrieval problem with many
practical applications. In this paper we propose novel methods to as-
sociate photos to textual documents. The proposed methods are based
on the recognition and disambiguation of location names in the texts,
using them to query Flickr for candidate photos. The best photos are
selected with basis on their popularity, on their proximity, on temporal
cohesion and on the similarity between the photo’s textual descriptions
and the text of the document. We specifically tested different rank ag-
gregation approaches to select the most relevant photos. A method that
uses the CombMNZ algorithm to combine textual similarity, geographic
proximity and temporal cohesion obtained the best results.

1 Introduction

The automatic association of illustrative photos to paragraphs of text is a chal-
lenging cross-media retrieval problem with many practical applications. For in-
stance the Zemanta1 blog enrichment extension is a commercial application ca-
pable of suggesting photos from Flickr to blog posts. Another example concerns
with textual documents describing travel experiences, usually called travelogues,
which can give interesting information in the context of planning a trip. To-
day, there are several websites where these documents are shared and the use of
web information for travel planning has also increased. However, the use of the
travelogues by themselves is very restrictive. It is our conviction that the visual-
ization of photos associated with specific parts from the travelogue, like common
scenarios and points of interest, may lead to a better usage of travelogues.

Despite the huge number of high quality photos in websites like Flickr2, these
photos are currently not being properly explored in cross-media retrieval appli-
cations. In this paper, we propose methods to automatically associate photos,
published on Flickr, to textual documents. These methods are based on min-
ing geographic information from textual documents, using a free web service to

This work was partially supported by the Fundação para a Ciência e a Tecnologia
(FCT), through project grant PTDC/EIA-EIA/109840/2009 (SInteliGIS)

1 http://www.zemanta.com/
2 http://www.flickr.com
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recognize and disambiguate location names and points of interest mentioned in
the documents. The places recognized in the documents are then used to query
Flickr for related photos. Finally, the best photos are selected with basis on
their popularity and on the similarity between their information (e.g., textual,
geographical and temporal metadata) and the information from the document
(e.g., textual contents, recognized places and temporal metadata).

The rest of this paper is organized as follows: Section 2 presents the main
concepts and related works. Section 3 describes the proposed methods, detailing
the mining of geographic information contained in texts and the selection of the
best photos, based on their popularity and similarity. Section 4 describes how
a system, containing the proposed methods, was implemented. It also presents
the results of an initial evaluation experiment. Finally, Section 5 presents our
conclusions and points guidelines towards future work.

2 Related Work

Problems related with the treatment of geographic references in textual docu-
ments have been widely studied in Geographic Information Retrieval [1,11,15,16].
Using this information requires the recognition of place names in the texts (i.e.,
delimiting the text tokens referencing locations) and the disambiguation of those
place names in order to know their real location in the surface of the Earth (i.e.,
give unique identifiers, typically geospatial coordinates, to the location names
that were found). The main challenges in both tasks are related with the ambi-
guity of natural language. Amitay et al. characterized those ambiguity problems
according to two types, namely geo/non-geo and geo/geo [1]. Geo/non-geo ambi-
guity occurs when location names have a non-geographic meaning (e.g., Turkey,
the country or the bird). Geo/geo ambiguity refers to distinct locations with the
same name (e.g. London in England and London in Ontario).

Leidner studied different approaches for the recognition and disambiguation
of geographic references in documents [11]. Most of the studied methods resolve
places references by matching expressions from the texts against dictionaries of
location names, and use disambiguation heuristics like default senses (e.g., the
most important referenced location is chosen, estimated by the population size)
or the spatial minimality (e.g., the disambiguation must minimize the polygon
that covers all the geographic references contained in the document). Recently,
Martins et al. studied the usage of machine learning approaches in the recognition
and disambiguation of geographic references, using Hidden Markov Models in
the recognition task, and regression models with features corresponding to the
heuristics surveyed by Leidner, in the disambiguation task [15]. Other recent
works focused on recognition and disambiguation problems that are particularly
complex, involving the processing of texts where geographic references are very
ambiguous and with a low granularity (e.g., mountaineering texts mention tracks
and specific regions in mountains), and where it is important to distinguish
between the location names pertinent to route descriptions and those that are
pertinent to the description of panoramas [16].
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Currently, there are many commercial products for recognizing and disam-
biguating place references in text. An example is the Yahoo! Placemaker3 web
service, which was used in this work and is better described in Section 3.1.

Previous works have also studied the usage of Flickr as a Geographic Infor-
mation Retrieval information source [4]. The information stored in this service
revealed itself to be useful for many applications, due to the direct links between
geospatial coordinates (i.e., the coordinates of the places where the photos were
taken, either given by cameras with GPS capabilities or by the authors), dates
(i.e., the moments when the photos were taken) and text descriptions that are
semantically rich (i.e., descriptions and tags associated to photos).

In particular, Lu et al. addressed the automatic association of photos, pub-
lished on Flickr, to Chinese travelogues [14], with basis on a probabilistic topic
model detailed on a previous work [8], which is an extension of the Probabilistic
Latent Semantic Indexing (pLSA) method [9]. The main idea in the work by Lu
et al. is similar to the basis of our work, as the authors tested different methods
for the selection of photos, obtained by querying Flickr’s search engine with the
location names recognized in the texts. The probabilistic topic model is used
by the authors to avoid the gap between the vocabulary used in the documents
and the textual descriptions used in photos, modeling photos and/or documents
as probabilistic distributions over words. The authors tested four different ap-
proaches for the selection of relevant photos, namely (i) a baseline approach
based on a simple word-to-word matching with the words from the travelogue
texts and the tags that represent the photos (ii) a mechanism based on a prob-
abilistic model created with the travelogue texts (iii) a mechanism based on
a probabilistic model created with tags that represent the photos, and (iv) a
mechanism based on a probabilistic model using the texts and the tags, which
obtained the best results. In our work, we approached the problem in a slightly
different way, by querying Flickr with the geospatial information associated with
the places recognized in the documents.

In terms of previous works related to the area of cross-media retrieval, De-
schacht and Moens presented an approach that tries to find the best picture
of a person or an object, stored in a database of photos, using the captions
associated to each picture [5]. The authors built appearance models (i.e., lan-
guage models that represent the text captions from images), to capture persons
or objects that are featured in an image. Two types of entity-based appearance
models were tested, namely an appearance model based on the visualness (i.e.,
the degree to which an entity is perceived visually), and another appearance
model based on the salience (i.e., the importance of an entity in a text). As
baseline approaches, the authors built two simpler appearance models, namely
(i) a bag-of-words (BOW) model based on the words of the image captions, and
(ii) a bag-of-nouns (BON) model based on the nouns and proper nouns con-
tained in the image captions. From a dataset composed of several image-caption
pairs, the authors created two different sets of images annotated with the en-
tities, namely (i) an easy dataset composed of images with one entity, and (ii)

3 http://developer.yahoo.com/geo/placemaker/
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a difficult dataset composed of images with three or more entities. The results
showed that when the dataset was queried with only one entity, the method
using the appearance model based on the visualness achieved the best results.
On the other hand, when the query was composed of two entities, the method
using the bag-of-words had better results.

3 Automatic Association of Photos to Texts

The proposed method for the automatic association of photos to textual docu-
ments is essentially based on a pipeline of three stages, which involves (i) rec-
ognizing and disambiguating location names and points of interest referenced
in documents, (ii) collecting candidate photos through Flickr’s API4, and (iii)
selecting the best photos with basis on their importance and on their similarity
(e.g., textual, geographical and temporal) towards the document. In this section
we describe the three steps in detail.

3.1 Mining Geographic Information in Documents

In this work, we used the Yahoo! Placemaker web service in order to extract
locations and specific points of interest from texts. Placemaker can identify and
disambiguate places mentioned in textual documents. The service takes as input
a textual document with the information to be processed, and returns an XML
document that lists the referenced locations. For each location found in the
input document, the service returns also its position in the text, the complete
expression that was recognized as the location, the type of location (e.g., country,
city, suburb, point of interest, etc.), an unique identifier in the locations database
used by the service (i.e., the Where On Earth Identifier - WOEID - used by
Yahoo! GeoPlanet5), and the coordinates of the centroid that is associated to
the location (i.e., the gravity center of the minimum rectangle that covers its
geographic area). Also, for each document taken as input, the service returns
the bounding box corresponding to the document (i.e., the minimum rectangle
that covers all its geographic locations).

3.2 Collecting and Selecting Relevant Photos

The main challenge in collecting and selecting photos relevant to a segment of
text is related to the semantic gap between the photo metadata and the text, as
well as the noise present in the documents and in the descriptions of the photos.
For instance, in the case of travelogues, and despite the fact that these documents
have a uniform structure, their authors frequently mention information related
to transportation and accommodation, and not only descriptions of the most
interesting locations. For example, if the text of a travelogue mentions an airport

4 http://www.flickr.com/services/api/
5 http://developer.yahoo.com/geo/geoplanet/
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or the city where the trip ends, while describing the arrival, one can select
photos related to these locations, which are not important for illustrating the
most interesting contents of the document. We have that travelogues frequently
mention locations that are only slightly relevant, and so it is very important to
distinguish between relevant and irrelevant locations.

Other challenges in collecting and selecting relevant photos are related with
the fact that photos published in Flickr are frequently associated to tags or
textual descriptions irrelevant to their visual contents (e.g., tags are usually
identical among different photos uploaded by the same person, at the same
time), and also the vocabulary used in Flickr can be very different from the
vocabulary used in textual documents.

Having these limitations in mind, we tested different approaches for the se-
lection of relevant photos, combining different sources of evidence for estimating
the relevance of the photos. These approaches are as follows:

T1: Selection based on textual similarity: We compute the textual similarity
between the tags plus the title of the photos, and the text of the document.
Specifically, we compute the cosine measure between the textual descriptions
of the photos (i.e., joining tags and title) and the textual document, using
the Term Frequency × Inverse Document Frequency (TF-IDF) method to
weight terms in the feature vectors. The idea behind this method is that, if a
photo has textual descriptions more similar to the text of a document, then
it can be considered as a good photo to be associated to the document.

T2: Selection based on textual similarity and geographical proximity:
We combined the textual similarity from T1 with the similarity, based on
the geospatial coordinates, between the locations recognized in the document
and the locations where photos were taken. The geographical similarity is
computed according to the formula 1

(1+d) , where d is the great-circle distance

between the two locations. Because multiple locations can be recognized
in the document, we computed the maximum and the average similarity
towards each photo. The idea behind this method is that a photo that was
taken near a location recognized in the document can be considered as a
good photo to be associated to the document.

T3: Selection based on textual similarity, geographical proximity and
temporal cohesion: We combine the method from T2 with the temporal
distance, in semesters, between the publication date of the document and the
moment when a photo was taken. Similarly to what is done in method T2,
the temporal similarity is computed according to the formula 1

(1+t) , where

t id the number of semesters separating the photo from the document. The
idea behind this method is that a photo taken in a moment close to the date
when the document was written can often be considered as a good photo to
be associated to the document.

T4: Selection based on textual similarity, geographical proximity, tem-
poral cohesion and photo interestingness: We combine the method T3
with other information related to the interestingness of the photos (e.g., the
number of comments and the number of times other users considered the
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photo as a favorite). In this case, if a photo was taken in a location inside
the bounding box of the document (i.e., the bounding box that contains all
locations), then the number of comments and the number of times a photo
was marked as favorite are considered as features, and otherwise these fea-
tures assume the value of minus one. The idea behind this method is that
a photo that was taken near the locations recognized in the document, and
that is considered an interesting photo due to the number of comments and
the number of times users marked it as a favorite, can be considered a good
photo to be associated to the document.

The above combination approaches were based on the usage of rank aggre-
gation schemes to combine the multiple features. Specifically, two approaches
were considered, namely the CombSUM and the CombMNZ methods originally
proposed by Fox and Shaw [7]. Both CombSUM and CombMNZ use normalized
sums when combining the different features. To perform the normalization, we
applied the min-max normalization procedure to the scores of the individual
features, which is given by Equation 1.

Vnormalized =
V −min

max−min
(1)

The CombSUM score of a photo p, for a given document D, is the the sum of
the normalized scores received by the photo in each of the k individual rankings,
and is given by Equation 2.

CombSUM(p,D) =

k∑
j=1

scorej(p,D) (2)

Similarly, the CombMNZ score of a photo p for a given document D is defined
by Equation 3, where re is the number of non-zero similarities.

CombMNZ(t, P ) = CombSUM(t, P ) × re (3)

For measuring the similarity between the textual description of the photos
and the text of the document, in all the above methods, stopwords were first re-
moved. To calculate the cosine measure between the photos textual descriptions
and the document, using the Term Frequency × Inverse Document Frequency
(TF-IDF) method, we considered tags to be more important to describe the
photo, followed by the title. Thus, we applied different weights for the different
types of textual descriptions, weighting the tags as twice more important.

4 Validation Experiments

We implemented a prototype system based on the techniques described in the
previous section, using the Qizx6 XQuery engine as an execution environment.

6 http://www.xmlmind.com/qizx/
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This XQuery engine supports the latest version of the standard, together with the
XQuery Full Text extension to perform full-text search with the cosine measure
and TF/IDF vectors, in collections of XML documents.

In order to validate the proposed methods, we created a corpus of 450 photos
downloaded from Flickr, with geographical information and a sufficiently large
textual description (i.e., more then 100 words and containing location names
or points of interest). We used expressions frequently used in travelogues, such
as monument, vacation, trip or castle to filter the photos collected from Flickr.
The collected photos were taken in a point contained in the bounding box cor-
responding to the geospatial footprint of one of the world’s most visited cities7.
Also, the considered photos were taken in a date from 2000-01-01 to 2010-05-
01. For each photo, the number of comments and the number of times it was
considered as favorite by other users were also collected.

In order to conduct the experiments, we needed a collection of documents
with relevance judgments for photos, i.e., a correct relevant photo associated to
the document. This collection was not already available and creating a collection
of travelogue documents, illustrated with Flickr photos that had been manually
selected by human experts, would be extremely time consuming, also implying
some knowledge about the locations described in the documents. This collection
is not already available, and creating a collection of photos from Flickr selected
and associated by experts to travelogues would be extremely time consuming,
and would imply a certain knowledge of the city to where the travel was made.

The photo descriptions from Flickr, with the above characteristics, are fairly
good examples of documents with relevance judgments, because the owner con-
sidered the photo as a relevant example to be associated to the large textual
description. So, for the purpose of our experiments, we considered the textual
descriptions as representations of textual documents having the same character-
istics as travelogues, and the photos from which the textual descriptions were
taken as the relevant photos that should be automatically associated.

The prototype system, implementing different configurations for the proposed
method, was then used to process the documents, associating them to relevant
photos. The configurations used are described in Section 3.2.

With the results for each document, and considering all four possible con-
figurations with the two voting schemes, we used the trec eval evaluation tool
to evaluate the matchings between photos and documents. Figure 1 presents
the results obtained in terms of Precision at position 1 (Precision@1), and in
terms of the Reciprocal Rank, in the all the considered cities. The horizontal
lines represent the mean value of Reciprocal Rank, in red, and the mean value
of Precision@1, in blue, for all the considered cities and when using the best
configuration. In all the charts, the bar in red, full colored, represents the value
of Reciprocal Rank, and the bar in blue, with a shaded color, represents the
value for the metric of Precision@1.

The graphics show that method T3 using the CombMNZ approach (i.e., T3-
MNZ) outperforms method T1 in all the cities. These results suggest that the

7 http://en.wikipedia.org/wiki/Tourism
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Fig. 1. Reciprocal Rank and Precision@1 for each method and city.

usage of multiple features (e.g., geographical proximity and temporal cohesion)
combined with the textual similarity is better then the usage of the textual sim-
ilarity alone. Also, methods using CombMNZ as the rank aggregation approach
have similar results to the methods using CombSUM.

It is also interesting to notice that the values in the cities of Paris, London
and New York are higher, although the dataset contained an equal number of
photos for each city (i.e., 50 photos). In these cities, all the combination methods
using CombMNZ outperform method T1. These results suggest a higher preci-
sion of Placemaker in the recognition and disambiguation of the location names
mentioned in the descriptions for those cities, although it should be noticed that
textual similarity alone also presents good results in these cities.

Figure 2 illustrates the obtained results for two example textual descriptions,
presenting the top-3 most relevant photos as returned by the best performing
method, together with their tags in Flickr.

Figure 3 presents the number of documents, in the collection, containing each
possible number of words, and the number of documents mentioning different
numbers of places. In the collection, there is a higher number of documents with
100 to 200 words. Also, the number of recognized places is frequently low, with
most of the documents containing 1 to 5 places.

Figure 4 illustrates the relationships existing between the values of Preci-
sion@1 and Reciprocal Rank, with the number of words and the number of
places, when considering the combination method that had the best results, i.e.,
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The Louvre Pyramid is a large glass
and metal pyramid, surrounded by
three smaller pyramids, in the main
courtyard of the Louvre Palace in

Paris. The large pyramid serves as the
main entrance to the Louvre Museum.

Completed in 1989, it has become a
landmark for the city of Paris. The

construction of the pyramid triggered
considerable controversy because many

people felt that the futuristic edifice
looked quite out of place in front of the

Louvre Museum with its classical
architecture.
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Water, without which, we would not be
on Earth. This was captured to show
that Kuala Lumpur is a blend of old

buildings as well as new. This fountain
sits on one end of the famous Selangor

Club field used for Merdaka Day
Celebrations. Reggie Wan of Singapore
and I were here on this bright and hot
day. Couldn’t get out fast enough away
from this tourist spot! Actually, all the
photos showcased here were pretty nice

and I really couldn’t decide which one to
be the main picture. I chose this one

because it was more artistic (the
fountain is dark, the tall building

medium grayish and the minaret is white
surrounded by blue)!

id=294945309 id=4194402499 id=327607369

water kuala building
fountain lumpur kualalumpur
buildings petronas malaysia

sky explore soe
tourist digital southeastasia
aqua blending reggiewan

cityscape dynamic asia
reflections nikon top20travelpix
jalanraja range klcc
fujifilm malaysia mosque

Fig. 2. The top three most relevant photos returned for two example documents.

T3 using CombMNZ. These results suggest that a higher number of words does
not improve the results, neither in terms of Precision@1 or Reciprocal Rank.
The higher value of Reciprocal Rank and Precision@1 in documents with 1200
to 1300 words can be explained by the corresponding small number of docu-
ments (i.e., only 2 documents). It is also interesting to notice that the values for
Precision@1 and for the Reciprocal Rank seem to improve when more than one
place is referenced in the document.

5 Conclusions and Future Work

In this paper, we have described novel methods for the automatic association of
photos to textual documents. The described methods are based on a pipeline of
three steps, in which geographic references are first extracted from documents,
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Fig. 3. Histograms with the number of words and the number of places.
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Fig. 4. Variations in the values of Precision@1 and Reciprocal Rank, in terms of the
number of words and the number of places referenced in the documents.

then photos matching the geographic references are collected, using Flickr’s API,
and finally the best photos are selected with basis on their similarity and rele-
vance. Different methods to select relevant photos were compared and a method
based on the combination of textual similarity, geographic proximity and tem-
poral cohesion, using the CombMNZ rank aggregation method for performing
the combination, obtained the best results.

Despite the good results from our initial experiments, there are also many
challenges to future work. From our point of view, the major challenge lies in im-
proving the evaluation protocol. The validation of the proposed methods should
be made through a collection of static photos, with relevance judgments clearly
established by humans. The Content-based Photo Image Retrieval (CoPhIR) col-
lection, described in [3] and built from 106 million photos from Flickr, could be
a starting point for building such a test collection. Another idea is to experiment
the proposed methods in a collection not related to the domain of travelogues.
For instance, the dataset with news texts from BBC which was described by Feng
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and Lapata [6], containing approximately 3400 entries and where each entry is
composed by a news document illustrated with a image that contains a textual
caption, could also be used to as a starting point to build a better test collection
to evaluate our method. This corpus contains near 3400 entries, where each en-
try is composed by a news document, a news image related with the document
and its caption. Also, besides the usage of the cosine similarity to measure the
textual similarity between photos and documents, it would be interesting to use
different methods, for instance based on probabilistic topic models such as the
Latent Dirichlet Allocation (LDA) model [2].

It would also be interesting to experiment with supervised learning meth-
ods for combining the different relevance estimators. Several supervised learning
to rank methods [13,12], recently proposed in the information retrieval commu-
nity to address the problem of ranking search engine results, could be used to
develop models that can sort photos based on their relevance, considering differ-
ent sources of evidence (i.e., several similarity and importance metrics). Recent
works in the area of information retrieval have also described several advanced
unsupervised learning to rank methods, capable of outperforming the Comb-
SUM and CombMNZ approaches. This is currently a very hot topic of research
and, for future work, we would for instance like to experiment with the ULARA
algorithm, which was recently proposed by Klementiev et al. [10].
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