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Abstract. The aim of this paper is to show an introduction to the cal-
culation of belief revision that expresses knowledge by a 2CNF. This
procedure basically consists of adding a new belief expressed by a clause
2CNF, into the set of beliefs of a knowledge database, preserving its con-
sistency. This generally implies having to remove some clauses from pre-
vious knowledge. The strategy employed to remove previous knowledge
depends mainly on the consistency and the age of each clause. Finally,
an application is presented to interact with the user in the pursute of
educational ends.
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1. Introduction

The revision and transformation of knowledge is widely recognized as a key
problem in knowledge representation and reasoning. Reasons for the importance
of this topic are the facts that intelligent systems are gradually developed and
refined, and that often the environment of an intelligent system is not static but
changes over time [3].

Belief revision studies reasoning with changing information. Traditionally,
belief revision techniques have been expressed using classical logic. Recently,
the study of knowledge revision has increased since it can be applied to several
areas of knowledge. Belief revision is a system that contains a corpus of beliefs
which can be changed to accommodate new knowledge that may be inconsistent
with any previous beliefs. Assuming the new belief is correct, as many of the
previous ones should be removed as necessary so that the new belief can be
incorporated into a consistent corpus. This process of adding beliefs corresponds
to a non-monotonic logic [2, 7].

The AGM (Alchourrón, Gärdenfors and Makinson) model addresses the prob-
lem of belief revision using the tools of mathematical logic [4]. These works are
considered the foundation for studying the problem of knowledge exchange. Ac-
cording to the AGM framework, knowledge K is represented by propositional
logic theories and new information is represented by the same logic formulas.

One way to represent and check the consistency of a knowledge base is mod-
eled by using the 2SAT problem, which has been shown to be solvable in poly-
nomial time [12].
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2. Preliminaries

During the 1970’s from artificial intelligence and information technology the
concept of ”default reasoning” was introduced and defined by Raymond Reiter.
This kind of logic sustains that in the absence of any contrary information, it
is plausible to conclude X. It is a form of reasoning that takes into account the
limitations of the agent and the commonness of things, which is pretty close to
the way that everyday reasoning works. Indeed, it is due to this kind of reasoning
that we can act in the world.

Well, the notion of plausible or default reasoning led to a vast area now
known as non-monotonic logic or common sense, as well as circumscription
logic(McCarthy), modal logic (McDermott and Doyle) and autoepistemic logic
(Moore and Konolige) [8].

Non-monotonic logic is that form of reasoning under which a conclusion may
be recast, retracted or defeated by an increase in information that modifies its
premise. For example, the type of inference of everyday life in which people
formulate tentative conclusions, reserving the right to withdraw them in light
of new information. This logic satisfies the issue considering the defeatable na-
ture of typical inferences of human common sense reasoning. Considering this
type of reasoning, a formal and systematic study of cognitive processes that are
present in the manipulation of knowledge structures emerges, by which an in-
telligent agent can draw conclusions in different ways, without having complete
information to do so [9].

Before formalizing changes in beliefs, we must consider several issues: every
execution of a dynamic model of beliefs must choose a language to represent
them. Whatever the chosen language, the question arises of how to represent
the corpus (base) of information as well as the operations for the concepts of
minimum and maximum length change of the corpus of information. This im-
plies an epistemic theory which considers the changes in knowledge and beliefs
of a rational agent. In our case, we use the criteria of rationality to determine
the behavior of changes in beliefs; criteria include the minimum change of pre-
existing beliefs, the primacy of new information and consistency. Thus for belief
revision based on the AGM model using these criteria of rationality, three basic
operations are used: expansion, contraction and review [4, 10].

Expansion is the operation that models the process of adding new knowledge
to the corpus. This can be thought of as the expression of the learning process
and is symbolized by the + operator, so it is defined as, F +p = C(F ∪p), where
F is the knowledge base, p is the new belief and C is the function that check
new knowledge base.

Contraction is the operation that causes a new belief to remove a piece from
the corpus of knowledge, because the agent in question must stop having a
certain position on this belief. This becomes complicated when there are other
beliefs that would need to be abandoned based on the abandonment of the initial
belief, so in the end, only the absolutely necessary beliefs would remain. This is
symbolized by the operator − and is defined as F −p = C(F −p) where F is the
corpus, the new belief p and C is the function that check new knowledge base.
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Revision consists of modifying the set of beliefs when a new belief is incorpo-
rated into the previous set so that logical consistency is conserved. I If the set of
beliefs is already consistent with the new information, then the review coincides
with expansion, but if new knowledge is inconsistent with any previous beliefs,
the operation of review must determine the resulting set of beliefs which keeps
only the part of the original which would obtain a consistent result, so the orig-
inal set of beliefs must be modified by eliminating as many beliefs as necessary
to ensure that the resulting set, which includes the new belief, is consistent, and
is defined as F ∗ p where F is the set of beliefs or knowledge base and p is the
new belief.

To address the problems of belief revision, it is useful to consider the model
using propositional logic to verify the consistency of the knowledge base in order
to analyze results from adding new beliefs which are considered valid, so it is
necessary to define the concepts of propositional logic involved as follows: a
formula is said to be in conjunctive normal form (CNF) if it is composed of a
conjunction of disjunctive clauses and will be true if all its clauses are [1, 6].

A clause is a disjunction of literals, so that each literal stands for any formula
composed of a single proposition symbol x (positive literal) or its negation −x
(negative literal) or a constant ⊥ o �.

So any formula F can be translated into an implication digraph (EF), which is
a directed graph whose construction is done by taking each of the clauses (xi, xj)
of the formula, where vertices of the graph are the xi and −xi. Here, there is a
vertex for each variable and another for its negation. For each clause, two edges
are generated by applying the following formula: (−xi, xj) and (−xj , xi). The
implication digraph is widely used to ensure if a formula is satisfiable or not
[13].

The Satisfiability Problem(SAT) is posed as follows: given a set of variables
and a constraint in conjunctive normal form, a truth assignment that satisfies
the constraint must be found. In our case, we worked on CNF for 2SAT problem,
which means the formula consists of clauses consisting of two literals [5].

To solve the 2SAT, the implication digraph is built and the strongly con-
nected components of the digraph are calculated. It is said that the problem is
solvable if and only if no variable and its negation belong to the same strongly
connected component. There is a theorem that supports this formalism [11]: F
is unsatisfiable if and only if a variable x exists such that there exist trajectories
x a −x and −x to x in EF .

3. Knowledge Representation

In artificial intelligence, there are several problems where an initial knowledge
base is considered. That is the case in belief revision, which can be considered
as a propositional theory.

The review of a set of beliefs F with respect to a new knowledge p (new
clause), is denoted by F ∗ p. The set of beliefs resulting from the review should
be consistent (C), F ∗ P = C(F ∗ p). In the case that by adding new knowledge
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p, the set of prior beliefs is inconsistent, it is necessary to find what clause must
be removed in order to maintain consistency.

The problem studied in this work is knowledge or belief revision. Simply put,
we seek to answer the question: If we have a consistent knowledge F and we
want to incorporate new information p, is the resulting knowledge consistent or
not?

To answer this question, the problem is viewed under the AGM model, which
addresses the problem with the tools of mathematical logic and in particular,
knowledge F is represented by propositional logic.

3.1. The approach of the research problem

Let the Knowledge base F be a consistent conjunctive normal formula (CNF)
consisting of conjunctions of disjunctions of variables or their negations. In par-
ticular, we are considering 2SAT, where in SAT problem CNF consists of clauses
consisting of two literals (variables or their negations).

F = {(x1 ∨ x2) ∧ (xi ∨ xj) . . . ∧ (xm ∨ xn)} (1)

And let p = (xa, xb) be the new knowledge clause. By applying this new
knowledge p on the base of knowledge, the result is a new knowledge base that
may remain consistent or may generate inconsistent knowledge, meaning there
is no possible assignment that makes formula (1) satisfiable, where i, j = 1 . . . n,
xi positive or negative. In that case, any of the clauses that cause inconsistency
(and therefore non-satisfiability) of the formula F must be removed.

A CNF is true if all its clauses are. Each clause is true if it contains at least
one true variable (satisfiability problem).

To represent the problem of belief revision the formula F transforms into EF

(extended CNF) considering the associated implication digraph of the form (2)
where vertex: one for each literal, edges: two for each clause:

(xi ∨ xj) = {(−xi → xj) ∧ (−xj → xi)} (2)

For example:
Let F = {(−x1,−x4), (−x4,−x3), (−x1,−x2), (x4, x1), (−x4, x1), (x1, x2)}, if we
apply (2) the following implication digraph is generated
EF = {(x1,−x4), (x4,−x1), (x4,−x3), (x3,−x4), (x1,−x2), (x2,−x1), (−x4, x1),
(−x1, x4), (x4, x1), (−x1,−x4)(−x1, x2)(−x,x1)}, see figure 1.

3.2. Expansion Process

To solve the problem of belief revision, we assume that the formula F which
represents the initial knowledge base is satisfiable, we transform the formula F

into EF and after adding a new clause p, the satisfiability of the new knowledge
base is checked If it is unsatisfiable, the elimination process begins, removing
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Fig. 1. Implication Digraph of formula F

one clause in the knowledge base at a time exhaustively and getting the num-
ber of inconsistent variables generated, until eventually the clause with fewest
inconsistencies is removed.

Given the formula (1) the expansion process as follows:

1. Transform the formula F using (2) to create the representation of EF

EF = {(−x1 ∨ x2) ∧ (−x2 ∨ x1) ∧ (−xi ∨ xj) ∧ (−xj ∨ xi)
. . . (−xm ∨ xn) ∧ (−xn ∨ xm)}

(3)

2. Store data in a linked list L of the expression EF (3) that represents an
implication digraph like the one shown below, see figure 2

3. Let TX the sets that represent the consistency of each literal, where the
status of each one is known. These sets are calculated as follows TX[xi] =
xi, L[xi] ∪ L[L[xi]] for each L[xi] that does not belong to the set. xi is said to
be inconsistent if in the whole TX[xi] there is a variable xj and its negation
−xj .

4. If in the calculation of the set TX, the case exists that for some xi, TX[xi]
is inconsistent and T [−xi] is inconsistent then the formula F is unsatisfiable.

5. When adding new knowledge p, the new knowledge base will be F + p (ex-
pansion process).

6. We evaluate this new knowledge base C(F ∗ p). If the result is unsatisfiable,
then we apply the contraction process F − p on the knowledge base.

3.3. Contraction Process

After adding new knowledge p, if the formula is unsatisfiable, it is necessary
to discard a clause from the knowledge base. In this case, we are witnessing a
contraction.

The aspect of complexity appears when we see that within the set of beliefs
there are other accepted beliefs which cause the entire set of beliefs F to be
unsatisfiable and therefore the knowledge is not consistent. In these cases it will
be necessary to abandon other beliefs. We apply here the concept of ”possible
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worlds”, so we calculate the number of inconsistencies generated by eliminating
each clause and finally select the one that causes the fewest possible.

The contraction of a set of beliefs F with respect to a sentence p, is denoted
F − p.

For i = 1, . . . n where n is the number of clauses of the knowledge base F ,
we calculate the number of inconsistencies ri generated by removing the clause
(xi, xj), and then select as candidate clause the one that generates the fewest
number of inconsistencies, if two or more clauses exist which share the fewest
inconsistencies, we eliminate the clause that represents the earliest knowledge,
thus generating the new knowledge base F − p.

-x1

 x1

 -xi

-xm

 -xn

 x2

 x1

 xi

 xn

 xm

 -x2

 -xj

 xj

Fig. 2. Linked list of EF

Example 1: New knowledge base is added and the knowledge base continues
to be consistent (process of expansion F + p).

Let F = {(−x1,−x4), (−x4,−x3), (−x1,−x2), (x4, x1), (−x4, x1)} a satisfi-
able knowledge base that a new knowledge p is added and it is represented by
the clause (x1, x2) thus the formula F is transformed to EF using the formula(2).
EF = {(x1,−x4), (x4,−x1), (x4,−x3), (x3,−x4), (x1,−x2), (x2,−x1), (−x4, x1),
(−x1, x4), (x4, x1), (−x1,−x4), (−x1, x2), (−x2, x1)}, see figure 3.

-X1

 X1

-X2

 X2

-X3

 X3

-X4

 X4

 X4 -X4  X2
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 X1
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-X4
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Fig. 3. Linked list of knowledge base of example 1
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Below the sets TX[xi] are calculated for each variable
TX[−x1] = {−x1, x4,−x4, x2,−x3, x1,−x2} inconsistent
TX[x1] = {x1,−x4,−x2}
TX[−x2] = {−x2, x1,−x4}
TX[x2] = {x2,−x1, x4,−x4,−x2,−x3, x1} inconsistent
TX[−x3] = {−x3}
TX[x3] = {x3,−x4, x1,−x2}
TX[−x4] = {−x4, x1,−x2}
TX[x4] = {x4,−x1,−x3, x1,−x4, x2,−x2} inconsistent

In the computation of the TX sets does not exist contradiction so that the
new knowledge is consistent and the formula F is satisfiable. The new knowledge
base is F + p.

Example 2: New knowledge is added and the knowledge base is not consistent,
so prior knowledge must be removed (contraction process F − p).

Let it be F = {(−x1,−x4), (−x4,−x3), (−x1,−x2), (x4, x1), (−x4, x1), (x1, x2)},
a satisfiable knowledge base, when a new knowledge p that is represented by the
clause (x2, x4) is added, the formula F is converted in EF by the formula (2).

Lets it be EF = {(x1,−x4), (x4,−x1), (x4,−x3), (x3,−x4), (x1,−x2), (x2,−x1),
−x4, x1), (−x1, x4), (x4, x1), (−x1,−x4), (−x1, x2), (−x2, x1), (−x2, x4), (−x4, x2)},
we make the representation of the implication digraph, see Figure 4.
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 X3
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 X4

 X4 -X4  X2

-X4 -X2

 X1

-X1

-X4

 X1

-X1 -X3  X1

 X2

 X4

Fig. 4. Linked list of knowledge base for a new knowledge (−x2, x4)(−x4, x2)

Next, we calculate the sets TX[xi] for each variable
TX[−x1] = −x1, x4,−x4, x2,−x3, x1,−x2 inconsistent
TX[x1] = x1,−x4,−x2, x2, x4,−x1,−x3 inconsistent
TX[−x2] = −x2, x1, x4,−x4,−x1,−x3, x2 inconsistent
TX[x2] = x2,−x1, x4,−x4,−x2,−x3, x1 inconsistent
TX[−x3] = −x3

TX[x3] = x3,−x4, x1, x2,−x2, x4,−x1,−x3 inconsistent
TX[−x4] = −x4, x1, x2,−x2,−x1,−x3, x4 inconsistent
TX[x4] = x4,−x1,−x3, x1,−x4, x2,−x2 inconsistent

When the sets TX are calculated, we observe that exist a contradiction for
the variables x1, x2, x4 ,so the knowledge base that is represented by the formula
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F is not satisfiable, then is necessary modify the knowledge base by removing
some previous clauses, considering the new knowledge is valid.

We consider remove the first clause and calculate the sets TX to know the
number of unconsistent variables, similarly we remove the remaining clauses
except the clause the represents the new knowledge p. In the table 1 are showed
the results for each clauses.

Table 1. Inconsistent variables when the corresponding clause is removed

#clause Clause to remove Inconsistent variables

1 (−x1,−x4) −x1, x2, x3,−x4

2 (−x4,−x3) Contradiction

3 (−x1,−x2) −x1,−x2, x4

4 (x4, x1) x1,−x2, x4

5 (−x4, x1) x1,−x2, x3,−x4

6 (x1, x1) Contradiction

In the table 1, we can observe that the clause 2 and 6 are not candidate
to be removed, because the formula F will be continue unsatisfiable, so the
strategy used for removing knowledge involve removing the clause that generate
the less number of inconsistencies that be the most old because the order by these
arrived, in this case the candidate clause to be removed would be the clause 3
(−x1,−x2) that make to the formula F with new knowledge k ∗ p, satisfiable.

4. Conclusions

We present an introduction to the problem of belief revision using this 2CNF
representation of the propositional calculus and generating consistent sets for
each variable allows us to determine if knowledge is satisfiable or not.

We have a simple method based on the elimination of the clause that gen-
erates the fewest inconsistencies by adding new knowledge p, this thanks to the
calculation of set TX and the implication generated by the implication graph.

We used the principles of expansion and contraction of AGM model and the
criteria of the assumptions of ”possible worlds”.

Although the deleting process is exhaustive, the execution time can be better
if we will use a distributed environment where each candidate clause will be
verified in a processor.

It also created a simple application that allows people interested in the sub-
ject to evaluate a knowledge base for teaching purposes. It permits us to interact
with the user to make tests about beliefs revision. The figure 5 shows the output
of the application where a user load the consistent previous knowledge from a
file or graphically build the implications digraph, to see figure 6, next the user
can test the knowledge base to add new knowledge by clauses and the system
will show the result, if it is not satisfiable then some old clauses will be removed
and the new knowledge base will be show.
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Fig. 5. Main Screen of the application

Fig. 6. Screen for generate implication digraph
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