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ABSTRACT

In this paper we present results of our initialesesh on genre
tagging. We approach the task from informationiegtl perspec-
tive using a relatively small number of labelededd in the de-
velopment set to mine query expansion terms cheniatit of

each genre. We also investigate which sources fofnmation

associated with the videos or extracted from thaitio channel,
e.g. title, description, tags and automatic speechgnition tran-
scripts yield the highest improvement within oueguexpansion
framework. The experiments performed on MediaEvall12
Genre Tagging dataset demonstrate the effectiveniessir ap-

proach.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval: Information Search
and Retrieval fetrieval modelsquery formulation

General Terms
Algorithms, Performance, Experimentation.

Keywords
Genre tagging, query expansion, video retrieval.

1. INTRODUCTION
In this paper we present results of our initialesesh on genre
tagging, conducted as part of the participatioMadiaEval 2011
benchmark. Aiming to create a solid baseline fer fiture work,
we investigate which sources of information, inéhgdautomatic
speech recognition transcripts and metadata assdcwith the
videos, such as e.qg. title, description and tagsldvgield the best
performance in the task. Information about genreggéserally
encoded in both visual and spoken channel of tdeoviln the
specific case of semi-professional user-generatgeos, used to
compose MediaEval 2011 Genre Tagging datasets,viseal
channel usually doesn’t provide enough informatiordiscrimi-
nate between videos based on genre [6], becaumgea humber
of videos depict a single person talking about di@dar topic.
For this reason, here we focus on the spoken chamuemeta-
data only, while the possibilities of exploitingsual content to
improve performance in a further step are explingé].
Motivated by the success of information retrievap@aches
to semantic video annotation demonstrated in thggifig Task
Professional and WWW of MediaEval 2010 benchmaik &
perform genre tagging within an information retéeframework.
We conjecture that, given a relatively small numbkvideos in
the development set, it would be practically infeesto train a
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language model for each individual genre labeltelad, in our
approach we take a genre label to be an initiarygaed mine
additional genre-specific query terms from the #esgociated with
the available labeled videos. We choose to useygengransion
because in our previous work [4] it has provendtife in seman-
tic-theme-based video tagging and retrieval.

The experiments reported here were performed onid@sdl
2011 Genre Tagging datasets [1], which consist efnis
professional documentary videos downloaded fronp.tito-
gether with the associated metadata. The metadattalae with
the videos include title, description, tags as waslthe id of show
to which a particular video episode belongs. Theeligmment set
consists of 247 videos for which the genre labeés @movided.
The test set is larger and consists of 1727 videash video in
the development and the test set belongs to 026 genre cate-
gories defined by blip.tv (e.@rt, autos and vehicles, business,
default categornetc.). The task requires prediction of genre label
for the videos in the test set. In the followingg first describe our
query expansion approaches as well as informataonces used.
Then, we report on experimental results which cantffective-
ness of our approach to genre tagging and indrestarch direc-
tions that should be pursued for further perforneaimprove-
ment.

2. APPROACHES

In all official runs, we expand queries using théeos available
in the development set. Additionally, we experimefth several
other query expansions and report results as “iamffuns”.

2.1 Query Expansion via Labeled Videos

We conjecture that a set of terms characteristi@a qfarticular
genre could be extracted even from a small numidakeled

videos and further used for query expansion. Thiscept has
been widely exploited in e.g. information retrievegbproaches
with relevance feedback [5]. In our approach, weattra genre
label as the original query and sample addition@lrg terms from
the text associated with the videos of that paicgenre avail-
able in the development set. For each video, terxt information

sources used in a particular run is concatenatedsimgle docu-
ment and then stopword removal and stemming arkeap-ur-

ther, for each genre we rank all terms in the dgwekent set vo-
cabulary according to the decreasing Offer Wei@hiahd extend
the initial query (genre label) with the 20 top4ed terms.

(r+0.50N-n-R+r+0.5
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ow(i)= rDIog[ (@8]

In the formula abovae, is the number of videos of a particular
genre ternt(i) appears inR is the total number of videos of that
genreN is the total number of videos in the collectiom anis the



number of videos in the collection tenfi) appears in. As a re-
trieval method we use negative divergence betweelirmamial
models of the query and the document (video) impleed in
Lemur Toolkit. Since thelefault categorys very broad and di-
verse we produce a ranked list of videos for tl@srg independ-
ently. We conjecture that the videos that are rdrikes, or don't
appear at all in the results lists produced fordtieer 25 genres,
likely belong to thedefault category Therefore, we produce the
ranked list for this genre according to the inceghs/ideo

scorey§ = Zg:m( N-R )/ N, where Ny is the total number

of videos retrieved for a particular gergeandRy; is the rank of
video v; in that list. If a particular video doesn’'t appearthe
results list produced for a gergeRy; is set to 0.

In the official runs we test how different souradsinforma-
tion influence tagging performance of the appro&rformance
of the runs described below is reported in Table 1.

ASR:In the officialr un_1 we investigate the scenario when no
metadata is available. Expansion terms are samipted ASR
transcripts of videos in the development set aradrdtrieval is
performed on the ASR transcripts of the videohintest set.

Metadata No Tagsin the official run_2 only video title and
description are exploited.

Metadata & ASRIn the officialr un_3 we use title, description,
tags and ASR transcripts associated with the videos

Metadata: To produce results in the officialun_4 we index
only title, description and the tags associateth Wit videos.

Reranking With Show IDin the case of blip.tv dataset, the show
id is a strong genre indicator. Specifically, or ttevelopment set
we noticed that episodes from the same show arallysaf the
same genre. However, we decided not to use the giwoin the
first 4 official runs because we wouldn’t be ahbdelacalize per-
formance improvement and isolate contribution dfeotinforma-
tion used. We use results produced in the officiah_4 as the
baseline for reranking, because of the highesopednce on the
development set. For each genre, we utilize shisvid compute
median rank of the videos (episodes) coming froensidime show.
In the officialr un_5, we follow the general video search rerank-
ing idea, ranking videos of the same show togedineraccording
to their median rank in the starting results &is run is meant
to complement visual reranking runs from [6] whiclvestigate
usefulness of visual channel for discriminatingphili videos
based on genre. In the unofficial rerankmgn_6 we use a simi-
lar idea and rank at the top all episodes fromtékeset belonging
to the shows that were in the development setéably a given
genre label. Videos belonging to the same show,sarted ac-
cording to their rank in the initial results lisichotherwise alpha-
betically. The remaining videos from the initialsudts list are
sorted according to their initial ranks. Note that consider the
strength of show id as a genre indicator to be réifaet of this
particular dataset and do not expect this apprtageneralize

2.2 Baseline Query Expansions

Besides the approach described in the previousoseate run
several experiments using unexpanded queries (dabets — a
baseline run) and several query expansions: PRFdMé&, Goo-
gle Sets and YouTube. To expand queries via You,Tweefirst
download metadata (e.qg. title, description and)tafishe top-50
ranked videos returned by YouTube for each gerirel l@xcept

for default categoryand sample 20 expansion terms using the
Offer Weight as explained in the previous sectior a descrip-
tion of the baseline retrieval run and the remajnihree query
expansion approaches please refer to [4]. Such asedpqueries
are used to query metadata associated with thewigtethe test
set. Videos irdefault categorare ranked as described in previous
section. To conserve space, we report only theopaence of a
hypothetical oracle query expansion indicator tblaboses the
best performing query expansion (PRF, WordNet, Go&gts or
YouTube) or the baseline for each genre (unofficiah_7 in
Table 1). Failure analysis confirms that acrossregemll of these
choices make a contribution to performance in iittligl cases.

Table 1. Performance of reported runs expressed iterms of
MAP; officially submitted runs are indicated with “ "

run_[7

run_1” _|
0.2175

0.2146

run_2n
0.2699

run_3N
0.3217

run_4 run_5|

0.393)70.4191

run_6
0.5594

3. DISCUSSION AND CONCLUSIONS

We presented several approaches to genre taggingefo video

classification, based on simple and proven infoiomatetrieval

concepts. The experimental results summarized bleTa con-

firm their effectiveness for the task. We show tihég possible to
make effective use of sampling genre-specific esjmamnterms,
even when only a limited set of labeled videoswvailable. Fur-

ther, we show that the use of metadata yields ideelt perform-
ance within our framework. Reranking with show fden_5 and

r un_6) further improves performance, but we have stnesgr-

vations about generality of this conclusion, beeaitsmight be
the artifact of blip.tv portal. It is also intergg} to notice that the
use of ASR transcripts together with metadata dwgsmprove

performance of genre tagging, which is oppositeotio earlier

findings on “general” video retrieval and taggir®].[Finally, the

results in Table 1 show that the performance ofvigiabaseline,
PRF and query expansions using thesauri and callaterpora is
far below level of the approach presented in Sacfid. In the
future we will work on refinement of the approactdanvestigate
the performance on e.g. substantially larger vidgtections. We
will also investigate how visual modality could bgploited for

improved genre tagging performance.
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