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Abstract. In this paper, we describe the Knowledge Organisation Sys-
tem Implicit Mapping (KOSIMap) framework, which differs from exist-
ing ontology mapping approaches by using description logic reasoning
(i) to extract implicit information for every entity, and (ii) to remove
inappropriate mappings from an alignment.

1 KOSIMap Framework

Ontology matching has been recognised as a means to achieve semantic inter-
operability by resolving lexical and structural heterogeneities between two on-
tologies. Given two ontologies O and Os, the task of mapping one ontology to
another is that of finding an entity in O; that matches an entity in Qs based on
their intended meanings. As OWL ontologies are normally used with an inference
engine, it is important to consider inference and reasoning as part of the ontol-
ogy mapping process [2]. However, most approaches have to date disregarded
the role of description logic reasoning because of efficiency reasons (e.g. [1]).
While these approaches generally deliver good results, they are limited to the
asserted axioms contained in the input ontologies. Therefore, the extraction of
logical consequences embedded in the input ontologies may result in alignments
containing less erroneous mappings.

In this paper, we describe the Knowledge Organisation System Implicit Map-
ping (KOSIMap) framework [3], which respects the uniform comparison principle
[1] by restricting each comparison to entities (i.e. classes and properties) in the
same category. KOSIMap consists of three main steps; namely Pre-Processing,
Matcher Execution, and Alignment Extraction. The pre-processing step extracts
logical consequences embedded in both ontologies using a DL reasoner (e.g. Pellet
[4]). Note that we have enhanced its functionality by developing rules to extract
further information about classes and properties. For example, we have devised
several rules to extract the properties associated with a class. The pre-processing
step also applies language-based techniques (e.g. tokenization, lemmatization) to
lexical descriptions (i.e. labels). Next, KOSIMap applies three different types of
matchers for every pair of entities (see §2). The final step extracts an alignment
between two ontologies and consists of two phases. The first phase extracts a
pre-alignment from the similarity matrix, by selecting the maximum similarity
score above a threshold ( for every row in the matrix. This pre-alignment is then
passed through a refinement process, which eliminates erroneous mappings from



the set of correspondences. This refinement approach differs from existing ones
[5] by using the implicit knowledge extracted from the axioms in the first step.

2 Mapping Strategies

KOSIMap computes the lexical and structural similarity between pairs of entities
based on three different matchers:

1. The string-based matcher assumes that domain experts share a common
vocabulary to express the labels of entities. In KOSIMap, we compute the
similarity between pairs of labels based on the SimMetrics library!.

2. The property-based matcher first computes the overlap between two proper-
ties based on the set of properties (e.g. inferred super-properties) associated
with them. It then calculates the overlap between two classes based on their
respective sets of properties (e.g. inferred domains).

3. The class-based matcher first computes the similarity between two classes
based on the set of classes (e.g. inferred super-classes) associated with them.
It then calculates overlap between sets of binary relations? for each pair of
object properties.

The property-based and class-based matchers rely on the degree of commonality
coefficient to compute the overlap between two sets Sy and S;. The degree of
commonality coefficient is defined is defined as the sum of the maximum simi-
larity for each element in source set (i.e. Sy). The aggregated scores from these
matchers are then stored in a similarity matrix.
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The set of binary relation of an object property t, denoted R(t), is a collection of
ordered pairs of classes extracted from axioms in an ontology.
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