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Preface

The 2nd Workshop on Making Sense of Microposts (#MSM2012)
was held in Lyon, France, on the 16th of April 2012, during the
21st International Conference on the World Wide Web (WWW’12).
#MSM2012 follows on from a successful 1st workshop, #MSM2011,
at the 8th Extended Semantic Web Conference (ESWC 2011), which,
with approximately 50 participants, was the most popular work-
shop at ESWC 2011.

The #MSM series of workshops is unique in targeting both Seman-
tic Web researchers and other fields, both within Computer Sci-
ence, such as Human-Computer Interaction and Visualisation, and
in other areas, particularly the Social Sciences. The aim is to har-
ness the benefits different fields bring to research involving micro-
posts. Moving the 2nd workshop to WWW allowed us to reach a
wider and more varied audience.

Posting information about on-going events, exchanging informa-
tion with one’s social and working circles, or simply publishing
one’s train of thought on online social media platforms such as
Twitter and Facebook, or contributing information about points of
interest on Foursquare, is increasingly the norm in the online world.
Support for the use of online social media on or via ubiquitous,
small, mobile devices and near-permanent connectivity have fur-
ther lowered the barrier to interaction with the online world. This
has resulted in an explosion of small chunks of information be-
ing published with minimal effort (e.g. a ‘tweet’ or a ‘check-in’
on foursquare) – we refer to such user input as microposts. The
reality of the trend of microposts’ domination in online, end user-
generated content can be seen in the appearance of new services
that focus primarily on low-effort user input, such as Google+,
whose aim is to bootstrap microposts in order to more effectively
tailor search results to a user’s social graph and profile.

The sheer scale of micropost data, generated using a variety of de-
vices and on multiple platforms, by myriad users in as many dif-
ferent situations, requires new techniques to glean knowledge and
provide useful services and applications sitting atop the amalga-
mation of this heterogeneous, distributed data. Further, the brevity
of user expression in microposts imposes additional challenges for

analysis. The #MSM workshop series was born to bring together
researchers exploring novel methods for analysing microposts, and
for reusing the resulting collective knowledge extracted from such
posts, both on the Web and in the physical world. The #MSM2012
workshop discussed emerging to fairly advanced work on the re-
search these challenges have engendered.

#MSM2012 continues to highlight the importance of maintaining a
focus on the end user – ranging from the mainstream user of what
is now ubiquitous technology, such as the mobile phone, tablet or
desktop computer, with little to no technical expertise, to the Se-
mantic Web expert – to ensure that appealing, useful and usable
tools are designed and built, which harness the particular benefits
of Semantic Web technology.

Many hearty thanks to all our contributors and participants, and
also the Programme Committee whose valued feedback resulted
in a rich collection of papers, posters and demos, each of which
adds to the state of the art in leading edge research. We are con-
fident that the #MSM series of workshops will continue to foster
a vibrant community, and target the rich body of information gen-
erated by the many and varied authors whose social and working
lives span the physical and online worlds.

Matthew Rowe KMi, The Open University, UK
Milan Stankovic Hypios / Université Paris-Sorbonne, France
Aba-Sah Dadzie The University of Sheffield, UK

#MSM2012 Organising Committee, April 2012
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Introduction to the Proceedings
Out of a total of 19 paper submissions, 6 full and 3 short papers
were accepted. This was in addition to a poster and demo session,
to exhibit practical application in the field, and foster further dis-
cussion of the ways in which data extracted from Microposts is
being reused. The accepted submissions cover an array of topics;
we highlight these below.

The proceedings include also the abstract of the keynote, ‘Infor-
mation Theoretic Tools for Social Media’, presented by Greg Ver
Steeg, of the Information Sciences Institute at the University of
Southern California.

Sentiment and Semantics
Platforms, such as Twitter and Facebook, that support micropost
publication allow users to vent their frustrations and express their
opinions in a centralised and public space. Passive networks formed
on such platforms are comprised of users listening to the signals
produced by other users and consuming their published informa-
tion. As a consequence, sentiment analysis of microposts has be-
come a useful means for companies and organisations to gauge the
collective sentiment and opinion regarding different entities and
topics. In Saif et al.’s paper, ‘Alleviating Data Sparsity for Twit-
ter Sentiment Analysis’, the authors describe an approach to alle-
viate the data sparsity problem that affects sentiment analysis on
Twitter through the use of semantic and sentiment-topic features.
The authors demonstrate the efficacy of these additional features
by outperforming a baseline model which neglects such additional
information.

Semantics within microposts forms the basis for discussion in ‘Small
talk in the Digital Age: Making Sense of Phatic Posts’ by Radovanovic
& Ragnedda. In this paper the authors present a theoretical dis-
cussion and analysis of the importance of microposts in providing
diverse information across the Web. Following on from this theme
of diversity and information utility is Zangerle et al.’s paper titled
‘Exploiting Twitter’s Collective Knowledge for Music Recommen-
dations’. In this work the authors demonstrate the utility of mi-
croposts in providing music recommendations through collective
knowledge. In both works microposts are described as a useful
source for diverse information that can in turn be used in differing
applications and contexts.

Information Extraction
The masses of microposts published every day cover a wide range
of subjects and topics. Extracting information from microposts re-
lated to the same entity or topic can provide a diverse perspective
with regard to public perception and/or opinion. Prior to perform-
ing opinion analysis, entities must be recognised within the micro-
posts and the information extracted accordingly. One issue of the
diversity of microposts, however, is the prevalence of term ambi-
guity – where the same term can have multiple meanings. Context
provides one mechanism for disambiguation; however, given the
limited information size of a single micropost, obtaining such con-
textual information is challenging. This issue is addressed in the
paper by Castro Reis et al. titled ‘Extracting Unambiguous Key-
words from Microposts Using Web and Query Logs Data’, by auto-
matically detecting, and hence, enabling the extraction of terms in
microposts which are not ambiguous. The authors present a hand-
crafted classifier that uses background knowledge of term features
to yield high levels of precision, outperforming a Support Vector
Machine in the same setting.

The second paper to address the topic of information extraction is
‘Knowledge Discovery in distributed Social Web sharing activities’
by Scerri et al. In this work the authors address the challenges in
managing and making optimal use of personal information, by ar-
guing that social activity streams, both of a given user and members
of his/her social network, provide useful means for the enrichment
of personal information spaces. To this end the authors propose a
framework for the extraction of information from disparate activity
streams and the integration of the extracted information into ex-
isting personal information spaces, through the LivePost ontology
presented.

Visualisation, Search and Networks
The scale and volume of microposts makes interpretation and anal-
ysis of such data limited to end users. One solution is to visu-
alise microposts in a coherent and readable form, thereby facilitat-
ing sense-making and data exploration. The paper by Hubmann-
Haidvogel et al. titled ‘Visualizing Contextual and Dynamic Fea-
tures of Microposts’ presents work that enables the visualisation of
large volumes of microposts. The approach supports multi-faceted
views to enable a range of information-seeking tasks. For instance,
by presenting geographical information alongside topic-volume statis-
tics, the end user is presented with an overview of microposts at a
higher level of abstraction.

Search over microposts has recently become a topic of great in-
terest, with the creation of the first ‘Microblog’ track1 at the Text
REtrieval Conference 2011. The diversity and ambiguity of terms
found within microposts limits current retrieval paradigms and there-
fore requires the exploration of new methods for retrieval. In the
paper by Tao et al. titled ‘What makes a tweet relevant for a topic?’
the authors explore the effects of various features on retrieval per-
formance over microposts. The features investigate the topic-sensitive
and topic-independent effects on retrieval performance and find that
by taking the former information into account performance is im-
proved.

The final two papers investigate the dynamics and effects of net-
works associated with microposts. The first, by Wagner et al. titled
‘When social bots attack: Modeling susceptibility of users in online
social networks’, assesses which users are likely to fall foul of so-
cialbot attacks and be influenced by the content the bots produce.
The authors explore three different feature sets to describe users
and find that users who engage a lot in conversational behaviour
with their social network are more susceptible to attacks. The sec-
ond paper in the area of networks is ‘Understanding co-evolution
of social and content networks on Twitter’ by Singer et al. In this
work the authors explore how networks change over time through
time-series analysis of social network measures. Their findings in-
dicate that social networks have an influence on content networks.

1https://sites.google.com/site/
microblogtrack/home
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Workshop Awards
The Parisian Open Innovation startup, Hypios2, sponsored an award
for the submission that contributed best to making innovation hap-
pen on the Web. Best paper nominations were sought from the
reviewers, and a final decision agreed by the Chairs, based on the
nominations and review scores.

Additional Material
The call for participation and all paper, poster and demo abstracts
are available on the #MSM2012 website3. The full proceedings are
also available on the CEUR-WS server, as Vol-8384. The proceed-
ings for the 1st workshop are available as CEUR Vol-7185.

2http://hypios.com
3http://socsem.open.ac.uk/msm2012
4http://ceur-ws.org/Vol-838
5http://ceur-ws.org/Vol-718

Programme Committee
Fabian Abel Leibniz University Hannover, Germany
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David Beer University of York
John Breslin NUIG, Ireland
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Danica Damljanovic The University of Sheffield, UK
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Guillaume Ereteo INRIA, France
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Information Theoretic Tools for Social Media

Greg Ver Steeg
Information Sciences Institute

The University of Southern California
California, USA

gregv@isi.edu

Abstract
Information theory provides a powerful set of tools for dis-
covering relationships among variables with minimal assump-
tions. Social media platforms provide a rich source of in-
formation than can include temporal, spatial, textual, and
network information. What are the interesting information
theoretic measures for social media and how can we estimate
these quantities? I will discuss how measures like informa-
tion transfer can be used to quantify how predictive some
variables are, e.g., how well one user’s activity can predict
another’s. I will also discuss techniques for estimating en-
tropies even when the data are sparse, as is the case for
spatio-temporal events, or very high-dimensional, as is the
case for textual information.
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ABSTRACT
Twitter has brought much attention recently as a hot research topic
in the domain of sentiment analysis. Training sentiment classifiers
from tweets data often faces the data sparsity problem partly due to
the large variety of short and irregular forms introduced to tweets
because of the 140-character limit. In this work we propose using
two different sets of features to alleviate the data sparseness prob-
lem. One is the semantic feature set where we extract semantically
hidden concepts from tweets and then incorporate them into classi-
fier training through interpolation. Another is the sentiment-topic
feature set where we extract latent topics and the associated topic
sentiment from tweets, then augment the original feature space with
these sentiment-topics. Experimental results on the Stanford Twit-
ter Sentiment Dataset show that both feature sets outperform the
baseline model using unigrams only. Moreover, using semantic
features rivals the previously reported best result. Using sentiment-
topic features achieves 86.3% sentiment classification accuracy, which
outperforms existing approaches.

Categories and Subject Descriptors
I.2.7 [Artificial Intelligence]: Natural Language Processing—Text
Analysis

General Terms
Algorithms, Experimentation

Keywords
Microblogs, Sentiment Analysis, Opinion Mining, Twitter, Seman-
tic Smoothing, Data Sparsity

1. INTRODUCTION
Few years after the explosion of Web 2.0, microblogs and social
networks are now considered as one of the most popular forms
of communication. Through platforms like Twitter and Facebook,
tons of information, which reflect people’s opinions and attitudes,
are published and shared among users everyday. Monitoring and
analysing opinions from social media provides enormous opportu-
nities for both public and private sectors. for private sectors, it has

been observed [21, 22] that the reputation of a certain product or
company is highly affected by rumours and negative opinions pub-
lished and shared among users on social networks. Understanding
this observation, companies realize that monitoring and detecting
public opinions from microblogs leads to building better relation-
ships with their customers, better understanding of their customers’
needs and better response to changes in the market. For public sec-
tors, recent studies [3, 9] show that there is a strong correlation
between activities on social networks and the outcomes of certain
political issues. For example, Twitter and Facebook were used to
organise demonstrations and build solidarity during Arab Spring
of civil uprising in Egypt, Tunisia, and currently in Syria. One
week before Egyptian president’s resignation the total rate of tweets
about political change in Egypt increased ten-fold. In Syria, the
amount of online content produced by opposition groups in Face-
book increased dramatically.

Twitter, which is considered now as one of the most popular mi-
croblogging services, has attracted much attention recently as a hot
research topic in sentiment analysis. Previous work on twitter sen-
timent analysis [5, 13, 2] rely on noisy labels or distant supervision,
for example, by taking emoticons as the indication of tweet senti-
ment, to train supervised classifiers. Other work explore feature
engineering in combination of machine learning methods to im-
prove sentiment classification accuracy on tweets [1, 10]. None of
the work explicitly addressed the data sparsity problem which is
one of the major challenges facing when dealing with tweets data.

Figure 1: Word frequency statistics.

Figure 1 compares the word frequency statistics of the tweets data
we used in our experiments and the movie review data1. X-axis
shows the word frequency interval, e.g., words occur up to 10 times
1http://www.cs.cornell.edu/People/pabo/
movie-review-data/

Copyright c© 2012 held by author(s)/owner(s).
Published as part of the #MSM2012 Workshop proceedings,
available online as CEUR Vol-838, at: http://ceur-ws.org/Vol-838
#MSM2012, April 16, 2012, Lyon, France.
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(1-10), more than 10 times but up to 20 times (10-20), etc. Y-axis
shows the percentage of words falls within certain word frequency
interval. It can be observed that the tweets data are sparser than the
movie review data since the former contain more infrequent words,
with 93% of the words in the tweets data occurring less than 10
times (cf. 78% in the movie review data).

One possible way to alleviate data sparseness is through word clus-
tering such that words contributing similarly to sentiment classi-
fication are grouped together. In this paper, we propose two ap-
proaches to realise word clustering, one is through semantic smooth-
ing [17], the other is through automatic sentiment-topics extrac-
tion. Semantic smoothing extracts semantically hidden concepts
from tweets and then incorporates them into supervised classifier
training by interpolation. An inspiring example for using seman-
tic smoothing is shown in Figure 2 where the left box lists entities
appeared in the training set together with their occurrence proba-
bilities in positive and negative tweets. For example, the entities
“iPad”, “iPod” and “Mac Book Pro” appeared more often in tweets
of positive polarity and they are all mapped to the semantic concept
“Product/Apple”. As a result, the tweet from the test set “Finally,
I got my iPhone. What a product!” is more likely to have a posi-
tive polarity because it contains the entity “iPhone” which is also
mapped to the concept “Product/Apple”.

Figure 2: Incorporating semantic concepts for sentiment clas-
sification.

We propose a semantic interpolation method to incorporate seman-
tic concepts into sentiment classifier training where we interpolate
the original unigram language model in the Naïve Bayes (NB) clas-
sifier with the generative model of words given semantic concepts.
We show on the Stanford Twitter Sentiment Data [5] that simply
replaces words with their corresponding semantic concepts reduces
the vocabulary size by nearly 20%. However, the sentiment classi-
fication accuracy drops by 4% compared to the baseline NB model
trained on unigrams solely. With the interpolation method, the sen-
timent classification accuracy improves upon the baseline model by
nearly 4%.

Our second approach for automatic word clustering is through sentiment-
topics extraction using the previously proposed joint sentiment-
topic (JST) model [11]. The JST model extracts latent topics and
the associated topic sentiment from the tweets data which are sub-

sequently added into the original feature space for supervised clas-
sifier training. Our experimental results show that NB learned from
these features outperforms the baseline model trained on unigrams
only and achieves the state-of-the-art result on the original test set
of the Stanford Twitter Sentiment Data.

The rest of the paper is organised as follows. Section 2 outlines ex-
isting work on sentiment analysis with focus on twitter sentiment
analysis. Section 3 describes the data used in our experiments. Sec-
tion 4 presents our proposed semantic smoothing method. Section
5 describes how we incorporate sentiment-topics extracted from the
JST model into sentiment classifier training. Experimental results
are discussed in Section 6. Finally, we conclude our work and out-
line future directions in Section 7.

2. RELATED WORK
Much work has been done in the field of sentiment analysis. Most
of the work follows two basic approaches. The first approach as-
sumes that semantic orientation of a document is an averaged sum
of the semantic orientations of its words and phrases. The pioneer
work is the point-wise mutual information approach proposed in
Turney [20]. Also work such as [6, 8, 19, 16] are good examples
of this lexical-based approach. The second approach [15, 14, 4,
23, 12] addresses the problem as a text classification task where
classifiers are built using one of the machine learning methods and
trained on a dataset using features such as unigrams, bigrams, part-
of-speech (POS) tags, etc. The vast majority of work in sentiment
analysis mainly focuses on the domains of movie reviews, product
reviews and blogs.

Twitter sentiment analysis is considered as a much harder problem
than sentiment analysis on conventional text such as review docu-
ments, mainly due to the short length of tweet messages, the fre-
quent use of informal and irregular words, and the rapid evolution
of language in Twitter. Annotated tweets data are impractical to ob-
tain. A large amount of work have been conducted on twitter sen-
timent analysis using noisy labels (also called distant supervision).
For example, Go et al. [5] used emoticons such as “:-)” and “:(”
to label tweets as positive or negative and train standard classifiers
such as Naïve Bayes (NB), Maximum Entropy (MaxEnt), and Sup-
port Vector Machines (SVMs) to detect the sentiments of tweets.
The best result of 83% was reported by MaxEnt using a combina-
tion of unigrams and bigrams. Barbosa and Feng [2] collected their
training data from three different Twitter sentiment detection web-
sites which mainly use some pre-built sentiment lexicons to label
each tweet as positive or negative. Using SVMs trained from these
noisy labeled data, they obtained 81.3% in sentiment classification
accuracy.

While the aforementioned approaches did not detect neutral senti-
ment, Pak and Paroubek [13] additionally collected neutral tweets
from Twitter accounts of various newspapers and magazines and
trained a three-class NB classifier which is able to detect neutral
tweets in addition to positive and negative tweets. Their NB was
trained with a combination of n-grams and POS features.

Speriosu et al. [18] argued that using noisy sentiment labels may
hinder the performance of sentiment classifiers. They proposed ex-
ploiting the Twitter follower graph to improve sentiment classifica-
tion and constructed a graph that has users, tweets, word unigrams,
word bigrams, hashtags, and emoticons as its nodes which are con-
nected based on the link existence among them (e.g., users are con-
nected to tweets they created; tweets are connected to word uni-
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grams that they contain etc.). They then applied a label propagation
method where sentiment labels were propagated from a small set of
of nodes seeded with some initial label information throughout the
graph. They claimed that their label propagation method outper-
forms MaxEnt trained from noisy labels and obtained an accuracy
of 84.7% on the subset of the twitter sentiment test set from [5].

There have also been some work in exploring feature engineering
to improve the performance of sentiment classification on tweets.
Agarwal et al. [1] studied using the feature based model and the
tree kernel based model for sentiment classification. They explored
a total of 50 different feature types and showed that both the fea-
ture based and tree kernel based models perform similarly and they
outperform the unigram baseline.

Kouloumpis et al. [10] compared various features including n-gram
features, lexicon features based on the existence of polarity words
from the MPQA subjectivity lexicon2, POS features, and microblog-
ging features capturing the presence of emoticons, abbreviations,
and intensifiers (e.g., all-caps and character repetitions). They found
that micoblogging features are most useful in sentiment classifica-
tion.

3. TWITTER SENTIMENT CORPUS
In the work conducted in this paper, we used the Stanford Twitter
Sentiment Data3 which was collected between the 6th of April and
the 25th of June 2009 [5]. The training set consists of 1.6 million
tweets with the same number of positive and negative tweets la-
belled using emoticons. For example, a tweet is labelled as positive
if it contains :), :-), : ), :D, or =) and is labelled as negative if it has
:(, :-(, or : (, etc. The original test set consists of 177 negative and
182 positive manually annotated tweets. In contrast to the train-
ing set which was collected based on specific emoticons, the test
set was collected by searching Twitter API with specific queries
including products’ names, companies and people.

We built our training set by randomly selecting 60,000 balanced
tweets from the original training set in the Stanford Twitter Senti-
ment Data. Since the original test set only contains a total of 359
tweets which is relatively small, we enlarge this set by manually
annotating more tweets. To simplify and speed up the annotation
efforts, we have built Tweenator4, a web-based sentiment annota-
tion tool that allows users to easily assign a sentiment label to tweet
messages, i.e. assign a negative, positive or neutral label to a cer-
tain tweet with regards to its contextual polarity. Using Tweenator,
12 different users have annotated additional 641 tweets from the
original remaining training data. Our final test set contains 1,000
tweet messages with 527 negative and 473 positive.

It is worth mentioning that users who participated in the annota-
tion process have reported that using the annotation interface of
Tweenator, as shown in Figure 3-a, they were able to annotate 10
tweet messages in 2 to 3 minutes approximately.

Recently, we have added two new modules to Tweenator by im-
plementing our work that will be described in Section 4. The first
module (see Figure 3-b) provides a free-form sentiment detection,
which allows users to detect the polarity of their textual entries. The
second module is the opinionated tweet message retrieval tool (see

2http://www.cs.pitt.edu/mpqa/
3http://twittersentiment.appspot.com/
4http://atkmi.com/tweenator/

Figure 3-c) that allows to retrieve negative/positive tweets towards
a specific search term. For example, a user can retrieve opinionated
tweet messages about the search term “Nike”.

4. SEMANTIC FEATURES
Twitter is an open social environment where there are no restric-
tions on what users can tweet about. Therefore, a huge number of
infrequent named entities, such as people, organization, products,
etc., can be found in tweet messages. These infrequent entities
make the data very sparse and hence hinder the sentiment classifi-
cation performance. Nevertheless, many of these named entities are
semantically related. For example, the entities “iPad” and “iPhone”
can be mapped to the same semantic concept “Product/Apple”. In-
spired by this observation, we propose using semantic features to
alleviate the sparsity problem from tweets data. We first extract
named entities from tweets and map them to their corresponding
semantic concepts. We then incorporate these semantic concepts
into NB classifier training.

4.1 Semantic Concept Extraction
We investigated three third-party services to extract entities from
tweets data, Zemanta,5 OpenCalais,6 and AlchemyAPI.7 A quick
and manual comparison of a randomly selected 100 tweet mes-
sages with the extracted entities and their corresponding semantic
concepts showed that AlchemyAPI performs better than the others
in terms of the quality and the quantity of the extracted entities.
Hence, we used AlchemyAPI for the extraction of semantic con-
cepts in our paper.

Using AlchemyAPI, we extracted a total of 15,139 entities from
the training set, which are mapped to 30 distinct concepts and ex-
tracted 329 entities from the test set, which are mapped to 18 dis-
tinct concepts. Table 1 shows the top five extracted concepts from
the training data with the number of entities associated with them.

Concept Number of Entities
Person 4954
Company 2815
City 1575
Country 961
Organisation 614

Table 1: Top 5 concepts with the number of their associated
entities.

4.2 Incorporating Semantic Concepts into NB
Training

The extracted semantic concepts can be incorporated into sentiment
classifier training in a naive way where entities are simply replaced
by their mapped semantic concepts in the tweets data. For example,
all the entities such as “iPhone”, “iPad”, and “iPod” are replaced
by the semantic concept “Product/Apple”. A more principled way
to incorporate semantic concepts is through interpolation. Here, we
propose interpolating the unigram language model with the gener-
ative model of words given semantic concepts in NB training.

In NB, the assignment of a sentiment class c to a given tweet w can

5http://www.zemanta.com/
6http://www.opencalais.com/
7http://www.alchemyapi.com/
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(a) Sentiment Annotation Interface.

(b) Free-Form Sentiment Detector Interface.

(c) Opinionated Tweet Message Retrieval Interface.

Figure 3: Tweenator: Web based Sentiment Annotation Tool for Twitter
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be computed as:

ĉ = argmax
c∈C

P (c|w)

= argmax
c∈C

P (c)
∏

1≤i≤Nw

P (wi|c), (1)

where Nw is the total number of words in tweet w, P (c) is the
prior probability of a tweet appearing in class c, P (wi|c) is the
conditional probability of word wi occurring in a tweet of class c.

In multinomial NB, P (c) can be estimated by P (c) = Nc/N
Where Nc is the number of tweets in class c and N is the total
number of tweets. P (wi|c) can be estimated using maximum like-
lihood with Laplace smoothing:

P (w|c) = N(w, c) + 1∑
w′∈V N(w′|c) + |V | (2)

Where N(w, c) is the occurrence frequency of word w in all train-
ing tweets of class c and |V | is the number of words in the vo-
cabulary. Although using Laplace smoothing helps to prevent zero
probabilities of the “unseen” words, it assigns equal prior probabil-
ities to all of these words.

We propose a new smoothing method where we interpolate the un-
igram language model in NB with the generative model of words
given semantic concepts. Thus, the new class model with semantic
smoothing has the following formula:

Ps(w|c) =(1− α)Pu(w|c)
+ α

∑

j

P (w|sj)P (sj |c) (3)

Where Ps(w|c) is the unigram class model with semantic smooth-
ing, Pu(w|c) is the unigram class model with maximum likelihood
estimate, sj is the j-th concept of the word w, P (sj |c) is the dis-
tribution of semantic concepts in training data of a given class and
it can computed via the maximum likelihood estimation. P (w|sj)
is the distribution of words in the training data given a concept and
it can be also computed via the maximum likelihood estimation.
Finally, the coefficient α is used to control the influence of the se-
mantic mapping in the new class model. By setting α to 0 the class
model becomes a unigram language model without any semantic
interpolation. On the other hand, setting α to 1 reduces the class
model to a semantic mapping model. In this work, α was empiri-
cally set to 0.5.

5. SENTIMENT-TOPIC FEATURES
The joint sentiment-topic (JST) model [11] is a four-layer genera-
tive model which allows the detection of both sentiment and topic
simultaneously from text. The generative procedure under JST
boils down to three stages. First, one chooses a sentiment label
l from the per-document sentiment distribution πd. Following that,
one chooses a topic z from the topic distribution θd,l, where θd,l is
conditioned on the sampled sentiment label l. Finally, one draws a
word wi from the per-corpus word distribution φl,z conditioned on
both topic z and sentiment label l. The JST model does not require
labelled documents for training. The only supervision is word prior
polarity information which can be obtained from publicly available
sentiment lexicons such as the MPQA subjectivity lexicon.

We train JST on the training set with tweet sentiment labels being
discarded. The resulting model assigns each word in tweets with

a sentiment label and a topic label. Hence, JST essentially clus-
ters different words sharing similar sentiment and topic. We list
some of the topic words extracted by JST in Table 2. Words in each
cell are grouped under one topic and the upper half of the table
shows topic words bearing positive sentiment while the lower half
shows topic words bearing negative polarity. It can be observed that
words groups under different sentiment and topic are quite informa-
tive and coherent. For example, Topic 3 under positive sentiment is
related to a good music album, while Topic 1 under negative senti-
ment is about a complaint of feeling sick possibly due to cold and
headache.

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

Po
si

tiv
e

dream bought song eat movi
sweet short listen food show
train hair love coffe award
angel love music dinner live
love wear play drink night

goodnight shirt album yummi mtv
free dress band chicken concert
club photo guitar tea vote

N
eg

at
iv

e

feel miss rain exam job
today sad bike school hard
hate cry car week find
sick girl stop tomorrow hate
cold gonna ride luck interview
suck talk hit suck lost

weather bore drive final kick
headache feel run studi problem

Table 2: Extracted polarity words by JST.

Inspired by the above observations, grouping words under the same
topic and bearing similar sentiment could potentially reduce data
sparseness in twitter sentiment classification. Hence, we extract
sentiment-topics from tweets data and augment them as additional
features into the original feature space for NB training. Algorithm 1
shows how to perform NB training with sentiment-topics extracted
from JST. The training set consists of labeled tweets, Dtrain =
{(wn; cn) ∈ W × C : 1 ≤ n ≤ N train}, whereW is the input
space and C is a finite set of class labels. The test set contains
tweets without labels, Dtest = {wt

n ∈ W : 1 ≤ n ≤ N test}.
A JST model is first learned from the training set and then infer
sentiment-topic for each tweet in the test set. The original tweets
are augmented with those sentiment-topics as shown in Step 4 of
Algorithm 1, where li_zi denotes a combination of sentiment label
li and topic zi for word wi. Finally, an optional feature selection
step can be performed according to the information gain criteria
and a classifier is then trained from the training set with the new
feature representation.

6. EXPERIMENTAL RESULTS
In this section, we present the results obtained on the twitter sen-
timent data using both semantic features and sentiment-topic fea-
tures and compare with the existing approaches.

6.1 Pre-processing
The raw tweets data are very noisy. There are a large number of
irregular words and non-English characters. Tweets data have some
unique characteristics which can be used to reduce the feature space
through the following pre-processing:
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Algorithm 1 NB training with sentiment-topics extracted from
JST.
Input: The training set Dtrain and test set Dtest

Output: NB sentiment classifier
1: Train a JST model on Dtrain with the document labels discarded
2: Infer sentiment-topic from Dtest

3: for each tweet wn = (w1, w2, ..., wm) ∈ {Dtrain,Dtest} do
4: Augment tweet with sentiment-topics generated from JST,

w′n = (w1, w2, ..., wm, l1_z1, l2_z2, ..., lm_zm)
5: end for
6: Create a new training set Dtrain′

= {(w′n; cn) : 1 ≤ n ≤ Ntrain}
7: Create a new test set Dtest′ = {w′n : 1 ≤ n ≤ Ntest}
8: Perform feature selection using IG on Dtrain′

9: Return NB trained on Dtrain′

Pre-processing Vocabulary Size % of Reduction
None 95,130 0%
Username 70,804 25.58%
Hashtag 94,200 0.8%
URLS 92,363 2.91%
Repeated Letters 91,824 3.48%
Digits 92,785 2.47%
Symbols 37,054 29.47%
All 37,054 61.05%

Table 3: The effect of pre-processing.

• All Twitter usernames, which start with @ symbol, are re-
placed with the term “USER”.

• All URL links in the corpus are replaced with the term “URL”.

• Reduce the number of letters that are repeated more than
twice in all words. For example the word “loooooveeee” be-
comes “loovee” after reduction.

• Remove all Twitter hashtags which start with the # symbol,
all single characters and digits, and non-alphanumeric char-
acters.

Table 3 shows the effect of pre-processing on reducing features
from the original feature space. After all the pre-processing, the
vocabulary size is reduced by 62%.

6.2 Semantic Features
We have tested both the NB classifier from WEKA8 and the maxi-
mum entropy (MaxEnt) model from MALLET9. Our results show
that NB consistently outperforms MaxEnt. Hence, we use NB as
our baseline model. Table 4 shows that with NB trained from un-
igrams only, the sentiment classification accuracy of 80.7% was
obtained.

We extracted semantic concepts from tweets data using Alchemy
API and then incorporated them into NB training by the follow-
ing two simple ways. One is to replace all entities in the tweets
corpus with their corresponding semantic concepts (semantic re-
placement). Another is to augment the original feature space with
semantic concepts as additional features for NB training (seman-
tic augmentation). With semantic replacement, the feature space
shrunk substantially by nearly 20%. However, sentiment classifi-
cation accuracy drops by 4% compared to the baseline as shown
8http://www.cs.waikato.ac.nz/ml/weka/
9http://mallet.cs.umass.edu/

in Table 4. The performance degradation can be explained as the
mere use of semantic concepts replacement which leads to infor-
mation loss and subsequently hurts NB performance. Augmenting
the original feature space with semantic concepts performs slightly
better than sentiment replacement, though it still performs worse
than the baseline.

With Semantic interpolation, semantic concepts were incorporated
into NB training taking into account the generative probability of
words given concepts. The method improves upon the baseline
model and gives a sentiment classification accuracy of 84%.

Method Accuracy
Unigrams 80.7%
Semantic replacement 76.3%
Semantic augmentation 77.6%
Semantic interpolation 84.0%
Sentiment-topic features 82.3%

Table 4: Sentiment classification results on the 1000-tweet test
set.

6.3 Sentiment-Topic Features
To run JST on the tweets data, the only parameter we need to set
is the number of topics T . It is worth noting that the total num-
ber of the sentiment-topics that will be extracted is 3 × T . For
example, when T is set to 50, there are 50 topics under each of
positive, negative and neutral sentiment labels. Hence the total
number of sentiment-topic features is 150. We augment the original
bag-of-words representation of the tweet messages by the extracted
sentiment-topics. Figure 4 shows the classification accuracy of NB
trained from the augmented features by varying the number of top-
ics from 1 to 65. The initial sentiment classification accuracy is
81.1% with topic number 1. Increasing the number of topics leads
to the increase of classification accuracy with the peak value of
82.3% being reached at topic number 50. Further increasing topic
numbers degrades the classifier performance.

Figure 4: Classification accuracy vs. number of topics.

6.4 Comparison with Existing Approaches
In order to compare our proposed methods with the existing ap-
proaches, we also conducted experiments on the original Stanford
Twitter Sentiment test set which consists of 177 negative and 182
positive tweets. The results are shown in Table 5. The sentiment
classification accuracy of 83% reported in [5] was obtained using
MaxEnt trained on a combination of unigrams and bigrams. It
should be noted that while Go et al. used 1.6 million tweets for
training, we only used a subset of 60,000 tweets as our training set.
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Figure 5: Classification accuracy vs. number of features selected by information gain.

Speriosu et al. [18] tested on a subset of the Stanford Twitter Sen-
timent test set with 75 negative and 108 positive tweets. They re-
ported the best accuracy of 84.7% using label propagation on a
rather complicated graph that has users, tweets, word unigrams,
word bigrams, hashtags, and emoticons as its nodes.

It can be seen from Table 5 that sentiment replacement performs
worse than the baseline. Sentiment augmentation does not result
in the significant decrease of the classification accuracy, though it
does not lead to the improved performance either. Our semantic
interpolation method rivals the best result reported on the Stanford
Twitter Sentiment test set. Using the sentiment-topic features, we
achieved 86.3% sentiment classification accuracy, which outper-
forms the existing approaches.

Method Accuracy
Unigrams 81.0%
Semantic replacement 77.3%
Semantic augmentation 80.45%
Semantic interpolation 84.1%
Sentiment-topic features 86.3%
(Go et al., 2009) 83%
(Speriosu et al., 2011) 84.7%

Table 5: Sentiment classification results on the original Stan-
ford Twitter Sentiment test set.

6.5 Discussion
We have explored incorporating semantic features and sentiment-
topic features for twitter sentiment classification. While simple se-
mantic replacement or augmentation does not lead to the improve-
ment of sentiment classification performance, sentiment interpo-
lation improves upon the baseline NB model trained on unigrams
only by 3%. Augmenting feature space with sentiment-topics gen-
erated from JST also results in the increase of sentiment classifica-
tion accuracy compared to the baseline. On the original Stanford
Twitter Sentiment test set, NB classifiers learned from sentiment-
topic features outperform the existing approaches.

We have a somewhat contradictory observation here. Using sentiment-
topic features performs worse than using semantic features on the
test set comprising of 1000 tweets. But the reverse is observed on
the original Stanford Twitter Sentiment test set with 359 tweets.
We therefore conducted further experiments to compare these two
approaches.

We performed feature selection using information gain (IG) on the
training set. We calculated the IG value for each feature and sorted
them in descending order based on IG. Using each distinct IG value
as a threshold, we ended up with different sets of features to train a
classifier. Figure 5 shows the sentiment classification accuracy on
the 1000-tweet test set versus different number of features. It can be
observed that there is an abrupt change in x-axis from around 5600
features jumping to over 30,000 features. Using sentiment-topic
features consistently performs better than using semantic features.
With as few as 500 features, augmenting the original feature space
with sentiment-topics already achieves 80.2% accuracy. Although
with all the features included, NB trained with semantic features
performs better than that with sentiment-topic features, we can still
draw a conclusion that sentiment-topic features should be preferred
over semantic features for the sentiment classification task since it
gives much better results with far less features.

7. CONCLUSIONS AND FUTURE WORK
Twitter is an open social environment where users can tweet about
different topics within the 140-character limit. This poses a signif-
icant challenge to Twitter sentiment analysis since tweets data are
often noisy and contain a large number of irregular words and non-
English symbols and characters. Pre-processing by filtering some
of the non-standard English words leads to a significant reduction
of the original feature space by nearly 61.0% on the Twitter senti-
ment data. Nevertheless, the pre-processed tweets data still contain
a large number of rare words.

In this paper, we have proposed two sets of features to alleviate the
data sparsity problem in Twitter sentiment classification, semantic
features and sentiment-topic features. Our experimental results on
the Twitter sentiment data show that while both methods improve
upon the baseline Naïve Bayes model trained from unigram fea-
tures only, using sentiment-topic features gives much better results
than using semantic features with less features.

Compared to the existing approaches to twitter sentiment analysis
which either rely on sophisticated feature engineering or compli-
cated learning procedure, our approaches are much more simple
and straightforward and yet attain comparable performance.

There are a few possible directions we would like to explore as fu-
ture work. First, in the semantic method all entities where simply
replaced by the associated semantic concepts. It is worth to perform
a selective statistical replacement, which is determined based on the
contribution of each concept towards making a better classification

· #MSM2012 · 2nd Workshop on Making Sense of Microposts · 8



decision. Second, sentiment-topics generated by JST model were
simply augmented into the original feature space of tweets data. It
could lead to better performance by attaching a weight to each ex-
tracted sentiment-topic feature in order to control the impact of the
newly added features. Finally, the performance of the NB classi-
fiers learned from semantic features depends on the quality of the
entity extraction process and entity-concept mapping method. It
is worth to investigate a filtering method which can automatically
filter out low-confidence semantic concepts.
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ABSTRACT 
This paper presents some practical implications of a theoretical 
web desktop analysis and addresses microposts in the Social Web 
contextual sense and their role contributing diverse information to 
the Web as part of informal and semi-formal communication and 
social activities on Social Networking Sites (SNS). We reflect 
upon and present the most pervasive and relevant socio-
communication function of an online presence on microposts and 
social networks: the phatic communication function. Although 
some theorists such as Malinowski say these microposts have no 
practical information value, we argue that they have semantic and 
social value for the interlocutors, determined by socio-
technological and cultural factors such as online presence and 
social awareness. We investigate and offer new implications for 
emerging social and communication dynamics formed around 
microposts, what we call here “phatic posts”. We suggest that 
apparently trivial uses and features of SNS actually play an 
important role in setting the social and informational context of 
the rest of the conversation - a “phatic” function - and thus that 
these phatic posts are key to the success of SNS. 
 
General Terms 
Internet, Communication, Theory 
 
Keywords 
social network sites,  microposts, phatic posts,   phatic 
communication, online communication, social dynamics 

 

1. INTRODUCTION 
This paper is a theoretical and implication study of the 
communicative and social function of microposts on social 
network sites (SNS). We do not present statistical or applications-
driven data or suggest some pattern, but we do offer qualitative 
implications, theories, and better understanding of the current 
social paradigm. This paper is implications-driven research and 
presents the relevance of microposts and phatic posts as 
derivatives of phatic communication, a term coined by 
Malinowski to describe the phenomenon of small talk. Phatic 
communication is “a type of speech in which ties of union are 
created by a mere exchange of words” and its purpose is to 

establish and maintain the social bonds of the interlocutors 
(Malinowski 1923: 151). We describe the socio-technological and 
communication dynamics that influence the formation of micro 
phatic posts. Living in an accelerating, interconnected world of 
information where the demand for instant updates and news is 
present here and now, different forms of communication 
dynamics are formed, referring to the socio-technological 
communication processes online.  
Different SNS provide an expressive medium to share with others 
our feelings, needs, current status, or simple statements. Those 
simple and short statements can carry light information or low 
information such as: “I’m eating a dark chocolate”, or “listening 
to new album by Air”, or just “life is beautiful”. It can also 
provoke a communication: “anyone there?”, “does anyone 
know...?”, etc. On the other side there are applications driven by 
small micro posts (built by social networks) that enable the  
creation of  phatic expressions in the form of microblogs, 
Facebook updates, signal indications of “like”, “poke”, Instant 
messenger signals in the form of emoticons and wide variety of  
smileys, etc.  
The aim of this paper is to argue the social consequences about 
the new way of communication on the SNS. In particular we are 
evolving from the concept of phatic communion coming from the 
anthropologist Malinowski and from phatic function coming from 
the linguist Jakobson. These two concepts can relate with 
networked sociality, the non dialogic and non-informational 
discussion on the social networks. Although some theorists such 
as Malinowski say that phatic messages do not have a practical 
information value, we are arguing in this paper that they do have 
semantic and social value for the interlocutors, determined by 
socio-technological and cultural factors. We are using in this 
paper a new coined term for such micro-posts that imply in their 
content or form a phatic communication function: a term phatic-
posts. This phenomenon can be characterized as “new-word”, 
which is employed here to describe the fact that it is both new and 
a word. New-words are clearly evident in all human culture. The 
paper consists of three main parts. First we will discuss the origin 
of phatic communication and phatic culture and the way they are 
presented on social networks. Second, we will discuss motivations 
for creating and consuming phatic posts and their importance for 
everyday communication and socializing. Finally we consider 
“small - talk language” on SNS, its dynamics, functions, and 
relevance to   microposts.  
Microposts are a dominant form in both virtual habitats (social 
networks, virtual communities) and their mobile extensions and 
they are of socio-technological value. Social signaling and online 
presence are both communication determinants for creating 
microposts.  We will conclude with a few examples, based on 
web desktop sphere analysis (Hine, 2005), personal web 
observations and qualitative analysis of microposts and the 
semantics of phatic communication. In some social, linguistics, 
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and semantic theories, phatic may indicate communication being 
mundane, information-less, without any value. We show in this 
paper that do contain information messages, signals, values of 
staying up-to-date with micro and macro world of events and 
news, flirt, chat, public expressions of everyday life and emotions 
among the participants.  

 

2. MALINOWSKI AND JAKOBSON: THE 
ORIGIN OF “PHATIC POSTS” 
Bronislaw Malinowski, an anthropologist who carried out a lot of 
research in ethnographical fields, introduces in his book “Coral 
Gardens and Their Magic’’ two fundamental concepts for the 
study of language: context of situation and context of culture 
(1935: 73). He introduced three major ideas into his semantic 
theory: the first is related to the context of linguistic data; the 
second idea concerns the range of meaning and finally the third is 
that the context of situation may allow one to disambiguate 
sentences that are semantically unclear. All these three new ideas 
are important here. In particular it is interesting to underline the 
first and the last one. In the first one Malinowski clearly said that 
the real linguistic fact is the full countenance within its context of 
situation and in the last one that it is the context of situation that 
permits one to understand ambiguous sentences.  
In this paper we are arguing that the origin of modern, social web 
micro posts (tweets, Facebook status updates, likes, pokes, geo-
check-ins on Foursquare, Flickr comments, etc.) – which we call 
here “phatic posts” - have their origins in the human need for 
phatic communication, i.e. communication for social upkeep. The 
quality of the information being communicated has no practical 
value and is rather mundane and comes from Malinowski’s 
concept of phatic communion. In particular phatic communion has 
three phatic functions: a social function to establish and maintain 
social connections; a communicative function to demonstrate that 
the channel of communication is open and present oneself as a 
potential communication partner; a validation and recognition 
function to indicate recognition of one’s interlocutor as a potential 
communicative partner. To these three main functions, Philip 
Riley has added another three functions: to provide indexical 
information for social categorization (that is to signal different 
aspects of social identity); to negotiate the relationship, in 
particular relative status, roles and affectivity (which clearly could 
be seen operating if we look at the various forms of greetings and 
address that some individuals use according to his or her social or 
affective relationship with the interlocutor); to reinforce social 
structure (Riley 2007: 131-32). 
Another important concept useful to better understand phatic 
culture (Miller 2008) and its social implication in everyday life is 
the term “phatic function” coined by Roman Jakobson. As is well 
known, Jakobson included the metalinguistic (verifying the code), 
as one of five general functions of language, along with: Emotive 
(expressing the sender’s state); Conative (inciting the receiver’s 
response); Phatic (tries to maintain contact with the receiver); 
Referential (relating to a context); and Poetic (existing as a 
construct for its own sake). Clearly depending upon the meaning 
of a particular speech act, one of these functions will come to 
prevail while the others remain subordinate. In particular in our 
discussion we are arguing about the phatic function of online 
communication in the context of this theoretical framework and 
we are going to discuss why the phatic function that tries to 
maintain contact with the receiver is important on SNS for 
maintaining and strengthening existing relationships. This is more 
evident in the case of Facebook where its primary purpose is to re-

establish relationships lost in time, such as those between former 
classmates or older friends. 

 

3. MOTIVATIONS FOR CREATING AND 
CONSUMING PHATIC POSTS 
At this point we are explaining why phatic communication 
practices are useful. Beside the demands of constant online 
connected presence in an increasingly networked world, we are 
exploring motivations why phatic communication is being 
supported, encouraged, and practiced by social media services. 
The importance of phatic communication has already been 
recognized by software engineers defining protocols for use in 
messaging. Notably, the SIP (Session Initiation Protocol) and 
SIMPLE (Session Initiation Protocol for Instant Messaging and 
Presence Leveraging Extensions) protocols draw extensively on 
the idea of “presence” as a signal to networks of users that 
communication is possible and of the disposition of other users to 
communicate. In some senses, phatic posts up-level the same 
principle. 
However, we are focusing on the phatic function. It is crucial 
because what really counts in human interaction is to stay in touch 
and let others know that “I’m here too”. To do this participants 
just write “nonsense”, expressing their thoughts freely and making 
witty comments. This apparently “nonsense writing”, has an 
intimate purpose, not so much in what has been written, but 
keeping in contact and reinforcing relationship. For example, 
Twitter, beside micro-blogging, implies social networking, 
interacting, text messaging, learning, enabling communication 
both through the internet and mobile devices. These 
communications are designed to be read as soon as they are sent; 
essentially they are updates creating the notion and feeling of 
intimacy by being constantly connected online, in real time with 
others, globally. These practices have resulted in forming ‘phatic 
media’ (Miller 2008) in which communication without content 
has taken precedence. Indeed, these phatic messages tend to 
reinforce existing relationships and facilitate further relation 
without giving information or adding to the messages.  
For many users, the point of Twitter is the maintenance of 
connected presence, very similar to saying “what’s up?” in an 
analogue space as you pass someone on the street when you have 
no intention of finding out what is actually going on. The phatic 
function is communication practice that simply indicates the 
possibility that communication may occur.  
Furthermore, one of the contemporary digital media scholars, 
Mizuko Ito, described the appearance of phatic communication 
processes among Japanese teens in “low-content text message” 
groups, whose purpose is simply to stay in contact with others. 
These mundane communication exchanges represent the kind of 
communication that arises among people who are overwhelmed 
with other forms of communication. For example, in Japanese 
culture, phatic function is called aizuchi. Aizuchi tweets are real 
time, continuous, two-sided communication where, if one drops 
out of the communication thread, the dynamics of the aizuchi is 
lost. Aizuchi also involves very short expressions of approval or 
disapproval and expressions and connotations of someone’s 
online presence. Aizuchi has a social function: to keep 
connectedness with others. The stage of connectedness is always 
characterized by a very high degree of alertness. We have 
conducted a set of interviews 1 , including an interview with 
                                                                 
1 Radovanovic, D, Qualitative research, set of semi-structured 

interviews (N -31) from 2010 to 2012.  
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Takashi Ota, Japanese software developer and Wikimedian, in 
order to clarify aizuchi. One can assume aizuchi as a sign of the 
confirmation of presence: "I'm listening", "it's your turn", "I won't 
interrupt you" or "you're expected to keep talking". This is a 
typical effect when interlocutors use aizuchi during direct 
conversation or phone calls, but it may be applied to online 
conversations as well. When being used online, aizuchi “makes 
you think as if your counterpart is talking in front of you. It makes 
you feel we are connected”. 
All those examples, again, show how the phatic function is 
fundamental in SNS because the aim is to maintain and reinforce 
relationship: This is why Twitter and Facebook are the virtual 
realms of constant connections, sharing and relationships between 
people, interactive playgrounds where the phatic function is really 
important, if not fundamental. Online awareness streams that 
indicate online presence are incredibly good at providing phatic 
communication. Phatic function being the language we use for the 
purpose of being social, not so much for sharing information or 
ideas, though these two are not excluded: it is in the virtual 
communication ‘what’s up?’ or ‘how’re you doing?”  
Our ancestors used to check in at different places, using chalk, 
pieces of wood and stones to signal their presence or potential 
danger to their community, in order to establish social contact in 
everyday life. Computer-mediated and mobile-mediated 
environments today provide the channel of communication to be 
open and to present oneself as a potential communication partner. 
Pokes, likes, signals, phatic posts and other small, micro-symbols 
indicate the recognition of one’s interlocutor (presence and 
validation) as a potential communicative partner. Once the 
connection is established, there are a variety of communicative 
processes happening on the walls of SNS profiles with the 
important consequence of keeping social and communication 
dynamics alive. 
 

4. THE DYNAMICS OF PHATIC POSTS 
Facebook exists to make the world “more and more connected”, 
and by that it encourages, among other dynamics, the phatic 
function of interaction and communication through sociable 
applications, games, and add-ons. For example: the basic two 
phatic expression functions are the “Like” button and “Poke”. 
Here a couple of examples coming from qualitative research on a 
social network. David, (engineer, 50) talking about the Poke 
function said:   “I have a few people I have been exchanging 
"pokes" with for ever - in most cases I have no recollection  who 
started it! They simply mean "I was online and thought of 
you".”Another example comes from Corky (programmer, 39): “I 
respond to pokes, but I very rarely initiate them. I saw a post once 
that said "'Like' buttons mean "I like your post, but I am far too 
lazy or not interested enough to make an actual comment, or in a 
hurry" - I think poking is similar. I am thinking of you, or I 
noticed your profile photo in my feed or whatever, and I poked 
you to let you know you crossed my mind, but I'm far too lazy, or 
uninterested or busy to take the time to write a message. " 
Communicative dynamics established with the web 2.0 paradigm 
shift and the development of microblogging culture and the usage 
of social media and SNS using mobile communication, 
encouraged users to practice in everyday life what we call here: a 
phatic display of connected presence. This phatic display of a 
connected presence is expressed through microposts, comments, 
short messages, leet-speak, tweets, status updates, Facebook 
social add-ons, and embedded applications. All these forms have 
elements of communicative discourse enabling users to get 
socially engaged through brief, non-formal messages that have 

meaning and within their context denote something: interaction, 
connected presence and fostering and maintaining connections.  
Human relationships depend more and more on new technologies, 
such as computers, mobile phones and, most relevantly here, on 
their social network identities. These enable us to interact with 
others and human relationships in new interconnected virtual 
habitats become increasingly dependant on these objects. This 
“dependency” creates a new sociability pattern of being constantly 
online and present and of relationships becoming a fluid ever-
changing continuum. These new technologies enable the exchange 
of communication practices that we call here ‘phatic expressions’:   
phatic posts that enable creating, fostering and sustaining 
relationships and social interaction through non formal 
conversations, online presence and intimacy. Some researchers 
like Licoppe and Smoreda (2005) indicated that non formal and 
non-dialogic means of interaction had helped the emergence of 
small communicative processes and gestures whose purpose at the 
first glance may appear to lack meaningful information, but in its 
substance those gestures and communication expressions foster 
sociability and maintain social connections. As we showed earlier 
in the paper, these are communicative processes Malinowski 
described as phatic communion. Phatic expressions in 
communication practices are very meaningful because they 
indicate and imply social recognition, online intimacy and 
sociability in online communities. Phatic posts potentially denote 
a lot more substance and weight to them than the content itself 
suggests.  
Coming back to the phatic function postulated by Jakobson we 
can add a new function particularly present, on the social 
networks: conflict avoiding. On Facebook the two most popular 
forms of phatic communication on which we want to focus - 
besides status updates - are the concept of like and poke. This last 
form seems very interesting because Facebook has a "Like" button 
and not an “I don’t like” button. This is because it seems to be 
much easier to maintain balance in a community if one establishes 
relationships of mutual conformistic harmony with other people 
and it could create a conflictual relationship, reducing interaction 
(someone could be unfriended) and reducing the total number of 
the users. Iacchetti, Altafini and Iacono (2011: 1) have based their 
theory on the “Balance Theory” a motivational theory of attitude 
change, proposed by Fritz Heider, (1958) whose work was related 
to the Gestalt school. This theory tends to study the origin and the 
structure of tensions and conflicts in a network of individuals 
whose mutual relationships are characterized in terms of 
friendship and hostility. Furthermore this theory, using a 
mathematical model, shows how on a social network the users 
tend to be more conformist and that clearly shows how stressful 
situations from a social perspective tend to be avoided. In fact 
they show how a “balanced relation” is more valuable than an 
unbalanced relation that tends to generate frustration. Therefore, 
by using phatic function, such as keeping in touch or performing 
light conversations, we are avoiding contrast and conflict, and the 
social and communication tensions are weakening, excluding 
whose who would disturb the structure of the social network. In 
this way phatic communicative practices are useful, because they 
allow the members of the SNS to be involved in the discussion, 
sometimes without having anything to say, just by clicking on 
“Like” to say “I agree with you”. The Facebook feature “poke” 
offers the same situation. Facebook defines poke as a social utility 
that connects you with the people around you. Radovanovic 
(2008) indicated that in social networking terms, poke is 
contextual, and the context of poke is dependent upon the current 
level of familiarity between the ‘poker’ and the ‘pokee’. It usually 
denotes an expression such as: “Hey, what’s up?” or “Look at 
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me!”, saying “Hi” to someone you already know well: “Hey, I’m 
here, online!” followed usually by a message or email. There are 
numerous possible meanings and interpretations behind the poke 
and in the context of social networking technologies they can 
include: a) showing romantic interest for the other; b) a high 
visibility, low pressure way of getting attention; c) a lightweight 
interaction.  
Following a feature that is typical of participative web 
applications, trending topics on Twitter provide an insight into the 
different types of communication dynamics and practices. 
Through web observation of trending topic tweets we identified 
four types of phatic posts: 
a) the first type of  phatic  posts implies short nodding, approval 
or disapproval using expressions like: yes, right, uhm, hm, lol, <3, 
smileys here when they are used as a message or a (hash)tag, and 
many other signs and expressions from leet-speak and everyday 
communications similar to aizuchi in Japanese. 
b) the second type of phatic posts implies information about 
mundane everyday life in order to start up the conversation. Some 
may call it a pointless conversation form without any value. But 
looking below those pointless phatic posts one would realize that 
they contain an information value that actually carries a specific 
message. For example, a person who is just eating an ice-cream 
informs their audience of the type of food they are eating. If that 
person is a micro-celebrity it brings even bigger value to this 
information-micropost. 
c) the third type of phatic posts indicates a secret language or an 
internal language especially between teens. Teens and young 
adults use a lot of phatic when communicating among themselves. 
They use it to protect their privacy and publicly express 
themselves through these short messages and posts – of which 
only they know the meaning – so that way they keep adults from 
their world. danah boyd (2010) wrote on this – decoding the youth 
and their “secret” language. 
d) finally the fourth type of phatic posts is to indicate online 
connected presence. Also we can see that the phatic process has 
the function of displaying the other person's online presence, i.e. 
expressing that one is still “there”. This is very indicative to 
young people, (Radovanovic 2010), who post from their mobile 
phones status updates in the evening after school, and look for 
their peers online. This is the function of online presence – to 
know that someone is out there. Phatic communication and online 
connection to the other becomes significant and phatic dialogue 
enables relationship maintenance as well as connected presence in 
social networks.  This way the relevance of the phatic function of 
microposts is emerging as a form of online intimacy and of social 
connections in social networks. 
 

5. CONCLUSION 
The concepts of phatic communion coming from Malinowski and 
the phatic function theorized by Jakobson, are both concepts of 
real importance in this moment, giving us a fundamental 
theoretical framework on which to move to better understanding, 
and revealing implications for development and applications in 
the future. The phatic function comprises: a) social function; b) 
communicative function and c) validation and recognition 
function; d) to provide indexical information for social 
categorization; e) to negotiate the relationship, in particular 
relative status, roles and affectivity; f) to reinforce social 
structure. Furthermore, in relation with the social networks, we 
have added another function: conflict-avoidance. This one helps 
the social network to keep a balance and harmony, and diminishes 
the damage caused by conflicts. By using and stimulating new 

application of phatic communication and small-talk, tensions are 
weakened and the social network in which it is applied could be 
positively influenced. We thus believe the role of phatic posts 
deserves further scrutiny. It is clearly important to the success of 
SNS, and has analogues in the underlying protocols used by 
communication technology. We expect there will be re-usable 
patterns that system designers can use to ensure channels for 
phatic communication are available. There is clearly much 
opportunity for further investigations and research, since we 
anticipate that the role of phatic communications is inherent in all 
human social communication and expect to find it implicated in 
any online communications system. 
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ABSTRACT
Twitter is the largest source of public opinion and also con-
tains a vast amount of information about its users’ music
favors or listening behaviour. However, this source has not
been exploited for the recommendation of music yet. In this
paper, we present how Twitter can be facilitated for the cre-
ation of a data set upon which music recommendations can
be computed. The data set is based on microposts which
were automatically generated by music player software or
posted by users and may also contain further information
about audio tracks.

Categories and Subject Descriptors
H.2.8 [Database Management]: Database Applications—
Data Mining

General Terms
Algorithms, Performance, Human Factors, Experimentation

Keywords
Recommender Systems, Music Recommendation, Twitter

1. INTRODUCTION
Throughout the last years, music recommendation ser-

vices have become very popular in both academia and in-
dustry. The goal of such services is the recommendation of
suitable music for a certain user. This is traditionally ac-
complished by (i) either taking the user profile consisting of
the tracks the user listened to in the past and (if available)
the user’s rating for songs into account or (ii) analysing the
song itself and using the extracted features in order to find
similar songs. For the recommendation of music, huge cor-
pora and user profiles are required as there are millions of
different audio tracks. There are some large services, such
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as last.fm1, which own such big corpora. However, most
of them are not publicly available. Especially for academic
purposes, only few (mostly small) data sets for the evalua-
tion of the proposed approaches are available, like e.g. the
million song data set [4].
Twitter is a publicly available service, which holds huge
amounts of data and is still growing tremendously. Twit-
ter stated that there are about 140 million new messages a
day. Such messages can also be exploited in the context of
music recommendations. Many audio players offer the func-
tionality of automatically posting a tweet containing the ti-
tle and artist of the track the user currently is listening to.
These tweets traditionally contain keywords like nowplay-

ing or listeningto, like e.g. in the tweet“#nowplaying Tom

Waits-Temptation”. For users who frequently make use of
such a service, the set of these tweets can be seen as a user
profile in terms of her musical preferences and provide well
suited data for e.g. a music recommendation corpus.

In this paper we present an approach for gathering such
data and refining it such that the tweeted artists and tracks
can directly be related to the free music databases FreeDB
and MusicBrainz. As a use case scenario, we present the
recommendation of music based on the data set.

This paper is structured as follows. Section 2 describes
the processes underlying the creation of the proposed data
set. Section 3 features the approach for the recommendation
of suitable music tracks as a use case for the gathered data.
Section 4 contains related work and Section 5 concludes the
paper and discusses future work.

2. DATA SET CREATION
The goal of this approach is the creation of a corpus of

music tracks gathered from tweets of users. These tweets
contain tracks the user previously listened to and tweeted
about (the so-called user stream). In particular, we propose
to make use of tweets which have been posted by users or
audio players and contain the title and artist of the music
track currently played, like e.g. “#NowPlaying Best Thing

I Never Had by Beyonce”. The following sections describe
the steps taken for the creation of the data set.

2.1 Crawling of Twitter Data Set and Analysis
The data set was crawled via the Twitter Streaming API-

between July 2011 and February 2012. The only publicly
available access method is the Spritzer access which only
provides real-time access to about 1% of all posted Twitter

1http://www.last.fm
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messages. Due to these restrictions, we crawled 4,734,014
tweets containing one of the keywords nowplaying, lis-

tento or listeningto posted by 864,736 different users.
This implies an average of 5.5 tweets for each user. Within
our data set, the distribution of tweets per user resembles
a longtail distribution, as can be seen in Table 1. Such a
distribution implies that considering the fact that recom-
mendations can only be made if a user has posted about
two or more tracks, a total of 457,675 users and the respec-
tive tweets can not be facilitated for our approach as only
one tweet of these users is featured within the data set.

Tweets in stream Users
1 457,675
> 3 196,422
> 5 126,783
> 10 63,017
> 100 3,190
> 1,000 253
> 10,000 5

Table 1: Population of User Streams

In total, 5,916,294 hashtags were used within the data set.
Clearly due to our used search keywords the hashtags #now-
playing and #listeningto were the most prominent hash-
tags within the crawled data set. Also, general hashtags like
e.g. #music, #radio or #video have been used frequently.
Music streaming services or online radios also make use of
hashtags when tweeting about the currently playing track
(e.g. #cityfm or #fizy).

A total of 1,413,983 tweets (29.8% of the whole corpus)
featured hyperlinks. An analysis of these URLs revealed
that URLs are mostly used to point to music services like
e.g. Youtube or Spotify, an online music streaming service.
A large part of the hyperlinks lead to the website of the
service which was used to post the track information on
Twitter, like e.g. tweetmylast.fm or tinysong.com.

2.2 Resolution of Twittered Tracks
This task aims at parsing the gathered tweets and rec-

ognizing the artist name and track title mentioned in the
tweet. Consider e.g. the tweet “#NowPlaying Best Thing

I Never Had by Beyonce”. For this tweet, we have to ex-
tract Beyonce as the artist and “Best Thing I Never Had” as
the title of the audio track and match it with a reference mu-
sic database. Most of the crawled messages are very noisy
and consist of many terms which are not concerned with the
music track itself. Considering e.g. the tweet“listening to

Hey Hey My My (Out Of The Blue) by Neil Young on

@Grooveshark: #nowplaying #musicmonday http://t.co-

/7os3eeA” which contains further information about the on-
line radio service, a URL and other information which are
not related to the music track. Especially when dealing with
such noisy tweets, the matching is a crucial task as the qual-
ity of the data resulting from this step significantly influences
the quality of the resulting recommendations.

2.2.1 Resolution Approach
As a reference database for artists and the according tracks,

we made use of the publicly available databases FreeDB2 and
MusicBrainz3. FreeDB contains information about more

2http://www.FreeDB.org
3http://www.MusicBrainz.org

than 37 million audio tracks, roughly 3,000,000 discs and
766,909 different artists. MusicBrainz was also considered
as a reference database as we expected it to be of higher
quality than FreeDB. MusicBrainz contains about 8 million
tracks of about 650,000 different artists.

The goal of this task is to assign each tweet a FreeDB
and a MusicBrainz entry which represents the title and the
according artist extracted from the tweet. We tackle this
resolution task by making use of a Lucene fulltext index as
it allows a simple matching of strings, namely the tweet and
a certain FreeDB or MusicBrainz entry. The fulltext index
is filled with a combined string containing both the artist
and the title of all tracks within the reference databases.

In a next step, we query this fulltext index for each of the
tweets within the data set in order to obtain the most suit-
able FreeDB/MusicBrainz candidates for the title and artist
of the track. We then use the top-20 search results of Lucene
as candidates for the assignment of tracks to the informa-
tion mentioned in the according tweet. Lucene’s ranking
function is based on the term frequency/inverse document
frequency measure (tf/idf). This measure is dependent on
the length of the query which is not favourable in our ap-
proach as tweets contains a high degree of noise (e.g. URLs,
feelings, smilies, etc.) which are not part of a track title
but also part of the query (the tweet). Therefore, we im-
plemented a bag-of-words similarity measure between the
query and the documents contained within the Lucene in-
dex similar to the Jaccard similarity measure. Our proposed
similarity measure is defined by the ratio between the size
of the (term-) intersection of the query and the track and
the number of terms contained in the track, as can be seen
in Equation 1.

simmusic(tweet, track) =
|tweet ∩ track|
|track| (1)

The advantage of such a measure is the independence of
the length of the query and the reduced influence of the
noise in tweets. Furthermore, as our goal is to find the
best matching audio track for all given tweets, it is crucial
that most terms within the track are matched. However, in
the case of multiple search results having obtained an equal
score, we still rely on the tf/idf values computed by Lucene.
Our proposed score is used for a ranking of the Lucene search
results. For each of the tweets, the track which obtained the
highest score are assigned to the tweet. In order to be able to
set a certain threshold for the scores of the matching entries
later, we also store the computed simmusic-score.

2.2.2 Evaluation of Resolution
For the evaluation of the resolution and the comparison of

FreeDB and MusicBrainz, we created a ground truth data
set which consists of 100 tweets randomly chosen from the
data set. Subsequently, we tried to assign matching tracks in
the FreeDB and MusicBrainz databases manually. This task
was done by the same person for both reference databases
and also contains the resolution of abbreviations or men-
tions which link to the artist’s Twitter account. For exam-
ple the tweet #nowplaying @Lloyd_YG ft. @LilTunechi

- You can be resolved to the two Twitter accounts Lloyd-
Young Goldie and Lil Wayne WEEZY F and therefore to
the MusicBrainz entry Lil Wayne feat. Lloyd - You. Having
gathered all possible information from the tweet, the assign-
ing person searched for matching tracks in the database.
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If the artist or the title of the track were not directly rec-
ognizable in the tweet, single words are used to search the
database and find matching artists or titles. We only consid-
ered tweets which were resolved to both the according track
and artist. Tweets such as Chris Duarte, famous blues

musician - free videos here: http://t.co/UZMXaGQ

#blues #guitar #music #roots #free #nowplaying #mu-

sicmonday which only contain information about the artist
were not counted as a match. However, such information is
also very valuable as it describes the musical taste of a user.
For our ground truth data set, we were able to manually
assign 57 tracks of FreeDB and 59 tracks of MusicBrainz.
This shows that the size of both data sets is similar, how-
ever the FreeDB data set is very noisy (typos, spelling errors
and variations).

Subsequently we ran our automated Lucene based reso-
lution process on the ground truth dataset using both ref-
erence databases ( see details in Table 2). Considering a
simmusic-score threshold of 0.8 we were able to resolve 73%
of the ground truth correctly and had an error rate (false
positives) of about 10% of all matched tracks. The high
number of false positives using the FreeDB data set can be
lead back to the noisy entries in FreeDB.

RefDB Manually Automated False Pos.
MusicBrainz 59 43 (73%) 5 (10%)
FreeDB 57 31 (54%) 18 (36%)

Table 2: Resolution Ground Truth (100 tweets)

Due to these obtained results we used MusicBrainz for all
further computations (e.g. music recommendations).

3. MUSIC RECOMMENDATIONS
As a use case, we implemented a music recommendation

service on top of the data set. The necessary steps for a
recommendation of music are described in the following.

The proposed approach for the recommendation of mu-
sic titles relies on the co-occurrence of titles within a user
stream. Based on the obtained tweets and the assigned
tracks, we propose to use association rules [2] in order to
be able to model the co-occurrence of items efficiently. In
the case of the co-occurrence of tweeted music titles, an as-
sociation rule t1 → t2 describes that a particular user who
tweeted about song t1 also tweeted about song t2. These
rules are the basis for the further recommendation process
and are stored as triples r = (t1, t2, c), where t1 and t2 are
tracks which have been tweeted by the same user. c is a vari-
able holding the popularity of the rule. Hence, such a rule
denotes that track t1 and track t2 both have been listened
by c users.

3.1 Ranking of Recommendation Candidates
In this step, the computed association rules are analysed

and so-called recommendation candidates are extracted. Bas-
ed on the rules, the recommended tracks for a certain user
are computed by selecting a subset C ⊆ T of track recom-
mendation candidates by determining all rules which feature
tracks occurring on the user stream. The final step for the
recommendation of tracks is the ranking of the recommen-
dation candidates within the set C. Therefore, we make use
of the count value c describing the popularity of a certain
track within all association rules matching the tracks of the

input user stream. Hence, all recommendation candidates
are ranked by the respective count values where a higher
count value results in a higher rank for the candidate.

3.2 Offline Evaluation
As a first evaluation we performed an offline evaluation

and compared the computed track recommendations with
recommendations provided by the last.fm API4 which lists
tracks similar to a given track including a score stating the
relevance of the song (matching score).

We made use of the MusicBrainz data set as it contains
cleaner data than FreeDB. Firstly, we removed all tweets
of users who contributed only one tweet and which were
matched with a MusicBrainz track with simmusic < 0.8 to
dismiss uncertain mappings. Hence our final data set con-
sisted of 2.5 million tweets of 525,751 users. Based on this
data set we computed the according association rules and
obtained 500 million distinct rules. Due to computability
reasons and API limitations, we chose a subset consisting
of the most popular tracks and according rules which are
present more than 10 times (c > 10). The final data set con-
sisted of 15,000 unique tracks and 90 million distinct rules.

We called the last.fm API for all tracks and the API was
able to recognize 13,138 out of 15,000 songs. The API re-
turned 3.2 million similar tracks which we matched with our
internal MusicBrainz database. In total, 83% of all tracks
with a score > 0.8 were matched. We transformed the gath-
ered last.fm data to association rules and computed the over-
lap of rules with our rule set. 19% of the last.fm rules are
covered by the Twitter-based rules. If we consider only sim-
ilar tracks of last.fm with a matching score (gathered via the
last.fm API) higher than 0.6, the twitter-based rules cover
79% of all rules in the set. When comparing the top-10
recommendations on both sides the coverage is only about
1% of all rules. These low numbers can be lead back to
the restrictions of the Twitter API and the resulting sparse
data set. Especially the incomplete user profiles decrease the
coverage. E.g. within the “taste” subset of the million song
data set roughly 70% of the tracks were played more than
10 times. In contrast, in our data set only 5% of the tweets
were contained more than 10 times. This fact strengthens
the evidence that the crawled data set is not representative
enough which can be lead back to the API limitation and
uncertainties in the matching processes. Furthermore, due
to the diversity of music tracks, such an offline evaluation
may not reveal the full potential of the approach. Online
evaluations may achieve better results for our proposed ap-
proach and are subject to future work.

4. RELATED WORK
Research related to the presented approach can be cate-

gorized into (i) approaches dealing with recommendations
either for Twitter or based on tweets and (ii) approaches
mainly dealing with the recommendation of music.

The utilization of a corpus of tweets for the recommenda-
tion of resources has been a popular research topic. For ex-
ample the recommendation of suitable hashtags is discussed
in [14]. Many approaches aim at the recommendation of
users who might be interesting to follow, like e.g. in [7].
Such approaches are typically based on the social ties of a
user (his followees and followers). There are also many ap-

4http://www.last.fm/api
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proaches which exploit these ties to recommend resources,
such as websites [6] or news [12].

As for the second category of related work, the recom-
mendation of music, many different approaches have been
presented. Celma [5] provides an overview about this topic.
Within Recommender Systems, in principle two major ap-
proaches are distinguished [1]: content-based recommenda-
tions and collaborative filtering (CF) approaches. Content-
based recommendation systems aim at recommending re-
sources which are similar to the resources the user already
consumed or showed interest in. Collaborative filtering ap-
proaches aim at finding users with a profile similar to the
current user in order to recommend items which these simi-
lar users also were in favor of. This categorization also holds
within music recommendations. Content-based methods for
music titles typically rely on the extraction and analysis of
audio features. The presented approach relies on the second
type as the computation of association rules based on user
profiles can be assigned to the class of CF approaches.

However, for music recommendations also a third impor-
tant aspect is exploited for the computation of recommenda-
tions: context. The notion of context has e.g. been defined
by Schmidt et al. as being threefold: physical environment,
human factors and time [13]. These three factors have all
been addressed by music recommendation research. As for
the physical environment of a user, e.g. Kaminskas and Ricci
presented a location-aware approach for music recommenda-
tions [8]. The mood of users has been incorporated for the
computation of recommendations in [9] and Baltrunas et al.
[3] considered temporal facts when recommending music.

Many approaches exploited user profiles in social networks
to recommend resources. Mesnage et al. [10] showed that
people prefer the music that their friends in the social net-
work prefer. The Serendip.me project5 provides its users
with music which is selected solely based on the Twitter
ties (the followees) of the user. The dbrec project [11] is
concerned with recommending music based on the DBPedia
data set. In particular, the authors developed a distance
metric for resources within DBPedia which enables the au-
thors to recommend similar artists.

However, to the best of our knowledge there are no ap-
proaches concerned with the recommendation of music based
on an analysis of “nowplaying” user streams on Twitter.

5. CONCLUSION AND FUTURE WORK
In this paper we showed that tweets can be exploited to

build a corpus for music recommendations. The compari-
son with the recommendation service of last.fm showed that
despite the sparse corpus due to Twitter’s API limitations,
the coverage of last.fm’s recommendations is up to 79%. The
results are very promising although the approach has to be
enhanced to be usable in real-world recommendation envi-
ronments. A mayor improvement would be the expansion
of the data set as currently the corpus is very sparse and
the user profiles are incomplete. Also, the matching task
of noisy tweets deteriorates the quality of recommendations.
This is due to the fact that many uncertain matching results
have to be dismissed and hence, the size of the usable data
corpus decreases. Future work also comprises the enhance-
ment of the matching process by using metadata such as
location, URLs or further sentiment analysis. Additionally,

5http://serendip.me

applying CF techniques for the exploitation of the social ties
of the user are subject to future work. In order to evaluate
the approach from a user’s point-of-view, online user tests
are also part of the future work.
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If a lion could talk, we could not understand him.
(Ludwig Wittgenstein)

ABSTRACT
In the recent years, a new form of content type has become
ubiquitous in the web. These are small and noisy text snip-
pets, created by users of social networks such as Twitter and
Facebook. The full interpretation of those microposts by
machines impose tremendous challenges, since they strongly
rely on context. In this paper we propose a task which is
much simpler than full interpretation of microposts: we aim
to build classification systems to detect keywords that un-
ambiguously refer to a single dominant concept, even when
taken out of context. For example, in the context of this
task, apple would be classified as ambiguous whereas mi-
crosoft would not. The contribution of this work is twofold.
First, we formalize this novel classification task that can be
directly applied for extracting information from microposts.
Second, we show how high precision classifiers for this prob-
lem can be built out of Web data and search engine logs,
combining traditional information retrieval metrics, such as
inverted document frequency, and new ones derived from
search query logs. Finally, we have proposed and evaluated
relevant applications for these classifiers, which were able
to meet precision ≥ 72% and recall ≥ 56% on unambigu-
ous keyword extraction from microposts. We also compare
those results with closely related systems, none of which
could outperform those numbers.

Categories and Subject Descriptors
H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing—Linguistic Processing ; I.2.7 [Artificial
Intelligence]: Natural Language Processing—Text Analy-
sis

General Terms
Algorithms, Experimentation
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1. INTRODUCTION
The availability of huge Web based corpora has spawned

a series of important advancements in the Natural Lan-
guage Processing (NLP) field recently [2, 10]. Moreover,
the increase of computational power has made it possible
to run simpler algorithms over much more data [7]. How-
ever, computer interpretation of natural language is still an
unsolved challenge. On the other hand, a very successful
set of free text controlled applications have blossomed in
the last decade: the Web search engines. The natural lan-
guage processing techniques employed by these systems are
not enough to give users a natural speaking experience, but
regardless of that, users type queries in sites like Yahoo!,
Bing and Google on a daily basis. Instead of teaching the
machine how to speak like us, we ended up learning a simple
yet effective way of expressing our information needs.

In this work we start from the premise that full under-
standing of natural language cannot be achieved with the
current technology. In fact, not even a human being is able
to fully understand all communication due to either lack of
cultural context or to inherent ambiguity in the language.
This is especially true in the context of microposts, where
both the media culture and technical constraints impose a
limit on the size of the messages. Given these limitations,
we have aimed to detect parts of natural language that can
be unambiguously understood in the lack of any context.
The key observation that allowed us to identify those parts
of natural language is that they tend to be used as search
engine queries on the Web [17].

For example, when using a search engine, if the user wants
to know about Michael Jackson, the American singer, dancer,
and entertainer, she expects to type these two words in the-
search box and get relevant results. On the other side, if
she is looking for Michael Jackson, the social anthropologist
from New Zealand, she knows that she will need to further
qualify the query.

In this work we show that search engine query logs are a
valuable source of data to build classifiers that can identify
unambiguous concepts in a language. In our work, the fea-
tures for such classifiers are calculated over a crawl of the
Web and all queries issued in evenly spread days of a large
commercial search engine. Classifiers like these seem espe-
cially suited to process short, noisy, conversational texts,
which since recently have become widely available on the
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Web. We show experimental results from shares and micro-
posts from both Facebook1 and Twitter2. We also propose
two different applications to the classifiers built in this pa-
per.

The rest of this paper is organized as follows. Section 2
discusses existing work that is relevant to our system. In
Section 3 we discuss in detail how the classifiers proposed
in this paper are built and in Section 4 we present num-
bers assessing their effectiveness. A discussion of potential
applications for the system is shown in Section 5. Finally,
Section 6 contains our conclusions about this work.

2. RELATED WORK
Krovetz and Croft observed that 75% of early information

retrieval systems queries are unambiguous [8]. This obser-
vation has been later corroborated by a survey from Sander-
son [17], where the impact of word sense disambiguation in
information retrieval systems is studied. Although we do
not rely only on that observation, one of the core hypothesis
of this paper is that, to a lesser extent, this continues to be
true for modern search engine queries, as long as the query
does not show often in the query logs with further qualifi-
cation. For example, the query Washington often needs to
be refined as George Washington or Washington (state) or
even Washington, D.C. while the query Canada often does
not. This hypothesis is the central idea behind the metric
described in Session 3.4.2, which has shown to be one of the
strongest signals described in this paper.

The usage of the Web as an implicit training set for Natu-
ral Language Processing problems and ambiguity resolution
in particular is presented in [15], where the author shows
that the usage of simple algorithms and features extracted
from large amounts of data yield competitive results with
sophisticated unsupervised approaches and close results to
that of supervised state of the art approaches.

Wacholder et al. studied the problem of disambiguation
of proper names in [20]. Nadeu and Sekine conducted a
survey [14] on the related field of Named Entity Recogni-
tion and Classification (NERC). Finally, the broader area of
Word Sense Disambiguation is discussed in depth by Nav-
igli [16].

The problem of extracting information from microposts
has gained significant attention recently. In [4], Choudhury
and Breslin have presented a classifier for Twitter posts able
to detect players and associated micro-events in a sports
match, achieving a f-measure of 87%. Using knowledge of
the domain, such as sports jargon and names of players, they
are able to disambiguate the Tweets. Li et al. proposed us-
ing a keyword extraction system for targeting ads to Face-
book updates in [12], one of the applications we discuss in
Section 4. Signals based on capitalization and document fre-
quency are present in their work, but they did not explore
any of the query log derived metrics.

Although the problems presented by the works discussed
above share similarities with ours, none of their techniques
can be directly applied. Word Sense Disambiguation is fo-
cused on finding senses of ambiguous terms in the local con-
text, and does not discuss the properties of a given keyword
outside its context. Also, traditional keyword extraction sys-
tems extract a set of keywords that characterize or summa-

1www.facebook.com
2www.twitter.com

rize a given text, even if each of the individually extracted
keywords might be ambiguous outside that set. Similarly,
Named Entity Recognition systems look for entities that
may or may not be unambiguous outside their context, such
as Ford However, in our problem definition, only the key-
words Ford Motors, Henry Ford or Gerard Ford should be
extracted. Finally, we have no knowledge of the microposts
being analyzed, preventing us from using domain specific
features.

3. DETECTING UNAMBIGUITY
The ultimate goal of this work is to develop classifiers

that detect unambiguous keywords in a language. As far
as the knowledge of the authors goes, this is the first work
proposing such classifiers. In order to formally present the
problem, we will first introduce a few relevant concepts.

A common step previous to the processing of any corpus
is the segmentation of the text in the documents. This is
a complex problem which is beyond the scope of this paper
and we assume that there is a state-of-the-art segmenter
available3. The output of the segmentation process is a set
of keywords. One keyword can be composed by one word or
by a sequence of words – in the latter case we also refer to
it as an n-gram or compound.

The Merriam-Webster dictionary4 defines ambiguity as
(1) doubtful or uncertain especially from obscurity or indis-
tinctness or (2) capable of being understood in two or more
possible senses or ways. However, there is a shortcoming in
this definition, since it relies on human interpretation. One
person can say that a given word is ambiguous while an-
other could disagree. It turns that both could be right since
the interpretation of the senses of a word can be done at
different granularities.

Lapata and Keller [11] define ambiguity, or its comple-
ment, unambiguity, as function of a frequency of the senses
that a given word or compound shows in a large corpus. We
will instead use the terminology of the semiotics model by
Ferdinand de Saussure [18], which yields a more intuitive
definition for the scope of our work.

Definition 1. Let a pair (f, c) be a sign, being f the form
of the sign and c the concept it represents.5 Let L be a
language and S the set of all signs used in that language. Let
the document frequency of a sign df(f, c) in S be the number
of documents the sign appear in a large corpus representative
of the language L. We say that f is unambiguous if and only
if df(f, c)/

∑
df(f, c′) > α.

In other words, we say that f is unambiguous if one of
the concepts it may represent is α times more frequent in
documents of the corpus than all the others combined. For
our purposes, f is always a word or a compound word, and
given that restriction, we will use Definition 1 as the basis for
the problem being discussed through the rest of the paper.

3.1 Keyword Evaluation Methodology
Given a keyword q, an human evaluator can use Defini-

tion 1 to rate it as ambiguous or unambiguous. From this

3In this paper we use a segmenter developed internally at
Google, Inc.
4www.merriam-webster.com
5In the original, form and concept are called signifier and
significant, respectively.

· #MSM2012 · 2nd Workshop on Making Sense of Microposts · 19



definition, the evaluator should look at all the web docu-
ments containing q to understand the sense of the keyword
in each of them. In practice, we do not need to go through
all the documents in the corpus to find whether a keyword
is unambiguous. Instead, we select, from the web, 16 ran-
dom documents that contain q and manually check if all
occurrences refer to the same concept, i.e., all positive oc-
currences. If yes, we say that the keyword q is unambiguous.

The choice of 16 random documents is legitimate. Since
the evaluation of each random document that contains q is
an experiment that has only two possible answers, we can
assume it is a random sampling over a binomial distribution.
Then, by using the Wilson method [21], we can calculate
the binomial proportion confidence interval for a sample size
of 16 with all of them positive occurrences, i.e. p̂ = 1.0,
which result is [0.8, 1.0] with center at 0.9. This interval
gives us the α of Definition 1, which in this case will have
a lower bound of 0.8 and an expected value of 0.9 with a
95% confidence. In other words: Given a keyword that was
human-evaluated as unambiguous, we have 95% of chance
that this keyword will refer to the same dominant concept
in 80% of the corpus, but more likely it will be 90% of the
corpus. This is the threshold we decided to use to assume a
keyword is unambiguous in our human evaluations.

Using this methodology we have built a reference-set with
2634 ambiguous and 426 unambiguous keywords to be used
in the analaysis of the metrics presented in the next sections
and as training-set input to the Machine Learning approach
at Section 3.6.

3.2 Model Generation
There are two main source of signals for the unambiguous

keywords classifiers presented here. The first is a sample
with billions of documents of Google’s search engine web
collection. The second is as sample with billions of query
entries from Google’s query log corpus collected in evenly
spread days.

The model generation is composed by a chain of off-line
calculations of statistical properties of all signs in these two
corpora and takes a few thousands of cpu-hours to complete.
These properties will serve as the basis for the classification
algorithms. This is an one-off work that only needs to be
redone whenever there is an opportunity and/or the need of
improving the performance of the system.

3.3 Web Collection Metrics
For every keyword resulting from the segmentation, we

compute several properties using a large MapReduce-like
system [5] visiting all the documents of the Web corpus.
In the next sections we explain each property and give a
histogram of its distribution among the keywords. Addi-
tionally to the plain histograms, we present two additional
complementary histograms, one for the probability density
of the metric among the ambiguous and another one for the
unambiguous keywords of the reference-set defined in Sec-
tion 3.1.

3.3.1 Inverse Document Frequency
The first metric, the Inverse Document Frequency (IDF),

is the same found in the traditional information retrieval
literature. It is computed over the Web document collection
and is a proxy of the popularity of the keyword. It also serves
as a good confidence indicator for all remaining metrics. The

more popular a keyword is, the better the signal-to-noise
ratio we have on it for all metrics. Figure 1 shows the IDF
distribution for unigrams and keywords found on the Web
collection.

Figure 1: IDF distribution for the web collection.

Figure 2: IDF distribution for the reference-set.

The histograms for IDF distribution among the reference-
set is plotted in Figure 2. The top chart shows the histogram
for ambiguous keywords while the bottom shows the unam-
biguous. This histogram shows that ambiguous keywords
tends to have lower IDF values. The lowest ones are lan-
guage constructions such as just and this. The misspellings
and uncommon person names lies in the very high IDF
range. While unambiguous keywords tends to have higher
IDF values, there is a big overlap with lots of unambiguous
ones in the mid-lower IDF range, such as White House and
Disney. This overlap makes it hard for the IDF metric to
be used to separate both sets. However, we can apply it for
filtering language constructions and misspellings.

3.3.2 Caps First Ratio
Caps First Ratio (CFR) is the ratio that a given keyword

shows up on the Web collection with the first letter capital-
ized and we interpret it as strong indicator of names. We
implemented the techniques from [13] to detect capitalized
keywords.

The CFR metric has the obvious property of detecting
nouns, but it has another subtle interesting characteristic.
Several noun compounds include, as an extra qualifier, sub-
compounds or unigrams that are unambiguous by them-
selves, for example Justin Bieber and Bieber are both unam-
biguous. In this case, we consider the occurrence of every
capitalized word not only in the CFR calculation of the com-
pound it belongs to – Justin Bieber – , but also in the CFR
score of the sub-compounds and unigrams of that compound

· #MSM2012 · 2nd Workshop on Making Sense of Microposts · 20



– Bieber. This helps increasing the CFR score of nouns that
act as unambiguous qualifiers. For example, for the Bieber
unigram, using only the initials for legibility, we calculate:

CFR(B) =
count(JB) + count(B)

count(jb) + count(b) + count(JB) + count(B)

Figure 3: CFR distribution for the web collection.

Figure 4: CFR distribution for the reference-set.

Figure 3 shows, the CFR distribution seen on Web docu-
ments. The reference-set histograms at Figure 4, are more
heterogeneous than the IDF counterpart. The mid-low range
of CFR values includes mostly only ambiguous keywords,
while the unambiguous histogram has a sharp growth in the
high values.

3.4 Query Log Metrics
Query logs have proved to be a valuable source of infor-

mation for several fields of computer science [19]. In our
work we collected data from three evenly spread days worth
of queries in the logs of a large search engine. As with the
Web corpus, we compute the following metrics for each key-
word generated by the segmentation of the query log corpus.

3.4.1 Sessions Inverse Document Frequency
The Sessions Inverse Document Frequency (SIDF) is anal-

ogous to the Web metric of the same name, but it is calcu-
lated over the search engine query stream. Each session [19]
is considered as a document. Figures 5 and 6 presents the
distribution of this metric for the query stream and for the
reference-set respectively. This signal has similar properties
to its Web counterpart, but with a bias towards concepts
and against intrinsic language characteristics. By compar-
ing Figures 1 and 5, one can draw an interesting conclu-
sion: stopwords and auxiliary language constructions appear

much less often in the query stream. Because of that we can
say it is safe to discard anything that is not popular in the
query stream.

Figure 5: SIDF distribution for an infinite stream of
web text.

Figure 6: SIDF distribution for the reference-set.

3.4.2 Sessions Exact Ratio
A key metric that comes from the query stream analysis

is the Sessions Exact Ratio (SER). It tells how often a given
keyword shows up by itself in the search box. This is the
strongest indicator that this keyword is unambiguous when
taken out of context. Figures 7 and 8 shows the histogram
for this metric on the Web collection and the reference-set re-
spectively. As can be seen, the ambiguous and unambiguous
reference-set is mostly separable. Some examples of unam-
biguous keywords in the very high range of the histogram
are: Tom Hicks, Madison Square Garden and Groupon.

Figure 7: SER distribution for an infinite stream of
web text.
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Figure 8: SER distribution for the reference-set.

3.4.3 Search Bias
The last metric, Search Bias (SB), is not directly derived

from the query stream, but rather obtained through a com-
bination of sessions and Web signals. Search Bias can be
thought as the ratio of appearance of a keyword in the query
logs corpus divided by the ratio of appearance of the same
keyword on the Web corpus.

Figure 9: SB distribution for an infinite stream of
web text.

Figure 10: SB distribution for the reference-set.

The naive calculation of this number leads to a value with
bad properties due to very common words on the Web cor-
pus and the high frequency of compounds in the query log
corpus. To avoid those issues, search bias is calculated tak-
ing into account only “noble” occurrences of a keyword in
Web and query logs corpora. For the Web, we consider that
only capitalized occurrences are noble, while from query logs
we only consider those occurrences where the keyword ap-
pear by itself in the query. The distribution of this metric
can be seen on Figures 9 and 10.

The histograms shown here are not just a tool to help
visualize how each metric may be used to dissociate both
sets, but more than that, it is an evidence that the metrics
used here can succeed in building an effective classifier.

3.5 A hand-crafted classifier
In this section we present a simple hand-crafted algorithm.

It was developed upon the discussions and histogram obser-
vations of above metrics, regarding the reference-set separa-
tion. We use this algorithm to expose the ideas without
adding the complexity that inherently comes with tradi-
tional machine learning techniques, as well as to avoid hid-
ing the interesting properties of the data under analysis.
Later in this paper we present a Support Vector Machines
(SVM) approach for the same classification task. Refer to
Section 3.6 for more details.

Algorithm 1: The IsUnambiguous Algorithm.

1 begin
2 if sidf > 15 then return false;
3 if uni ∧ idf > 12 ∧ sidf > 12 then return false;
4 if cfr < 0.4 then return false;
5 if ser < 0.35 then return false;
6 if sb < 0.01 then return false;
7 if cfr + ser + sb < 1 then return false;
8 if charcount < 3 then return false;
9 if blacklisted then return false;

10 end

Algorithm 1 presents our hand-crafted approach for the
unambiguity classification problem. Each line is a filter of
ambiguous keywords. In Figure 11 one can see how many
keywords are being discarded as the classifier is applied on
top of the Web corpus. In the end, only 3.8% of all keywords
occurrences are considered unambiguous.

The Sessions IDF funnel component corresponds to Line 2
of the algorithm. Its goal is to remove everything that is too
rare, such as misspells. Usually, plain IDF is used for this
type of cutting, but bigrams and larger keywords have a very
high IDF on the Web corpus. In the query logs corpus, how-
ever, large keywords appear much more often and anything
that is not too rare will not be filtered by this rule.

Figure 11: The percentage of the input text key-
words each line of the algorithm filters. The most
important filters are highlighted in gray.

In Line 3, the Rare Unigrams filter unigrams typos that
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are not rare enough to be discarded by Sessions IDF and
also come with all types of capitalization. Since unigrams
are more frequent than compounds, we can apply a more
restrictive threshold.

The Low Caps filter comes from Line 4 of the algorithm.
Not only it is responsible for restricting the classifier to
nouns, it also rejects all the general nouns. For example,
the noun ball has a very low caps first ratio, but Wilson
NCAA Reaction Basketball is almost always typed all caps.

The most powerful feature for our classifier, the Sessions
Exact Ratio (SER) filter, is used in Line 5. It reflects the
key intuition that our work builds upon: users know that
search engines have little context to understand their com-
munication and because of that they formulate unambiguous
queries.

The derived metric Search Bias is used in Line 6. Some
keywords, like Unfortunately, tend to have both high CFR
– because they are used to start phrases – and high SER
– because they have low query volume. This filter detects
those language constructions that are way more common in
the Web corpus than in the search corpus and discards them.

The combined Caps+Exact+Bias filter in Line 7 is the
most complex part of the algorithm. Its goal is allow us to
reduce the thresholds of the individual filters applied before
without incurring in a loss of precision. This filter will let
keywords that score very high in any of the metrics com-
bined pass, but will discard those that have a low average
all around.

The Character Count is a simplistic filter as can be seen
in Line 8. When dealing with two characters keywords, all
the metrics have bad properties, and we simply discard all
of them. In fact, a perfect English classifier limited to two
character unigrams can be manually built by inspecting all
the 626 possible combinations.

Finally, the last step of the algorithm is the Blacklist filter,
in Line 9. Some keywords have very extreme metrics and
tend to pass through all the filters, and we simply blacklist
them. For English, we currently blacklist 40 greetings ex-
pressions, such as Happy birthday and Hello and some very
common words like Indeed. In fact, the metrics for those
keywords are so extreme that by looking at the top values
for each metric one can easily spot them. We also black-
listed the Web sites names Google, Facebook, Twitter and
Gmail because, although unambiguous, they are so common
in our evaluation data that they would positively benefit our
results with no interesting characteristics.

3.6 A Machine Learning approach
To challenge the hand-crafted algorithm presented in the

previous section and test if its intuitions were correct, we
employ a Support Vector Machines (SVM) algorithm to the
same classification task. It is a well-known technique and
there is a ready to use state-of-the-art implementation, namely
libSVM [3]. The down-side of the machine learning ap-
proach is that labeled data acquisition for this novel clas-
sification task is challenging. The training set used was the
reference-set explained before, with the 2634 ambiguous and
426 unambiguous manually classified keywords. Each met-
ric shown in sections 3.3 and 3.4 were rescaled to the 0-1
range and used as SVM input features. We used only the
Radial Basis Function kernel present in libSVM: K(xi, xj) =
exp(−γ × ‖xi − xj‖2), γ > 0. By tuning the γ and C pa-
rameters we can control the trade-off between false-positive

and false-negative errors. After doing a simple grid-search
of both parameters using cross-validation, we picked a value
around 0.05 for γ and 0.1 for C.

4. EXPERIMENTAL RESULTS
In this section we present experimental results obtained

with the implementation of the classifier described in Sec-
tion 3.5 and the SVM described in Section 3.6.

4.1 Test set definition for manual evaluation
The input of each classifier is a chunk of free form text,

from now on referred to as a micropost, and the output is
a list of keywords assumed by the classifier to represent un-
ambiguous concepts from the input. We decided to use a
micropost as a unit of evaluation, in opposition to a single
keyword, because we believe the results from this analysis
represent better the real world applications. In order to
not favor our classifier, the rater is instructed to mark a
micropost as False Positive if she finds one ambiguous key-
word classified as unambiguous, even if the classifier also
correctly extracted another unambiguous keyword from the
same micropost.

We selected two different sources of microposts to feed
the classifier: Twitter and Facebook. This data set and the
reference-set that was used to train the SVM classifier are
disjoint to avoid over-fit. Twitter is a social Web site where
users can send and read text-messages with up to 140 char-
acters, called tweets. We expect this kind of social Web site
to have mostly conversational text and noise, which carry lit-
tle information by themselves. To feed the classifiers, each
tweet is considered independent from each other and its text
is used as input to the classifier. Facebook is a social net-
work site where users can create virtual connections with
their friends. One Facebook feature is the status message
updates. The status message is much like a tweet, but the
140 characters limit is not imposed. Since users can follow-
up on their friends updates, the entire conversation is used
as input for the classifiers.

4.2 Methodology for manual evaluation
The methodology used for manual evaluation consists of

collecting a random set of microposts from each data source
and feeding each one into the classifiers. The original micro-
post and the output of the classifier are then shown to three
different raters. The output might be empty, in the case the
classifier did not find any unambiguous keyword in the mi-
cropost. Otherwise it contains at least one keyword, which
was classified as unambiguous. In case of discordance, it is
discussed until consensus is reached. Regardless of the clas-
sifier output, raters must investigate the keywords present
in the micropost. They use the methodology presented in
Section 3.1 to rate each keyword q. Based on the output
of the classifier and the inspection of the micropost content
carried out by the rater, each micropost is rated as below:

True Positive (TP): There are unambiguous keywords
in the micropost and the system has extracted at least one.

True Negative (TN): There are no unambiguous key-
words and the system extracted nothing.

False Positive (FP): The system has extracted an am-
biguous keyword.

False Negative (FN): There are unambiguous keywords
in the micropost but the system has extracted none.
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We use the output of the rating phase to compute the stan-
dard evaluation metrics in the Information Retrieval field,
such as precision, recall, accuracy and F-score [1].

Both models – the hand-crafted and the SVM classifier –
were built using the context available at the English Web,
but it must be considered that people have an incomplete
cultural context and sometimes it may not be obvious that
a given keyword is unambiguous. For example, during the
evaluation one rater could not recognize upfront the key-
word Doug Flutie, which was extracted by the system. Even
though this rater did not recognize this keyword, Doug Flu-
tie is indeed an unambiguous keyword because every person
with culture about American Football will recognize him as
Douglas Richard “Doug” Flutie, a famous football quarter-
back who played professionally in the United States Football
League and, more importantly, the name Doug Flutie is not
used as an identifier in any other significant context besides
that. Our precise definition of unambiguity prevents this
problem, since the rater will learn the sense(s) of the key-
word when looking at the 16 randomly sampled documents,
as it was the case in this example.

4.3 Numerical results
Table 1 presents the output of the raters for Facebook and

Twitter microposts.

Hand Algorithm SVM
Twitter Facebook Twitter Facebook

TP 99 106 85 85
TN 494 480 511 510
FP 38 34 22 21
FN 74 64 87 68

Table 1: Break-down of metrics for Twitter and
Facebook.

Twitter
Following the experimental methodology we analyzed a set
of 705 tweets, which were randomly selected from a set
of 170k tweets that were crawled by a fairly random walk
in the Twitter graph. We used these tweets as input of
both classifiers and presented the output to the raters. The
hand-crafted classifier was able to reach precision of 72.26%,
and sensitivity (recall) of 56.22%. The True Negative Rate
(TNR, or specificity) is high (92.86%), upon what one can
conclude that most tweets do not contain unambiguous key-
words. For Twitter the system reached an accuracy of 84%
with an F-Score of 0.64. The SVM model reached a preci-
sion of 79.43%, i.e., a performance almost 10% better than
the achieved by the hand-crafted algorithm. The achieved
recall is 49.42%, considerably worse than the recall reached
by the hand-crafted algorithm. The TNR of the SVM model
is 95.87%, and the system reached an accuracy of 85% with
an F-Score of 0.61.

Facebook
Following a random selection strategy similar to Twitter,
we collected 684 conversations that took place around Face-
book status message updates. For this data set, the hand-
crafted system reached a precision of 75.71% and recall of
62.36%. The TNR was of 93.39%, whereas the accuracy
reached 85% with an F-score of 0.68. The SVM model got

slightly better results. The precision is 80.19% (around 6%
better), whereas the recall is 55.55%. Again, the True Neg-
ative Rate is really high, 96.05%. The classifier has an ac-
curacy of 87% with an F-Score of 0.66. The high value for
the True Negative Rate is a sign that most conversations in
Social Networks like Facebook and Twitter are not proper
for context-extraction systems such as content-targeted ad-
vertisement if used without any pre-processing.

To compare the results of the two classifiers presented
above, we also evaluated two known systems: Yahoo! Term
Extractor API – aimed to Keyword Extraction tasks – reached
18.98% of precision and 57.69% of recall for Facebook data,
and 14.89% of precision and 77.7% of recall for Twitter data;
and the Stanford Named Entity Recognizer [6] – aimed to
Named Entity Recognition and Classification tasks – reached
35% of precision and 69.99% of recall for Facebook data, and
39.65% of precision and 74.19% of recall for Twitter data.

Both systems reached a higher recall, but for the real-
world applications discussed in section 5 we cannot afford
extracting a wrong keyword from a noisy text. In these ap-
plications precision is more important, and for both systems
it is much lower than the two filters developed in this work.
The high recall and low precision result is expected for these
systems, since they were engineered for different tasks and
do not perform well for the unambiguity detection task de-
fined here.

5. APPLICATIONS
Given the properties of the classifiers presented in this

paper, we believe they are suited for a set of different appli-
cations that are becoming more important given last devel-
opments on the Web industry.

5.1 Ad targeting in Social Networks
In Social Networks users keep updating their status mes-

sages (or tweets) with what they have in mind. The number
of daily updates in the most prominent networks is huge6,
turning this channel into a potential candidate for input of
content-targeted advertisement systems [12]. For instance,
it is just fine to deliver an advertisement piece like Buy tick-
ets to the coming Jonas Brothers show!, right next to a mi-
cropost where a user claims to be the biggest fan of this
music group. However, the conversational text brings even
more complexity for the already tough task [9] of deliver-
ing content-targeted ads. Feeding these systems with noisy
text may lead them to return non-relevant ads. One can use
the classifiers proposed in this paper as a filtering layer on
top of current content-targeted advertisement systems. The
filter would delegate calls to the ads systems only when it
is possible to retrieve relevant content from the microposts
being targeted.

5.2 Automatic reference in Social Networks
User profiles in Social Networks could also be classified as

unambiguous by using the profile name for example. When-
ever a micropost has the unambiguous keywords that matches
a profile name, a link to that profile could be added, instead
of just pure text. This could be done for celebrity profiles, for
example, when a user posts “I just watched the last Quentin
Tarantino movie.”, a link to the Quentin Tarantino profile
could be added.

6http://news.cnet.com/8301-13577 3-10378353-36.html
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6. CONCLUSIONS
In this paper we presented a novel classification problem

aimed at identifying the unambiguous keywords in a lan-
guage, and formally defined it together with an evaluation
methodology. We also have presented two different algo-
rithms for the classification problem and the corresponding
numerical results achieved by both of them. The proposed
algorithms are built on top of traditional information re-
trieval metrics and novel metrics based on the query log
corpus. The introduction of these metrics, Sessions IDF,
Sessions Exact Ratio and Search Bias, is by itself an impor-
tant contribution. We believe these metrics will be useful in
other problem domains as well.

Our evaluation have shown that our classifiers were able
to meet precision ≥ 72%, recall ≥ 49%, accuracy ≥ 84%
and F-Score ≥ 0.61, even when the input is composed by
the noisy microposts from Facebook and Twitter, two of
the biggest sites in the world nowadays, outperforming two
known systems from the traditional keyword extraction and
Named Entity Recognition fields.

Another interesting aspect of the presented work is that it
diverges from the bag-of-words analyses that dominate the
research in the area. Instead, we have focused on directly
finding the specific keyword that define a concept, avoiding
the shortcomings that come from having a representation
that cannot be understood by a human or does not meet
the expectations of other systems. This leads immediatelly
to our future work proposal of using the extracted keywords
as beacons for further qualification of other keywords in the
text. For example, the extracted keyword Lionel Messi can
be used to anchor the word goal to the concept of scoring
in the soccer sport, instead rather the more general idea
of an objective to be achieved. We expect this inside-out
approach for extracting semantics in microposts to perform
better than traditional word collection approches.

More and more researchers have access to query logs and
many may directly benefit from the metrics proposed here
either to tackle the same classification problem or to inno-
vate in their own domains. For the industry, we have shown
a solution for extracting information from microposts, a type
of content that has experienced tremendous growth on the
Web in the recent past.
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ABSTRACT
Taking into consideration the steady shift towards informa-
tion digitisation, an increasing number of approaches are
targeting the unification of the user’s digital “Personal In-
formation Sphere”to increase user awareness, provide single-
point management, and enable context-driven recommenda-
tion. The Personal Information Sphere refers to both con-
ventional information such as semi/structured information
on the user’s personal devices and online accounts, but also
in the form of more abstract personal information such as
a user’s presence and activities. Online activities consti-
tute a rich source for mining this type of personal infor-
mation, since they are usually the only means by which a
typical user consciously puts effort into sharing their activi-
ties. In view of this opportunity, we present an approach to
extract implicit presence knowledge embedded in multiple
streams of heterogeneous online posts. Semantic Web tech-
nologies are applied on top of syntactic analysis to extract
and map entities onto a personal knowledge base, itself in-
tegrated within the wider context of the Semantic Web. For
the purpose, we introduce the DLPO ontology—a concise
ontology that captures all facets of dynamic personal infor-
mation shared through online posts, as well their various
derived links to personal and global semantic data clouds.
Based on this conceptualisation, we outline the information
extraction techniques targeted by our approach and present
an as yet theoretical use-case to substantiate it.

Keywords
Social Web, Microposts, Presence, Ontologies, Personal In-
formation Management

1. INTRODUCTION
The di.me project1 is one of many initiatives targeting the
unification of a user’s personal information sphere across
heterogeneous sources, with the aim of providing an intelli-

1http://dime-project.eu/

gent and proactive system—the di.me userware—that assists
the user in their day-to-day activities.

The di.me userware generates and constantly updates a rep-
resentation of the user’s Personal Information Model (PIM),
based on a comprehensive modelling framework that com-
bines various ontologies provided by the OSCA Foundation
(OSCAF)2. Thus, the PIM serves as an integrated personal
Knowledge Base (KB) containing all available knowledge
about the user (i.e. their devices, accounts, social relation-
ships, resources, activities, etc.), as crawled and mined by
the di.me userware. It is however not a self-contained knowl-
edge model, also containing references to resources in open
repositories. Knowledge stored in the PIM enables advanced
features such as distributed personal information manage-
ment, improved search and retrieval, context-awareness and
context-dependant recommendation.

In the context of di.me, the term personal information
sphere refers to not just conventional structured or semi-
structured data (e.g. files, folder structures, contact lists,
photo albums, status messages, etc.), as was the case in
earlier initiatives such as the Social Semantic Desktop [22].
Di.me also covers unstructured, more abstract forms of per-
sonal information, including complex concepts such as user
contexts, situations, physical and online presence. In order
to elicit this type of personal information, di.me identifies
two types of sources: sensors (presence information relayed
by device-embedded sensors, user attention monitoring, etc.)
and social sharing activities (serving as ‘virtual sensors’ [5]).

In this paper, we focus on the latter, as a novel and rich
source for enriching the PIM with presence-related knowl-
edge. Thus, the main motivation for this work is the extrac-
tion of information from multiple streams of heterogeneous
online-post data3, by both the users and their contacts, in
order to generate valuable outputs. More specifically, we ex-
ploit online sharing activities in order to i) enrich the PIM
with discovered personal and social knowledge (e.g. detect-
ing a user’s current activity, availability, learning who is in
the same area, doing a similar activity, discussing the same
topic, etc.), ii) semantically link post items across personal
social networks (e.g. Facebook, Twitter, LinkedIn posts

2http://www.oscaf.org/ – OSCAF ontologies have been
adopted by various initiatives, including di.me.
3Although at the conceptual level we consider all types and
lengths of online posts, the technical approach is more fo-
cused on the shorter, so-called microposts.
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about the same topic, event, location, video, etc.), and iii)
enable social-based recommendations (e.g. the user is shown
contacts that have similar interests, are in the same area, are
discussing similar topics, doing related activities, etc.).

In line with the above objectives, this paper provides two
research contributions: the provision of a suitable model
for the representation of online posts and their embedded
knowledge, and the design of comprehensive semantic lift-
ing techniques for the extraction of the knowledge itself.
The first contribution consists of the LivePost Ontology
(DLPO), an open knowledge representation standard4 in-
tegrated within the existing PIM models, that provides rich
conceptualisations of various types of online posts, covering
more emerging Social Web sharing features than any of the
available standards.

The second contribution is an overview of the techniques to
be employed for the extraction of semantics from microposts.
Online post items contain both easily-acquired semi/struc-
tured data (e.g. hyperlinks, creator, date and time, people
tagged, nearby places, etc.) as well as hidden abstract data
that requires the application of advanced linguistic tech-
niques. The target of the semantic lifting process is to break
down retrieved posts into one or more specific subtypes (e.g.
message post, image post, checkin, etc.), and enrich them
with clear semantics (including links to existing PIM and/or
Semantic Web resources). The Information Extraction (IE)
techniques employed include shallow parsing techniques such
as Named-Entity Extraction (NEE), keyword extraction and
hyperlink resolution, followed by more sophisticated analy-
sis such as Named-Entity Resolution (NER) and co-reference
resolution, topic extraction, and time window analysis.

After comparing related work (Section 2) and outlining the
approach (Section 3), we provide examples of how our ap-
proach can result in a semantic representation that is inte-
grated within the PIM (Section 4), before providing some
concluding remarks and directions for future work (Sec-
tion 5).

2. RELATED WORK
In the light of our requirements, we here outline and com-
pare related approaches. The use of social data (in the
form of microposts) as input data for providing some form
of recommendations is not an entirely novel concept, and
has been in fact applied by a number of other approaches
[7], [6], [8], [1], [26]. In particular, Chang and Sun [8] anal-
yse a dataset of Point of Interests (POIs) collected from
Facebook Places to construct a prediction model for a user’s
future locations. The BOTTARI mobile app [7] exploits so-
cial context to provide items to the user, relevant to their
location. Our approach is more similar to the latter, col-
lecting information about a user’s and their contacts’ pres-
ence, such as to enable the discovery of information which
would otherwise easily be missed, e.g., contacts discussing
the same topics, travelling to the same city, etc. The col-
lected information will also be used to provide context-aware
suggestions (nearby POIs that are recommended by trusted
contacts) and warnings (untrusted persons in the vicinity).

4http://www.semanticdesktop.org/ontologies/dlpo/—
a candidate OSCAF submission

Given our emphasis on knowledge representation, Table 1
compares existing vocabularies (or a combination of) mod-
elling the required domains—User Presence and Social Web
sharing through posts—against the DLPO. As is evident,
most approaches are targeted towards one domain, with only
a few supporting cross-domain modelling. The Semanti-
cally-Interlinked Online Communities (SIOC) Ontology for
instance, is more oriented towards Social Web sharing, as
its original aim was to interlink online communities [3].
Although it caters for online posts (denoted by a full cir-
cle), it does not attempt to make any sort of link between
user posts and user presence, which is a missed opportunity
given that a large number of microposts are linked to phys-
ical and online user activities/experiences5 (i.e. user pres-
ence6). A proposed combination of the SIOC(T), Friend of
a Friend (FOAF) [4] and Simple Knowledge Organization
System (SKOS) [17] ontologies7 is also unable to represent
any form of user presence in relation to the posts. The Bot-
tari Ontology [7] is another SIOC extension which supports
relationships between posts, locations and user sentiment,
as extracted from tweets. Another vocabulary that pro-
vides for representations of online posts in the context of
user presence is the Online Presence Ontology (OPO) [23],
which models a user’s current activities on online services.
But since the OPO does not cover all physical presence as-
pects, it is insufficient for our representation needs. The
PreSense Ontology [5] reuses OPO vocabulary to effectively
cater for the representation of both physical and online pres-
ence. It also makes a connection between a user’s presence
and their online status streams, which can serve as ‘virtual’
presence sensors. However, without the re-use of additional
OPO vocabulary, PreSense remains unable to provide the
comprehensive modelling of online posts that we need.

Another requirement is to be able to decompose a post into
multiple concurrent sub-types (e.g. into a status message,
an image photo upload, and a check-in). Post decompo-
sition has the advantage of improving retrieval (e.g. user
later looks for all items posted in an area, thus showing
only the meta-data of specific posts) and deletion (e.g. it’s
much easier to remove any posts related to a deleted PIM
concept, since any related PIM concepts are directly linked
to their corresponding posts, unlike in SIOCT where rela-
tions between a PIM concept and a resource are not directly
known). Additionally, vocabularies such as the Privacy Pref-
erence Ontology (PPO) [21] could be employed to enable a
user to restrict or allow access to only some types of subposts
(e.g. share all types of posts with a contact group, except for
place check-ins). Although most approaches in Table 1 pro-
vide for multiple post types (denoted by a half-full circle),
the DLPO provides the best representation of concurrent
posts. The original SIOC vocabulary did not even distin-
guish between different kinds of posts, a limitation which

577.7% of tweets consist of ‘conversations’ and ‘pointless
babble’, both of which are considered a source of user
presence information: http://mashable.com/2009/08/12/
twitter-analysis/
6By the term ‘presence’ we refer to both online (activities
e.g. check-ins, posts, liking; interactions e.g. playing a game,
chatting; availability, visibility, etc.) and physical (activities
e.g. travelling, walking, working; current location, nearby
people and places, etc.) user experiences
7http://sioc-project.org/node/341
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Table 1: Knowledge Models
SIOC SIOCT SIOC(T)+FOAF+SKOS Bottari OPO PreSense DLPO

Online Posts (General)      #  
Post Multi/Sub-typing # G# G# G# G# #  

Microposts #       
Online Presence # # # #    

Physical Presence # # # G# G#   
Online Sharing Practices G# G# G# G# # #  

was addressed by a later extension (SIOCT8) that provides
additional sub-types such as sioc:MicroBlogPost.

A last quality on which we base our comparison is the mod-
elling support for emerging Social Web sharing practices and
interactions such as: post item replies, resharing (or retweet-
ing), endorsement (‘liking’, starring, favouriting), and gen-
eral time-awareness (i.e. timestamps, succession of posts,
etc.). Neither of the surveyed vocabularies provide for all of
the above features, in contrast to the DLPO. At this stage
it is necessary to point out that the DLPO does not ignore
existing established vocabularies such as SIOC, and in fact,
fully re-uses some of its elements. Apart from providing all
qualities listed in Table 1, the DLPO stands out for another
unmatched characteristic—it is integrated within an entire
framework of ontologies targeting the representation of a
user’s entire personal information sphere. Thus, instances
of the DLPO automatically become part of, and are tightly
integrated within, a representation for the user’s entire PIM.

After considering alternate knowledge models, we now com-
pare the di.me approach to related approaches, against the
IE and semantic lifting techniques they employ (Table 2).
Some form of linguistic analysis (keyword/topic extraction,
NEE for various entity types) is performed by all. The
tools provided by [15] and [20], present improved NEE tech-
niques based on informal communication—noisy, informal
and insufficient information—of microposts such as tweets.
On the other hand, NER is only performed by Zoltan and
Johann [26], in their approach to construct user profiles
from knowledge extracted from microposts. In addition, ex-
tracted entities are linked to specific concepts within the
Linked Open Data (LOD)9 Cloud. This constitutes what
we refer to as ‘semantic lifting’, whereby structured/unstruc-
tured data is lifted onto standard knowledge models such as
ontologies. However, our approach is unique because, apart
from community KBs (such as LOD), we also enrich a per-
sonal KB—the user’s PIM. This has the obvious advantage
that it consists only of personal data, making it easier to de-
termine equivalence between entities in microposts and PIM
items. In addition to the generic techniques listed in Table 2,
we also employ techniques such as hyperlink resolution and
time window analysis.

3. APPROACH
In this section we present both the conceptual and the prac-
tical aspects of our approach. The former consists of an ex-
ercise in knowledge modelling, with the resulting ontology
then serving as a standard for data integration across mul-

8http://rdfs.org/sioc/types
9http://richard.cyganiak.de/2007/10/lod/

tiple and heterogeneous online data sources. The practical
side of our approach targets the semantic lifting of data from
these sources, including straightforward lifting of structured
data, before moving on to the more challenging extraction
of semantics from semi-structured and unstructured data.

3.1 MODELLING ONLINE POSTS
The motivation for our approach outlines four major require-
ments for this modelling task:

i) to support and re-use existing standards—particularly
the W3C submission for SIOC [3]

ii) integration within established PIM knowledge models

iii) semantic decomposition into independent sub-posts

iv) representation of emerging online Social Web practices

The DLPO, of which an overview is given by Fig. 1, satis-
fies all of the above requirements. To adhere to the first,
the superclass dlpo:LivePost is itself an extension of the
generic sioc:Post, inheriting all SIOC properties that ap-
ply (e.g. sioc:has creator, sioc:hasTopic). DLPO also in-
troduces two subproperties of the core SIOC properties
sioc:has reply and sioc:reply Of, for use within the DLPO
context: dlpo:hasReply, dlpo:replyOf.

The second requirement ensures that the information
represented by DLPO is firmly integrated within the
wider context of distributed personal information mod-
elling. For the purpose, embracing the Information Ele-
ment (NIE) ontology, dlpo:LivePost is also a subclass of
nie:InformationElement. This means that a post instance
will inherit all properties that apply, e.g. nie:created and
its DLPO extension dlpo:timestamp, both of which are sub-
properties of dcterms:created. The purpose of the NIE on-
tologies10 is to provide a vocabulary for describing infor-
mation elements which are commonly present on a source
hosting information belonging to a user. The Personal In-
formation Model Ontology (PIMO)11 is then used to gen-
erate a representation of the user’s mental model, by ab-
stracting multiple information element occurrences (e.g. dif-
ferent contacts for a person, formats for a document, etc.)
onto a unique and integrated model. Sources for populat-
ing the PIM include personal devices and online accounts.
The Account Ontology (DAO) enables the representation
of online sources (e.g. Facebook, LinkedIn), such that per-
sonal information elicited from within can retain the link to

10http://www.semanticdesktop.org/ontologies/nie/
11http://www.semanticdesktop.org/ontologies/2007/
11/01/pimo/
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Table 2: General Approaches
[7] [24] [6] [9] [8] [1] [26] [18] [15] [20] di.me

Keyword Extraction # #   # #  # # #  
Topic Extraction # #  #     #   
NEE (Events) # G# #  G#  # # # G#  
NEE (People) # G#      #    
NEE (Activities) # G# # # G# # # # # #  
NEE (Locations) G# G#  #        
NER # # # # # #  # # #  
Semantic Lifting # # # # # #  # # #  

each source. dao:Account is a subclass of sioc:Container,
and dao:source a subproperty of sioc:hasContainer. An-
other relevant OSCAF ontology is the Annotation Ontol-
ogy (NAO)12, which provides a vocabulary for defining
generic, domain-independent relationships between related
resources. In the DLPO, the NAO is applied to define the
online post’s creator nao:creator, a defining image or symbol
nao:prefSymbol, topics nao:hasTopic, labels nao:prefLabel,
tags nao:hasTag, descriptions nao:description and point-
ers to the post’s unique identifier on the source account
nao:externalIdentifier. The DLPO also extends two NAO
properties, the nao:isRelated with dlpo:relatedResource, and
nao:hasSuperResource with dlpo:definingResource, to create
two types of generic relationships between online posts, or
their sub-types, to items in the PIM. dlpo:relatedResource
can be used to create a semantic link between a livepost and
the PIM items which it is about (e.g. a post about people,
topics, images, events, places, etc. that are known and rep-
resented in the PIM). The dlpo:definingResource goes one
step further, defining a direct relationship between a post
subtype and a PIM item (e.g. linking an EventPost to the
actual Event which it describes).

Sub-typing online posts is related to the third requirement,
that of decomposing a post into semantically distinguishable
subposts. Online service accounts commonly distinguish be-
tween different types of posts. The DLPO supports these
distinctions, and also the fact that post sub-types can either
occur individually or, also in conjunction (e.g. a composite

12http://www.semanticdesktop.org/ontologies/nao/

Status Message that contains text, a photo, a nearby lo-
cation, people tagged, etc.). By definition, a dlpo:LivePost
may consist of multiple subposts, which relationship can be
represented through the use of the dlpo:isComposedOf prop-
erty (a subproperty of nao:hasSubResource). The DLPO
differs between four categories of sub-posts:

1. Message - Represents the text-based subpart of on-
line posts. If a message is not in-reply to a previous
message (denoted by dlpo:replyOf ) then it is of subtype
dlpo:Status, otherwise it is of subtype dlpo:Comment.

2. MultimediaPost - Represents subposts containing links
to multimedia items that are either available online, or
that have been uploaded to the online account. This cat-
egory of subposts is further refined into dlpo:VideoPost,
dlpo:ImagePost and dlpo:AudioPost.

3. WebDocumentPost - Represents subposts containing
links to online text-based containers. Examples range
from a note (dlpo:NotePost) or blog entry (dlpo:BlogPost
as a subclass of sioct:BlogPost) to other unresolved non-
multimedia links (e.g. online article, web pages, etc.).

4. PresencePost - Represents subposts relating to a
user’s presence. This can refer to not only on-
line presence (dlpo:AvailabilityPost) but also physical
(dlpo:ActivityPost, dlpo:EventPost or dlpo:Checkin).

The use of the dlpo:definingResource property is crucial to
achieve the required integration of DLPO instance within

Figure 1: The LivePost Ontology

· #MSM2012 · 2nd Workshop on Making Sense of Microposts · 29



the PIM. In fact, subtypes are only defined for an online
post if it has been determined that it is describing exist-
ing PIM items. These items have clearly-defined seman-
tics, and therefore specific subposts will always have specific
items as their defining resource, as defined by one of the
OSCAF domain ontologies. For example, dlpo:EventPost
will be related to an ncal:Event instance from the Calendar
Ontology (NCAL)13, a dlpo:Checkin to a pimo:Location, a
dlpo:Video/Image/AudioPost to a respective instance from
the File Ontology (NFO)14, and an Availability/Activity-
Post to one of the available instances provided by the Pres-
ence Ontology15 (DPO) e.g. busy, available, etc. and trav-
elling, working, sleeping, etc.

The fourth modelling requirement is tackled by the introduc-
tion and/or adoption of a number of useful properties. These
currently include the dlpo:repostOf and dlpo:hasRepost pair
of properties to represent the functionality provided by many
online accounts to reshare a (personal or a contact’s) post
with different social accounts. Additionally, we also reuse
the nao:endorsedBy and its subproperty nao:favouritedBy
to represent Social Web functions of ‘liking’ and favourit-
ing/starring online posts, respectively.

3.2 SEMANTIC LIFTING
This section first explains the transformation from semi-
structured posts to a DLPO instance (Sect. 3.2.1), before
detailing the syntactic and semantic analysis performed to
extract richer information from both semi-structured post
metadata and unstructured text. The analysis is decom-
posed into several tasks, and grouped into one or more se-
mantic annotation pipelines defined using the General Archi-
tecture for Text Engineering (GATE) [11] and the ANNIE
IE system [10], which includes a variety of algorithms for
sentence splitting, gazetteer lookup, etc.

3.2.1 Lifting Semi-Structured data onto the PIM
This phase focuses on the integration of extracted data
within the PIM. At this stage, only explicit micropost knowl-
edge is captured and transformed into a DLPO instance.
The required XML to RDF16 transformation is carried out
through XSPARQL17. The latter combines XQuery18 and
SPARQL19, thus also enabling the use of external SPARQL
endpoints to further enrich the results (e.g. to resolve a
location-name based on its coordinates).

Listing 1 is an excerpt of the XSPARQL query created for
transforming tweets into dlpo:StatusMessage instances. At a
glance, it traverses status messages (tweets) contained in an
XML document. For each, a construct clause creates a new
dlpo:StatusMessage, and populates it with metadata. The
tweet author is created in the nested construct clause, and
linked to the status message using the nao:creator property.

13http://www.semanticdesktop.org/ontologies/ncal/
14http://www.semanticdesktop.org/ontologies/nfo/
15http://www.semanticdesktop.org/ontologies/dlpo/—
candidate OSCAF vocabulary for the representation of
recurring (online and physical) user presence components.

16http://www.w3.org/RDF/
17http://xsparql.deri.org/
18http://www.w3.org/TR/xquery/
19http://www.w3.org/TR/sparql11-query/

prefix xsd : <http ://www.w3.org /2001/ XMLSchema#>
prefix ...

let $doc := "<xml ><statuses >...</ statuses ></xml >"
let $statuses := $doc/statuses/status

return
for $status in $statuses

let $id := $status/id
let $time := $status/created_at
let $text := $status/text
let $user := $status/user
construct
{ _:stm{data($id)} a dlpo:StatusMessage;

nao:externalIdentifier {data($id)};
dlpo:timestamp {data($time)}^^xsd:dateTime;
dlpo:textualContent {data($text)};
nao:creator _:c{data($id)}.
{ let $userId := $user/id

let $name := $user/name
let $photoUrl := $user/profile_image_url
let $description := $user/description
construct {

_:c{data($id)} a nco:PersonContact;
nao:externalIdentifier {data($userId)};
nco:photo {data($photoUrl)};
nao:description {data($description)};
nco:fullname {data($name)}. }}}

Listing 1: XSPARQL query for Twitter

3.2.2 Preprocessing Unstructured Data
To maximize the quality of results of micropost analy-
sis, our pipeline starts off with the following operations:
emoticons removal, abbreviations substitution/removal (us-
ing noslang.com as an abbreviations dictionary), part-of-
speech (POS) tagging, stop words removal and stemming.
These tasks execute in that specific order, since e.g. stop
words are necessary for our POS tagger, even though they
are usually considered as noise by IE algorithms.

3.2.3 Keyword extraction
The majority of research on keyword/keyphrase extraction
concentrates on large collections of formal documents (e.g.
research papers, news articles), using techniques requiring
domain-specific training. Micropost keyword extraction is
more challenging due to various reasons; citing their length,
the informality of the language, and the higher diversity of
topics as examples. Two algorithms suitable for short text
(e.g. tweets) are the TF-IDF (term frequency–inverse doc-
ument frequency) and TextRank [16]. For our approach,
we selected TextRank due to i) a better performance com-
pared to classic TF-IDF [25], ii) the use of POS annotations
generated by the pipeline to double the accuracy of the out-
put [14], and iii) a design which may reduce the overhead of
dynamically adding new documents for the analysis, since
convergence is usually achieved after fewer iterations.

3.2.4 Topic extraction
In our context, topics are one level up in abstraction in com-
parison to keywords. When extracting topics for a resource,
they need not explicitly be in the text. Although they may
overlap, a topic is also distinct from a category. Whereas
the latter are meant for structuring items under a more-or-
less fixed taxonomy, the former are intended to function as
high-level markers (or tags). In fact, the envisaged di.me
userware will allow the user to extend a pre-defined set of
topics (instances of pimo:Topic).
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Techniques for topic discovery from corpora include Latent
Dirichlet Allocation (LDA) [2] and Latent Semantic Index-
ing (LSI) [12]. Both extract topics by clustering words or
keyphrases found within. These methods share one impor-
tant difficulty: finding a meaningful label for the topics.
Topic labels are a requirement for the di.me userware—they
need to make sense to the user. To overcome this issue, our
approach is to involve the user for assigning explicit topics
to items in their PIM (including microposts), and recom-
mend topic candidates by finding frequent keywords that
co-occur using FP-Growth [13], an algorithm for keyword
pattern mining. This algorithm was selected because it of-
fers good performance with limited amount of data, takes
minimum support as an argument, leaving the possibility to
change how it behaves as the data grows; and is currently
one of the fastest approaches to frequent item set mining.

3.2.5 Named-entity extraction
Our NEE task is special since extracted entities are to be
mapped onto the user’s PIM, which can be seen as a per-
sonalised set of entities. Core concepts of the PIMO ontol-
ogy are also very similar to the generic entities typically ex-
tracted by named-entity recognition algorithms (e.g. people,
organisations, locations), but they also include more per-
sonal (or group) entities (e.g. projects, events, tasks). After
extraction, entities will be matched against resources in the
PIM, and if that doesn’t return any, against the LOD cloud.
The matching is syntax-based, comparing named-entity and
resource (rdfs:label) labels. If several matches are returned,
a confidence value will be calculated for each resource, based
on keywords extracted from microposts and from descriptive
metadata about the resource (e.g. rdfs:comment).

NEE taggers based on gazetteers such as [19], [15] or [11]
are a good fit for entity extraction where a personal KB
may feedback the algorithm with new entities created either
directly by the user, or as the result of integrating data from
an external KB.

3.2.6 Named-entity & co-reference resolution
To determine orthographic co-reference between terms in
natural language text, we use the orthomatcher module in
GATE. An existing hand-crafted set of rules will be ex-
tended for additional entity types handled for di.me, e.g.
pimo:Project. Due to the short lengths of text, co-reference
resolution in microposts is hard. However, grouping them
into ‘conversations’ through (e.g. replies and retweets), the
algorithms will have more contextual information to work
with. Until entity co-reference is combined with resolution,
microposts are not able to enrich the PIM and vice-versa.
The fact that “John Doe” and “Mr. Doe” are in fact the
same person, is not directly exploitable in semantic lifting.
Here, we employ the Large KB Gazetteer GATE module to
query the PIM in order to create a gazetteer for entity look-
up. The results of a similarity measure (1) involving the
Levenshtein distance:

se =
Levenshtein (ei) − le

le
(1)

—where se is the similarity score for an entity ei, and le is
its length—are sorted such that only those with the high-

est similarity are considered. Resource pairs with a score of
above 0.9 are automatically interlinked, whereas pairs be-
tween 0.7 and 0.9 will require confirmation through the user
interface, or discarded if ignored.

3.2.7 Hyperlink resolution
We make use of regular expressions to determine the type
of the resource underneath hyperlinks embedded in microp-
osts, i.e. image, video, audio, document, etc. Their type
can also be determined by their content-type (e.g. im-
age/jpeg generates an instance of an dlpo:ImagePost. In
case the content-type is text/html, all boilerplate and tem-
plate/presentation markup around the main textual con-
tent is detected and removed using boilerpipe. Depending
on the type, the resource is then passed on to one of the
pipelines for content analysis. The same keyword, topic and
NE extraction techniques will here be applied to extract and
annotate the relevant post subtype (e.g. dlpo:ImagePost,
dlpo:WebDocumentPost) with topics and tags, as well as link
them to matched resources in the PIM or the LOD cloud.

3.2.8 Time window analysis
A user’s personal events are crawled from calendaring tools
and services and integrated within the PIM as instances of
ncal:Event. Events are an important source of information,
since they usually occur at a specific time and have a lim-
ited duration. This conforms to what we refer to as a ‘time
window’, which provides the analysis tasks with context in-
formation. In this sense, we have identified two tasks to
which this extra context is especially beneficial: NER and
co-reference resolution.

In microposts such as“In the MSM workshop in Lyon. David
is giving a great presentation, amazing work!”, ‘David’ may
be recognised as a named-entity (Person). To determine
which specific pimo:Person instance this refers to without
having more information is hard, if not impossible. Event
instances in the PIM may refer to a list of attendees20.
By taking into consideration a workshop event (instance of
ncal:Event) that is known to be taking place now, and in
which a particular David is also an attendee, will help dis-
ambiguate the micropost named-entity for David.

Microposts are usually informal and incomplete, e.g. “great
performance! I love them :)”. Although no named-entities
can be extracted from this text, by adding contextual infor-
mation and performing co-reference resolution, the results
may improve significantly. For example, the author of the
above post is known to be attending an event described
as “Chemical Brothers concert”, where ‘Chemical Brothers’
has been recognised as a named-entity and disambiguated
to the LOD resource http://dbpedia.org/resource/The_

Chemical_Brothers. Time windowing analysis allows for
co-reference resolution to be applied on both the post and
the event description, such that ‘them’ in the former may be
resolved to the entity in the latter, resulting in an additional
semantic link between two items in the PIM.

4. USE CASES FOR APPLICATION
20As extracted from structured or unstructured calendar
data—which is not discussed in this paper.
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In this section we demonstrate the novelty of our approach
through a simple use-case. Fig. 2 depicts how two items
(larger rectangles), posted online by user Juan on two dif-
ferent accounts—Facebook and Twitter, are represented as
DLPO instances, and integrated within the rest of the PIM
ontologies. Once the post from Twitter (left-hand side) is
obtained and transformed to RDF, core metadata is imme-
diately generated for the dlpo:LivePost instance, consisting
of relationships to the source (i.e. Twitter, as a known in-
stance of dao:Account/sioc:Container in the PIM), to the
creator (i.e. Juan Martinez, a known pimo:Person) and
of other easily-obtained data, such as a timestamp. Since
the post contains textual content that does not form part
of a URI, an instance of dlpo:Status is generated as a sub-
post, through dlpo:isComposedOf. This subpost type only
points to a string containing the textual content. Follow-
ing a successful execution of the next stage in the semantic
lifting process, the reference to “@aalford” is matched to
the known PIM item ‘Anna Alford’ (pimo:Person). Sim-
ilarly, the reference to ‘#Lyon’ is matched to another ex-
isting item. This time however, the item is not found in
the user’s PIM, but in an external open KB (e.g. DBPe-
dia). Since not enough information about the semantics of
the relationship between the post and these items can be
extracted (without as yet resorting to natural language pro-
cessing techniques to determine e.g. that an arrival to a
place amounts to a check-in), the items are loosely linked to
the superpost through dlpo:relatedResource. Once the hy-
perlink from the post to the external Lyon representation is
established, the same resource is adopted to the PIM as an
external instance of pimo:City, thus virtually also becom-
ing part of the PIM. In addition, the lemma for ‘arrived’,
together with the reference to a pimo:City, are matched to
two of the items (keyword “arrive”, any location instance)
assigned to a pre-defined pimo:Topic - Travel. As a result,
this post is assigned this topic through nao:hasTopic.

Figure 2: Semantic Integration of Post Concepts

The post retrieved from Facebook (right-hand side) gener-
ates another dlpo:LivePost instance. The relationship be-
tween the post and the ‘Anna’ and ‘Lyon’ PIM items is
in this case easier to extract, since the information on this
source is more structured (Anna is tagged, and Lyon is
shown as a nearby location). The improved structure also
translates into the generation of a specific dlpo:Checkin sub-

post instance for the superpost, whose defining resource is
the same representation for Lyon linked to both external
posts through dlpo:relatedResource. As the post on Face-
book also includes a link, hyperlink resolution is employed
to determine that it is not of any specific type (multimedia,
blogpost, URI describing a resource, etc.). Thus, an instance
of dlpo:WebDocumentPost is generated as a subpost, with its
defining resource being the URL for the web document itself.
It is also determined that the superpost is composed of two
other subposts - an dlpo:EventPost and an dlpo:ActivityPost.
The former is discovered after the ‘MSM Workshop’ named
entity is matched to the label of an existing pimo:Event in-
stance, thus automatically becoming the subpost’s defining
resource. Similarly, lemmas from the textual content of the
superpost are matched to keywords attached to an exist-
ing system-defined instance of the dpo:Activity class in the
DPO—‘Working’. As a result, it is established that the user
is posting about a ‘Working’ activity that is currently in
progress. As shown in Fig. 2, our approach enables posts
from different sources to be mapped to unique representa-
tions of items in both the PIM and the LOD cloud.

5. FUTURE WORK AND CONCLUSIONS
In this paper we have presented an approach for analysing
and extracting presence-related information from Social
Web sharing activities, in order to enrich a user’s integrated
Personal Information Model, so as to improve the user’s ex-
perience in using a proposed intelligent personal information
management system—the di.me userware. Apart from be-
ing the basis for providing context-aware recommendations,
aggregated user presence-related information also becomes
more readily available for Social Web sharing.

Our main contribution is the DLPO ontology, which suc-
cessfully combines aspects from both user presence and on-
line posting domains in a concise ontology, itself integrated
within established PIM Knowledge Models. Although most
of the discussed techniques for semantic lifting have al-
ready been implemented, some in a more advanced state
(keyword/topic extraction, hyperlink resolution) than oth-
ers (NEE, NER & co-reference resolution), the overall ap-
proach is still being improved and extended. Apart from dis-
cussed advanced features such as time window analysis, next
in line for investigation are techniques for a richer seman-
tic analysis of posts, either by additional natural language
processing techniques (e.g. to discover implicit user actions
in text) or through the exploitation of metadata that is al-
ready attached to shared items (e.g. location coordinates
from a posted image), through the use of vocabularies such
as Rich Snippets, Open Graph protocol, schema.org, RDFa,
Microdata and Microformats. This metadata is much more
easily-obtained, since it already contains explicit references
to entities in the LOD Cloud. Once all of the envisaged
functionality is in place and the di.me userware is deployed
for use, we will perform an adequate evaluation of our entire
approach as we propose it. Evaluation will be performed on
three different aspects — i) success of online post decomposi-
tion compared against a manual approach, ii) determination
of PIM concepts that online posts are mostly/rarely/never
linked to, and iii) decomposition of online posts within dif-
ferent social networks, to find out which subtypes are mostly
useful for users e.g. checkins - users can see the current lo-
cation of their contacts in a graph format, event posts - are
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automatically stored in a personal calendar, activity posts -
graph representation showing the activities that a user nor-
mally does. In the meantime, we plan to evaluate individual
aspects of the overall technique and improve it accordingly.
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ABSTRACT 
Visual techniques provide an intuitive way of making sense of the 
large amounts of microposts available from social media sources, 
particularly in the case of emerging topics of interest to a global 
audience, which often raise controversy among key stakeholders. 
Micropost streams are context-dependent and highly dynamic in 
nature. We describe a visual analytics platform to handle high-
volume micropost streams from multiple social media channels. 
For each post we extract key contextual features such as location, 
topic and sentiment, and subsequently render the resulting multi-
dimensional information space using a suite of coordinated views 
that support a variety of complex information seeking behaviors. 
We also describe three new visualization techniques that extend 
the original platform to account for the dynamic nature of micro-
post streams through dynamic topography information landscapes, 
news flow diagrams and longitudinal cross-media analyses. 

Categories and Subject Descriptors 
H.5.2 [Information Interfaces and Presentation]: User Interfaces – 
interaction styles. I.3.6. [Computer Graphics]: Methodology and 
Techniques – Interaction Technique. 

General Terms 
Algorithms, Measurement, Design, Human Factors 

Keywords 
Social Media Analytics, Microposts, Contextual Features, News 
Flow, Dynamic Visualization, Information Landscape  

1. INTRODUCTION 
The ease of using social media channels has enabled people from 
around the world to express their opinions and propagate local or 
global news about virtually every imaginable topic. In doing so, 
they most often make use of short text messages (tweets, status 
updates) that we collectively refer to as microposts. Given the 
high volume, diversity and complex interdependency of social 
media-specific micropost streams, visual techniques play an in-
creasingly important role in making sense of these novel data 
sources. Visual techniques can support analysts, journalists and 

marketing managers alike in taking the pulse of public opinion, in 
understanding the perceptions and preferences of key stakehold-
ers, in detecting controversies, and in measuring the impact and 
diffusion of public communications. This is particularly true for 
domains that pose challenges through their global reach, the com-
peting interests of many different stakeholders, and the dynamic 
and often conflicting nature of relevant evidence sources (e.g., 
environmental issues, political campaigns, financial markets). 

To support such scenarios across application domains, we have 
developed a (social) media monitoring platform with a particular 
focus on visual analytics (Hubmann, 2009). The platform enables 
detecting and tracking topics that are frequently mentioned in a 
given data sample (e.g., a collection of Web documents crawled 
from relevant sources). The advanced data mining techniques 
underlying the platform extract a variety of contextual features 
from the document space. A visual interface based on multiple 
coordinated views allows exploring the evolution of the document 
space along the dimensions defined by these contextual features 
(temporal, geographic, semantic, and affective), and subsequent 
drill-down functionalities to analyze details of the data itself. In 
essence, the platform has the key characteristics of a decision 
support system, namely: 1) it aggregates data from many diverse 
sources; 2) it offers an easy to use visual dashboard for observing 
global trends; 3) it allows both a quick drill-down and complex 
analyses along the dimensions of the extracted contextual fea-
tures. We briefly report on the overall platform in Section 3. 

The platform has been originally designed to analyze traditional 
news media, but from early 2011 we have adapted it to support 
micropost analysis, taking advantage of the robust infrastructure 
for crawling, analyzing and visualizing Web sources. The multi-
dimensional analysis enabled by the original design of the portal 
is well suited for analyzing contextual features of microposts. 
However, the visualization metaphors did not properly capture the 
highly dynamic nature of micropost streams, nor did they allow 
cross-comparison between social and traditional media sources. 
Our latest research therefore focuses on novel methods to support 
temporal analysis and cross-media visualizations. In sections 4, 5 
and 6 we describe these novel visualizations. 

2. RELATED WORK 
With the rise of the social networks (Heer, 2005), understanding 
large-scale events through visualization emerged as an important 
research topic. Various visual interfaces have been designed for 
inspecting news or social media streams in diverse domains such 
as sports (Marcus, 2011), politics, (Diakopoulos, 2010; Shamma, 
2009; Shamma, 2010), and climate change (Hubmann, 2009).  
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Researchers have emphasized different aspects of extracting 
useful information including (sub-)events (Adams, 2011), topics 
(Hubmann, 2009), and video fragments (Diakopoulos, 2011). Vox 
Civitas, for example, is a visual analytic tool that aims to support 
journalists in getting useful information from social media streams 
related to televised debates and speeches (Diakopoulos, 2010). In 
terms of the number and type of social media channels that are 
visualized, most approaches focus primarily on Twitter, while 
streams from Facebook and YouTube are visualized to a lesser 
extent (Marcus, 2010). We regard these three channels as equally 
important and visualize their combined content. 

To reflect the dynamic nature of social media channels, some 
visualizations provide real-time updates displaying messages as 
they are published, and also projecting them onto a map – e.g., 
TwitterVision.com or AWorldofTweets.frogdesign.com. Given the 
computational overhead, however, real-time visualizations are the 
exception rather than the norm, since most projects rely on update 
times anywhere between a few minutes and a few days. 

Visual techniques render microposts along dimensions derived 
from their contextual features. Most frequently, visualization rely 
on temporal and geographic features, but increasingly they exploit 
more complex characteristics such as the sentiment of the microp-
ost, its content (e.g., expressed through relevant keywords), or 
characteristics of its author. Indeed, user clustering as seen in 
ThemeCrowds (Archambault, 2011) or geographical maps (e.g., 
(Marcus, 2011), TwitterReporter (Meyer, 2011)) are must-have 
features for every system that aims to understand local news and 
correlate them with global trends. Commercial services such as 
SocialMention.com and AlertRank.com use visualizations to track 
sentiment across tweets. During the 2010 U.S. Midterm Elections, 
sentiment visualizations have been present in all major media 
outlets from New York Times to Huffington Post (Peters, 2010). 

Fully utilizing contextual features requires the use of appropriate 
visual metaphors. In general, social media visualizations rely on 
one of the following three visual metaphors:  

 Multiple Coordinated Views, also known as linked or tightly 
coupled views in the literature (Scharl, 2001), (Hubmann, 
2009), ensures that a change in one of the views triggers an 
immediate update within the others. For example, the inter-
face of Vox Civitas uses coordinated views to synchronize a 
timeline, a color-coded sentiment bar, a Twitter flow and a 
video window which helps linking parts of the video to rele-
vant tweets (Diakopoulos, 2010). Additionally, (Marcus, 
2011) use the multiple coordinated views in their system 
geared towards Twitter events and offer capabilities to drill 
down into sub-events and explore them based on geographic 
location, sentiment and link popularity.  

 Visual Backchannels (Dork, 2010) represent interactive 
interfaces synchronizing a topic stream (e.g., a video) with 
real-time social media streams and additional visualizations. 
This concept has evolved from the earlier concept of digital 
backchannel, referring to news media outlets supplementing 
their breaking news coverages with relevant tweets – e.g., 
during political debates or sport games (Shamma, 2010). 
However, additionally to the methods described in Hack the 
Debate (Shamma, 2009) and Statler (Shamma, 2010), tools 
that use the visual backchannel metaphor display not only the 
Twitter flow that corresponds to certain media events such as 
debates, but also a wealth of graphics and statistics.  

 Timelines follow the metaphor with the longest tradition, 
well suited for displaying the evolution of topics over time. 
Aigner et al. present an extensive collection of commented 
timelines (Aigner, 2011). The work by Adams et al. (Adams, 
2011) is similar to our approach as it combines a color-coded 
sentiment display with interactive tooltips. 

Beyond understanding micropost streams, a challenging research 
avenue compares the content of social media coverage with that of 
traditional news outlets. Cross-media analysis based on social 
sources is a relatively new field, but promising results have been 
published recently. In most cases comparisons are made between 
two sources such as Twitter and New York Times (Zhao, 2011), 
or Twitter and Yahoo! News (Hong, 2011). (Zhao, 2011) com-
pares a Twitter corpus with a New York Times corpus to detect 
trending topics. For the New York Times, they apply a direct 
Latent Dirichlet Allocation (LDA), while for Twitter they use a 
modified LDA under the assumption that most tweets refer to a 
single topic. They use metrics including the distribution of catego-
ries, breadth of topics coverage, opinion topic and the spread of 
topics through re-tweets, and show that most Twitter topics are 
not covered appropriately by traditional news media channels. 
They conclude that for spreading breaking world news, Twitter 
seems to be a better platform than a traditional medium such as 
New York Times. Hong et al. compare Twitter with Yahoo! News 
to understand temporal dynamics of news topics (Hong, 2011). 
They show that local topics do not appear as often in Twitter, and 
they go on to compare the performance of different models (LDA, 
Temporal Collection, etc). (Lin, 2011) conducts a study on media 
biasing on both social networks and news media outlets, but is 
focused only on the quantity of mentions. While these studies 
highlight differences between social and news media, they typi-
cally lack visual support for monitoring diverse news sources. 

3. ACQUISITION AND AGGREGATION 
OF CLIMATE CHANGE MICROPOSTS  
Climate Change is a global issue characterized by diverse opin-
ions of different stakeholders. Understanding the key topics in this 
area, their global reach and the opinions voiced by different par-
ties is a complex task that requires investigating how these dimen-
sions relate to each other. The Media Watch on Climate Change 
portal (www.ecoresearch.net/climate) addresses this task by 
providing advanced analytical and visual methods to support 
different types of information seeking behavior such as browsing, 
trend monitoring, analysis and search.  

The underlying technologies have originally been developed for 
monitoring traditional news media (Hubmann, 2009) and have 
recently been adapted for use with social media sources, in partic-
ular micropost content harvested from Twitter, YouTube and 
Facebook. Between April 2011 and March 2012, the system has 
collected and analyzed an estimated 165,000 microposts from 
these channels. To support a detailed analysis of the collected 
microposts, we use a variety of visual metaphors to interact with 
contextual features along a number of dimensions: temporal, 
geographic, semantic and attitudinal. A key strength of the inter-
face is the rapid synchronization of multiple coordinated views. It 
allows selecting the relevant data sources and provides trend 
charts, a document viewing panel as well as just-in-time infor-
mation retrieval agents to retrieve similar documents in terms of 
either topic or geographic location. The right side of the interface 
contains a total of four different visualizations (two of which are 
being shown in Figure 1), which capture global views on the 
dataset. In addition to the shown semantic map (= information 
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ABSTRACT
Social bots are automatic or semi-automatic computer pro-
grams that mimic humans and/or human behavior in online
social networks. Social bots can attack users (targets) in on-
line social networks to pursue a variety of latent goals, such
as to spread information or to influence targets. Without
a deep understanding of the nature of such attacks or the
susceptibility of users, the potential of social media as an
instrument for facilitating discourse or democratic processes
is in jeopardy. In this paper, we study data from the So-
cial Bot Challenge 2011 - an experiment conducted by the
WebEcologyProject during 2011 - in which three teams im-
plemented a number of social bots that aimed to influence
user behavior on Twitter. Using this data, we aim to de-
velop models to (i) identify susceptible users among a set
of targets and (ii) predict users’ level of susceptibility. We
explore the predictiveness of three different groups of fea-
tures (network, behavioral and linguistic features) for these
tasks. Our results suggest that susceptible users tend to use
Twitter for a conversational purpose and tend to be more
open and social since they communicate with many different
users, use more social words and show more affection than
non-susceptible users.

Keywords
social bots, infection, user models

1. INTRODUCTION
Online social networks (OSN) like Twitter or Facebook are
powerful instruments since they allow reaching millions of
users online. However, in the wrong hands they can also

be used to spread misinformation and propaganda, as one
could for example see during the US political elections [9].
Recently a new breed of computer programs so-called social
media robots (short social bots or bots) emerged in OSN.
Social bots are automatic or semi-automatic computer pro-
grams that mimic humans and/or human behavior in OSN.
Social bots can be directed to attack users (targets) to pur-
sue a variety of latent goals, such as to spread information
or to influence users [7]. Recent research [1] highlights the
danger of social bots and shows that Facebook can be infil-
trated by social bots sending friend requests to users. The
average reported acceptance rate of such friend requests was
59.1% which also depended on how many mutual friends the
social bots had with the infiltrated users, and could be up
to 80%. This study clearly demonstrates that modern secu-
rity defenses, such as the Facebook Immune System, are not
prepared for detecting or stopping a large-scale infiltration
caused by social bots.

We believe that modern social media security defenses need
to advance in order to be able to detect social bot attacks.
While identifying social bots is crucial, identifying users who
are susceptible to such attacks - and implementing means to
protect against them - is important in order to protect the
effectiveness and utility of social media. In this paper, we de-
fine a target to represent a user who has been singled out by
a social bot attack, and a susceptible user as a user who has
been infected by a social bot (i.e. the user has in some way
cooperated with the agenda of a social bot). This work sets
out to identify factors which help detecting users who are
susceptible to social bot attacks. To gain insights into these
factors, we use data from the Social Bot Challenge 2011
and introduce three different groups of features: network
features, behavioral features and linguistic features. In to-
tal, we use 97 different features to first predict infections by
training various classifiers and second aim to predict users’
level of susceptibility by using regression models.

Thus, unlike previous research, our work does not focus on
detecting social bots in OSN, but on detecting users who are
susceptible to their attacks. To the best of our knowledge,
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this represents a novel task that has not been proposed or
tackled previously. Our work is relevant for researchers in-
terested in social engineering, trust and reputation in the
context of OSN.

2. RELATED WORK
Social bots represent a rather new phenomenon that has re-
ceived only little attention so far. For example, Chu et al. [3]
use machine learning to identify three types of Twitter user
accounts: users, bots and cyborgs (users assisted by bots).
They show that features such as entropy of posts over time,
external URL ratio and Twitter devices (usage of external
Twitter applications) give good indications for differentiat-
ing between distinct types of user accounts [1]. Work by
[6] describes how honeypots can be used to identify spam
profiles in OSN. They present a long term study where 60
honeypots were able to harvest about 36.000 candidate con-
tent polluters over a period of 7 months. Based on the col-
lected data they trained a classification model using fea-
tures based on User Demographics, User Friendship Net-
works, User Content and User History. Their results and
show that features which were most useful for differentiat-
ing between content polluters and legitimate users were User
Friendship Network based features, like the standard devia-
tion of followees and followers, the change rate of the number
of followees and the number of followees. In the context of
the goals of this paper, related work on spam detection in
OSN is as well relevant. For example, Wang et al. [14] pro-
pose a general purpose framework for spam detection across
multiple social networks. Unlike previous research, our work
does not focus on detecting spammers or social bots in OSN,
but on detecting users who are susceptible to their attacks.

Research about users’ online behavior in general represents
another field that is closely related to our research on user
susceptibility. Predicting users’ interaction behavior (i.e.,
who replies to whom, who friends whom) in online media
has been previously studied in the context of email com-
munications [12] and more recently in the context of social
media applications. For example, Cheng et al. [2] consider
the problem of reciprocity prediction and study this prob-
lem in a communication network extracted from Twitter.
The authors aim to predict whether a user A will reply to a
message of user B by exploring various features which char-
acterize user pairs and show that features that approximate
the relative status of two nodes are good indicators of reci-
procity. Work described in [10] considers the task of predict-
ing discussions on Twitter, and found that certain features
were associated with increased discussion activity - i.e., the
greater the broadcast spectrum of the user, characterized by
in-degree and list-degree levels, the greater the discussion
activity. The work of Hopcroft et al. [4] explores follow-
back-behavior of Twitter users and find strong evidence for
the existence of the structural balance among reciprocal re-
lationships. In addition, their findings suggest that different
types of users reveal interesting differences in their follow-
back behavior: the likelihood of two elite users creating a
reciprocal relationships is nearly 8 times higher than the
likelihood of two ordinary users. Our work differs from the
related work discussed above by focusing on modeling and
predicting the behavior of users who are currently attacked
by social bots.

3. THE SOCIAL BOT CHALLENGE
The Social Bot Challenge was a competition organized by
Tim Hwang (and the WebEcologyProject). The competi-
tion took place between January and February 2011. The
aim was to have a set of competing teams developing social
bots that persuade targets to interact with them - i.e., re-
ply to them, mention them in their tweets, retweet them or
follow them. The group of targets consisted of 500 unsus-
pecting Twitter users which were selected semi-randomly:
all users had an interest in or tweeted about cats. The ma-
jority of targets exhibited a high activity level, that means
they tweeted more than once a day. We define a suscepti-
ble user as a target that interacted (i.e., replied, mentioned,
retweeted or followed) at least once with a social bot.

3.1 Rules
Each team was allowed to create one lead bot (the only bot
allowed to score points) and an arbitrary number of support
bots. The participating teams got points for every successful
interaction between their lead bot and any target. One point
was awarded for any target who started following a lead bot
and three points were awarded for any target who replied
to, mentioned or retweeted a lead bot.

The following rules were announced for the game:

• No humans are allowed during the game. That means
bots need to act in a completely automated way.

• Teams were not allowed to report other teams as spam
or bots to Twitter, but other countermeasures and
strategies to harm the opponents are allowed.

• The existence of the game needs to remain a secret.
That means bots are not allowed to inform others about
the game.

• The code needs to be published as open source under
the MIT license.

• Teams are allowed to collaborate. That means they
are allowed to talk to each other and exchange their
code.

There was a period of 14 days during which teams were
allowed to develop their social bots. Afterwards the game
started on the Jan 23rd 2011 (day 1) and ended Feb 5th
2011 (day 14). During this period, bots were autonomously
active for the first 7 days. At the 30th of January (day 8)
the teams were allowed to update their codebase and change
strategies. After this optional update, the bots continued
to be autonomously active for the remaining time of the
challenge

3.2 Participants and Challenge Outcome
The following three teams competed in the challenge.

• Team A - @sarahbalham The lead bot sarahbalham
claims to be a young woman who grew up on the coun-
tryside and just moved to the city. This team didn’t
construct a bot-network,but only used one lead bot.
This lead bot created 143 tweets, which is rather low
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in comparison to the other teams, and used only a few
@replies and hashtags. Despite low activity level this
team could reach the highest number of mutual con-
nections, which is 119 connections. Overall the team
only collected 170 points, since only 17 interactions
with targets were counted.

• Team B - @ninjzz The woman impersonated by this
bot - ninjzz - doesn’t provide much personal infor-
mation, only that she is a bit shy and looking for
friends on Twitter. Ninjzz was supported by 10 other
bots, which also created some tweets. This bot was
rather defensive in the first round of the challenge,
but changed the strategy on day 8 and acted in a
much more aggressive way in the second part of the
challenge. Overall this team created 99 mutual con-
nections and 28 interactions, and therefore collected
183 points.

• Team C - @JamesMTitus The bot JamesMTitus
claims to be a 24 old guy from New Zealand, who is
new on Twitter, and a real cat enthusiast. Team C
with their bot JamesMTitus won the game by col-
lecting 701 points, with 107 mutual connections and
198 interactions. This team had five support bots, who
only created social connections but did not tweet at all.
The team picked a very aggressive strategy, tweeted a
lot and also made extensively use of @replies, retweets
and hashtags.

4. DATASET
The authors of this paper were not involved in nor did they
participate in the design, setup or execution of this chal-
lenge. The dataset used for this analysis was provided by
the WebEcologyProject after the challenge took place. Ta-
ble 1 provides a basic description of this dataset. Figure 1
shows infections over time - i.e., it depicts on which day of
the challenge targets interacted with social bots for the first
time. One can see from this figure that at the beginning
of the challenge - on day 2 - already 87 users became in-
fected. One possible explanation for this might be the usage
of auto-following features which some of the targets might
have used. One can see from Figure 2 that for the users who
became infected at an early stage of the challenge, we do
not have many tweets in our dataset. This is a limitation of
the dataset we use, which includes only tweets authored be-
tween the 23th of January and the 5th of February and social
relations which where existent at the this point in time or
created during this time period. Since most of our features
require a certain amount of tweets a user authored in order
to contain meaningful information about the user, we de-
cided to remove all users who became susceptible before day
7. While this means we loose 133 susceptible users as sam-
ples for our experiments, we believe (i) that the remaining
76 susceptible users and 298 non-susceptible users are suffi-
cient to train and test our classifiers and regression models
and (ii) that eliminating those users that might have used an
auto-follow feature is a good since they are less interesting
to study from a susceptibility viewpoint.

5. FEATURE ENGINEERING
We adopt a two-stage approach to modeling targets’ suscep-
tibility to social bot attacks: (i) We aim to identify infected
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Figure 1: This figure shows for each day of the chal-
lenge the number of users who were infected - i.e.,
they interacted with a social bot for the first time.

Figure 2: This figure shows when users were infected
and how many tweets they have published before -
i.e. between the start of the challenge and the day
they were infected.

Table 1: Description of the Social Bot Challenge dataset

Susceptible 202
Non-Susceptible 298
Mean Tweets per User 146.49
Mean Nr of Follower/Followees per User 8.5

users via a binary classification task, and (ii) we aim to pre-
dict the level of susceptibility per infected user. To this end
we explore three distinct feature sets that can be leveraged
to describe the susceptibility of users: linguistic features,
behavioral features and network features.

For all targets, we computed the features by taking all tweets
they authored (up to the point in time where they become
infected) and a snapshot of the targets’ follow network which
was as recorded at the 26th of January (day 4). Since we
only study susceptible users who became infected on day 7
or later, this follow network snapshot does not contain any
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future information (such as tweets or social relations which
were created after a user became infected) which could bias
our prediction results. Based on this aggregation of tweets,
we constructed the interaction and retweet network of each
user by analyzing their reply and retweet interactions.

5.1 Linguistic Features
Previous research has established that physical and psycho-
logical functioning are associated with the content of writ-
ing [8]. In order to analyze such content in an objective and
quantifiable manner, Pennebaker and colleagues developed
a computer based text-analysis program, known as the Lin-
guistic Inquiry and Word Count (short LIWC) [11]. LIWC
uses a word count strategy searching for over 2300 words or
word stems within any given text. The search words have
previously been categorized by independent judges into over
70 linguistic dimensions. These dimensions include standard
language categories (e.g., articles, prepositions, pronouns in-
cluding first person singular, first person plural, etc.), psy-
chological processes (e.g., positive and negative emotion cat-
egories, cognitive processes such as use of causation words,
self-discrepancies), relativity-related words (e.g., time, verb
tense, motion, space), and traditional content dimensions
(e.g., sex, death, home, occupation).

In this work we use those 70 linguistic dimensions1 as lin-
guistic features and compute them based on the aggregation
of tweets authored by each target. Due to space limits we
do not describe all 70 features in detail, but explain those
which seem to be relevant for modeling the susceptibility of
users in the result section.

5.2 Network Features
To study the predictiveness of network theoretic features we
constructed the following three directed networks from the
data. In each of the networks nodes correspond to targets,
while edges are constructed differently.

• User-Follower - A network representing the target -
follower structure in Twitter. There exists an directed
edge from user A to user B if the user A is followed by
B.

• Retweet - A network representing the retweet behavior
of targets. In this network there exists an edge from
A to B if user A retweeted a message from B.

• Interaction - The third network captures the general
interaction behavior of targets. There exists an edge
from user A to user B if user A either mentioned,
replied, or retweeted user B.

For each point in time, we constructed a retweet and in-
teraction network by analyzing all tweets users published
before that timestamp. The follower-network is based on a
snapshot which was as recorded at the 26th of January (day
4).

1http://www.liwc.net/descriptiontable1.php

5.2.1 Hub and Authority Score
Using Kleinberg’s HITS algorithm [5], we calculated the au-
thority as well as the hub score for all targets in our net-
works. A high authority-score indicates that a node (i.e.,
a user) has many incoming edges from nodes with a high
hub score, while a high hub-score indicates that a node has
many outgoing edges to nodes with high authority scores.
For example, in the retweet network a high authority score
indicates that a user is retweeted by many other users who
retweeted many users, while a high hub score indicates that
the user retweets many others who are as well retweeted by
many others.

5.2.2 In- and Out-Degree
A high in-degree indicates that a node (i.e., a user) has many
incoming edges, while a high out-degree indicates that a
node has many outgoing edges. For example, in the interac-
tion network a high in-degree means that a user is retweeted,
replied, mentioned and/or followed by many other users,
while a high out-degree indicates that the user retweets,
replies, follows and/or mentions many other users.

5.2.3 Clustering Coefficient
The clustering coefficient is defined as the number of actual
links between the neighbors of a node divided by the number
of possible links between the neighbors of that node. A high
clustering coefficient of a node indicates that a node has a
central position in the network. For example, in the follow
network a high clustering coefficient indicates that the users
a user follows or is followed by, are also well connected via
follow relations.

5.3 Behavioral Features
In our own previous work [13], we introduced a number of be-
havioral or structural measures that can be used to charac-
terize user streams and reveal structural differences between
them. In the following, we describe some of those measures
and elaborate how we use them to gauge the susceptibility
of targets.

5.3.1 Conversational Variety
The conversational variety per message CV pm represents
the mean number of different users mentioned in one mes-
sage of a stream and is defined as follows:

CV pm =
|Um|
|M | (1)

To measure the number of users being mentioned in a stream
(e.g., via @replies or slashtags), we introduce |Um| for um ∈
Um. A high conversational variety indicates that a user talks
with many different users.

5.3.2 Conversational Balance
To quantify the conversational balance of a stream, we de-
fine an entropy-based measures, which indicates how evenly
balanced the communication efforts of a user is distributed
across his communication partners. We define the conversa-
tional balance of a stream as follows:

CB = −
�

u∈Um

P (m|u) ∗ log(P (m|u)) (2)
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A high conversational balance indicates that the user talks
equally much with a large set of users, i.e. the distribution of
conversational messages per user is even. Therefore a high
score indicates that it is hard to predict with whom a user
will talk next.

5.3.3 Conversational Coverage
From the number of conversational messages |Mc| - i.e., mes-
sages which contain an @reply - and the total number of
messages of a stream |M |, we can compute the conversa-
tional coverage of a user stream, which is defined as follows:

CC =
|Mc|
|M | (3)

A high conversational coverage indicates that a user is using
Twitter mainly for a conversational purpose.

5.3.4 Lexical Variety
To measure the vocabulary size of a stream, we introduce
|Rk|, which captures the number of unique keywords rk ∈ Rk

in a stream. For normalization purposes, we include the
stream size (|M |). The lexical variety per message LVpm
represents the mean vocabulary size per message and is de-
fined as follows:

LV pm =
|Rk|
|M | (4)

5.3.5 Lexical Balance
The lexical balance LB of a stream can be defined, in the
same way as the conversational balance, via an entropy-
based measure which quantifies how predictable a keyword
is on a certain stream.

5.3.6 Topical Variety
To compute the topical variety of a stream, we can use ar-
bitrary surrogate measures for topics, such as the result of
automatic topic detection or manual labeling methods. In
the case of Twitter we use the number of unique hashtags
rh ∈ Rh as surrogate measure for topics. The topical va-
riety per message TV pm represents the mean number of
topics per message and is defined as follows:

TV pm =
|Rh|
|M | (5)

5.3.7 Topical Balance
The topical balance TB can, in the same way as the con-
versational balance, be defined as an entropy-based measure
which quantifies how predictable a hashtag is on a certain
stream. A high topical balance indicates that a user talks
about many different topics to similar extents. That means
the user has no topical focus and it is difficult to predict
about which topic he/she will talk next.

5.3.8 Informational Variety
In the case of Twitter we define informational messages to
contain one or more links. To measure the informational va-
riety of a stream, we can compute the number of unique links
in messages of a stream |Rl| for rl ∈ Rl. The informational
variety per message IV pm is defined as follows:

IV pm =
|Rl|
|M | (6)

5.3.9 Informational Balance
The informational balance IB can, in the same way as the
conversational balance, be defined as an entropy-based mea-
sures which quantifies how predictable a link is on a certain
stream. A high informational balance indicates that a user
posts many different links as part of her tweeting behavior.

5.3.10 Informational Coverage
From the number of informational messages |Mi| and the
total number of messages of a stream |M | we can compute
the informational coverage of a stream which is defined as
follows:

IC =
|Mi|
|M | (7)

A high informational coverage indicates that a user is using
Twitter mainly to spread links.

5.3.11 Temporal Variety
The temporal variety per message TPVpm of a stream is de-
fined via the number of unique timestamps of messages |TP |
(where timestamps are defined to be unique on an hourly
basis), and the number of messages |M | in a stream. The
temporal variety is defined as follows:

TPV pm =
|TP |
|M | (8)

5.3.12 Temporal Balance
The temporal balance TPB can, in the same way as the so-
cial balance, be defined as an entropy-based measure which
quantifies how balanced messages are distributed across these
message-publication-timestamps. A high temporal balance
indicates that a user is tweeting regularly.

5.3.13 Question Coverage
From the number of questions |Q| and the total number of
messages of a stream |M | per stream we can compute the
question coverage of a stream which is defined as follows:

QRpm =
|Q|
|M | (9)

A high question coverage indicates that a user is using Twit-
ter mainly for gathering information and asking questions.

6. EXPERIMENTS
In the following, we attempt to develop models that (i) iden-
tify susceptible users (whether a user becomes infected or
not) and (ii) predict their level of susceptibility (the extent
to which a user interacts with a social bot). We begin by
explaining our experimental setup before discussing our find-
ings.

6.1 Experimental Setup
For our experiments, we considered all targets of the Social
Bot Challenge, and divided them into those who were not
infected (non-susceptible users) and those who were infected,
i.e. started interacting with a bot within day 7 or later
(susceptible users). For each of those targets we constructed
the features as described in section 5 and normalized them.

Identifying the most susceptible users in a given community
is often hindered by including users that are not susceptible
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at all. We alleviate this problem by first aiming to model the
differences between susceptible and non-susceptible users in
a binary classification task. Once susceptible users have
been identified, we can then attempt to predict the level
of susceptibility for each infected user. Therefore we per-
formed the following two experiments.

1. Predicting Infections The first experiment sought to
identify the factors that are associated with infections.
To this end, we performed a binary classification task
using 6 different classifier, partial least square regres-
sion (pls), generalized boosted regression (gbm), k-
nearest neighbor (knn), elastic-net regularized gener-
alized linear models (glmnet), random forest (rf) and
regression trees (rpart). We divided our dataset into
a balanced training and test set - i.e. in each training
and test split we had the same number of susceptible
and non-susceptible users. We performed a 10-cross-
fold validation and selected the best classifier to fur-
ther explore the most predictive features, and plotted
ROC curves for each feature. The ROC curve is a
method to visualize the prediction accuracy of ranking
functions showing the number of true positives in the
results plotted against the number of results returned.
We use the area under the ROC curve (AUC) as the
measure of feature importance.

2. Predicting Levels of Susceptibility After identifying
susceptible users, it is interesting to rank them accord-
ing to their probability of being susceptible for a bot
attack, because one usually wants to identify the most
susceptible users, i.e. those who are most in need for
security measures and protection. In this experiment
we aim to predict the susceptibility level of infected
users and identify key features which are correlated
with users’ susceptibility levels. We define the suscep-
tibility level of an infected user as the number of times
a user followed, mentioned, retweeted or replied to a
bot.

We divided our dataset (consisting of infected users
only) into a 75/25% split, fit a regression model using
the former split and applied it to the latter. We used
regression trees to model the susceptibility level of in-
fected users, since they can handle strongly nonlinear
relationships with high order interactions and different
variable types. The resulting model can be interpreted
as a tree structure providing a compact and intuitive
representation.

7. RESULTS & EVALUATION
7.1 Predicting Infections
As a first step, we would like to compare the performance
of different classifiers for this task and compare them with a
random baseline classifier. We used all features and trained
six different classifiers: partial least square regression (pls),
generalized boosted regression (gbm), k-nearest neighbor
(knn), elastic-net regularized generalized linear models (glm-
net), random forests (rf) and regression trees (rpart). One
can see from table 2 that generalized boosted regression
models (gbm) perform best, since they have the highest ac-
curacy.

Table 2: Comparison of classifiers’ performance
Susceptible Non-Susceptible

Model F1 Rec Prec F1 Rec Prec Overall
random 0.5 0.5 0.5 0.5 0.5 0.5 0.5
gbm 0.71 0.70 0.74 0.70 0.74 0.68 0.71
glmnet 0.69 0.75 0.67 0.73 0.72 0.77 0.71
rpart 0.64 0.56 0.78 0.44 0.60 0.36 0.54
pls 0.67 0.69 0.68 0.68 0.71 0.70 0.68
knn 0.70 0.71 0.71 0.72 0.75 0.71 0.71
rf 0.68 0.72 0.66 0.70 0.70 0.74 0.69

To understand which features are most predictive, we ex-
plore the importance of different features by using our best
performing model. Table 2 shows the importance ranking of
features using the area under the ROC curve as a ranking
criterion.

One can see from Table 3 that the most important fea-
tures for differentiating susceptible and non-susceptible is
the out-degree of a user node in the interaction network.
Figure 3 shows that susceptible users tend to actively inter-
act (i.e., retweet, mention, follow or reply to a user) with
more users than non-susceptible users do on average. That
means, susceptible users tend to have a larger social net-
work and/or communication network. One possible expla-
nation for that is that susceptible users tend to be more
active and open and therefore easily create new relations
with users. Our results also show that susceptible users
also tend to have a high in-degree in the interaction net-
work, which indicates that most of their interaction efforts
are successful (i.e., they are followed back by users they fol-
low and/or get replies/mentions/retweets from users they
reply/mention/retweet).

Further, susceptible users tend to use more verbs (especially
present tense verbs, but also past tense verbs and auxiliary
verbs) and use more personal pronouns (especially first per-
son singular but also third person singular in their tweets.
This suggest that susceptible users tend to use Twitter to
report about what they are currently doing.

Interestingly, our results also show that susceptible users
have a higher conversational variety and coverage than non-
susceptible users, which means that susceptible users tend
to talk to many different users on Twitter and that most of
their messages have a conversational purpose. This indicates
that susceptible users tend to use Twitter mainly for a con-
versational purpose rather than an informational purpose.
Further, susceptible users also have a higher conversational
balance which indicates that they do not focus on few con-
versation partners (i.e., heavily communicate with a small
circle of friends) but spend an equal amount of time in com-
municating with a large variety of users. Its suggests again
that susceptible users are more open to communicate with
others, also if they are not in their closed circle of friends.

Our results further suggest that susceptible users show more
affection - i.e. they use more affection words (e.g., happy,
cry), especially words which expose positive emotions (e.g.,
love, nice) - and use more social words (e.g., mate, friend)
than non-susceptible users, which might explain why they
are more open to interact with social bots. Susceptible users
also tend to use more motion words (e.g., go, car), adverbs
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(e.g., really, very), exclusive words (e.g., but, without) and
negation words (e.g., no, not, never) in their tweets than
non-susceptible users. It indicates again that susceptible
users tend to use Twitter to talk about their activities and
emotionally communicate.

To summarize, our results suggest that susceptible users
tend to use Twitter mainly for a conversational purpose
(high conversational coverage) and tend to be more open
and social since they communicate with many different users
(high out-degree and in-degree in the interaction network
and high conversational balance and variety), use more so-
cial words and show more affection (especially positive emo-
tions) than non-susceptible users.

Table 3: Importance ranking of the top features us-
ing the area under the ROC curve (AUC) is used as
ranking criterion. The importance value is propor-
tional to the most important feature which has an
importance value of 100%.

Feature Importance
out-degree (interaction network) 100.00
verb 98.01
conversational variety 96.93
conversational coverage 96.65
present 94.66
affect 90.15
personal pronoun 89.71
first person singular 89.27
conversational balance 87.28
motion 87.28
past 86.56
adverb 86.20
pronoun 84.41
negate 84.33
positive emotions 83.25
third person singular 82.38
social 82.02
exclusive 81.86
auxiliary verb 81.70
in-degree (interaction network) 81.66

7.2 Predicting Levels of Susceptibility
To model the susceptibility level of users, we use regression
trees and aim to identify features which correlate with users’
susceptibility levels. To gain insights into the factors which
correlate with high or low susceptibility levels of a user, we
inspect the regression tree model which was trained on 75%
of our data. One can see from Figure 4 that users who use
more negation words (e.g. not, never, no) tend to interact
more often with bots, which means they have a higher sus-
ceptibility level. Further, users who tweet more regularly
(i.e. have a high temporal balance) and users who use more
words related with the topic death (e.g. bury, coffin, kill)
tend to interact more often with bots than other susceptible
users.

One can see from Figure 4 that the structure of the learned
tree is very simple which means that our features only allow
differentiating between rather lower and rather high suscep-
tibility scores. For a more finer-grained susceptibility level
prediction our approach is of limited utility. Also the rank
correlation of users given their real susceptibility level and
their predicted susceptibility level and the goodness of fit of
the model is rather low. One potential reason for that is that

our dataset is too small for fitting the model (we only have
76 samples and 97 features). Another potential reason is
that our features do not correlate with susceptibility scores
of users. We leave the task of elaborating on this problem
to future work.
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Figure 4: Regression tree model fitted to the sus-
ceptibility scores of our training split users. The
tree-structure shows based on which features and
thresholds the model selects branches and the box
plots indicate the distribution of the susceptibility
scores of users in each branch of the tree.

8. CONCLUSIONS AND OUTLOOK
In this work, we studied susceptibility of users who are under
attack from social bots. To this end, we used data collected
by the Social Bots Challenge 2011 organized by the WebE-
cologyProject. Our analysis aimed at (i) identifying suscep-
tible users and (ii) predicting the level of susceptibility of
infected users. We implemented and compared a number of
classification approaches that demonstrated the capability
of a classifier to outperform a random baseline.

Our analysis revealed that susceptible users tend to use
Twitter mainly for a conversational purpose (high conversa-
tional coverage) and tend to be more open and social since
they communicate with many different users (high out- and
in-degree in the interaction network and high conversational
balance), use more social words and show more affection (es-
pecially positive emotions) than non-susceptible users. Al-
though finding that active users are also more susceptible for
social bot attacks does not seem to be too surprising, it is an
intriguing finding in itself as one would assume that users
who are more active socially would develop some kind of
social skills or capabilities to distinguish human users from
social bots. This is obviously not the case and suggests that
attacks of social bots can be effective even in cases where
users have experience with social media and are highly ac-
tive.
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Figure 3: Box plots for the top 20 features according to the area under the ROC curve (AUC). Yellow
boxes (class 0, left) represent non-susceptible users, red boxes (class 1, right) represent susceptible users.
Differences between susceptible and non-susceptible users can be observed.

While our work presents promising results with regard to
the identification of susceptible users, identifying the level
of susceptibility is a harder task that warrants more research
in the future. In general, the results reported in this work
are limited to one specific domain (cats). In addition, all our
features are corpus-based and therefore the size and struc-
ture of our dataset can have an influence on our results.
In conclusion, our work represents a first important step to-
wards modeling susceptibility of users in OSN. We hope that
our work contributes to the development of tools that help
protect users of OSN from social bot attacks, and that our
exploratory work stimulates more research in this direction.
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ABSTRACT
Users who rely on microblogging search (MS) engines to find
relevant microposts for their queries usually follow their in-
terests and rationale when deciding whether a retrieved post
is of interest to them or not. While today’s MS engines
commonly rely on keyword-based retrieval strategies, we in-
vestigate if there exist additional micropost characteristics
that are more predictive of a post’s relevance and interest-
ingness than its keyword-based similarity with the query. In
this paper, we experiment with a corpus of Twitter messages
and investigate sixteen features along two dimensions: topic-
dependent and topic-independent features. Our in-depth
analysis compares the importance of the different types of
features and reveals that semantic features and therefore an
understanding of the semantic meaning of the tweets plays
a major role in determining the relevance of a tweet with
respect to a query. We evaluate our findings in a relevance
classification experiment and show that by combining differ-
ent features, we can achieve a precision and recall of more
than 35% and 45% respectively.

1. INTRODUCTION
Microblogging services such as Twitter1 or Sina Weibo2

have become a valuable source of information particularly
for exploring, monitoring and discussing news-related infor-
mation [7]. Searching for relevant information in such ser-
vices is challenging as the number of posts published per
day can exceed several hundred millions3.

Moreover, users who search for microposts about a cer-
tain topic typically perform a keyword search. Teevan et
al. [11] found that keyword queries on Twitter are signifi-
cantly shorter than those issued for Web search: on Twitter
people typically use 1.64 words (or 12.0 characters) to search
while on the Web they use, on average, 3.08 words (or 18.8

1http://twitter.com/
2http://www.weibo.com/
3http://blog.twitter.com/2011/06/
200-million-tweets-per-day.html
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characters). This can be explained by the length of Twit-
ter messages which is limited to 140 characters so that long
queries easily become too restrictive. Short queries on the
other hand may result in a large (or too large) number of
matching microposts.

For these reasons, building search algorithms that are ca-
pable of identifying interesting and relevant microposts for
a given topic is a non-trivial and crucial research challenge.
In order to take a first step towards solving this challenge,
in this paper, we present an analysis of the following ques-
tion: is a keyword-based retrieval strategy sufficient or can
we identify features that are more predictive of a tweet’s
relevance and interestingness? To investigate this question,
we took advantage of last year’s TREC4 2011 Microblog
Track5, where for the first time an openly accessible search
& retrieval Twitter data set with about 16 million tweets
was published.

In the context of TREC, the ad-hoc search task on Twit-
ter is defined as follows: given a topic (identified by a title)
and a point in time pt, retrieve all interesting and relevant
microposts from the corpus that were posted no later than
pt. A subset of the tweets that were retrieved by the research
groups participating in the benchmark were then judged by
human assessors as either relevant to the topic or as non-
relevant. For example, “Obama birth certificate” is one of
the topics that is part of the TREC corpus. Given the tem-
poral context, one can infer that this topic title refers the
discussions about Barack Obama’s birth certificate: people
were questioning whether Barack Obama was truly born in
the United States.

We rely on the judged tweets for our analysis and investi-
gate topic-dependent as well as topic-independent features.
Examples of topic-dependent features are the retrieval score
derived from retrieval strategies that are based on document
and corpus statistics as well as the semantic overlap score
which determines the extent of overlap between the seman-
tic meaning of a search topic and a tweet. In addition to
these topic-dependent features, we also studied a number of
topic-independent features: syntactical features (such as the
presence of URLs or hashtags in a tweet), semantic features
(such as the diversity of the semantic concepts mentioned in
a tweet) and social context features (such as the authority
of the user who published the tweet).

The main contributions of our work can be summarized
as follows:
• We present a set of strategies for the extraction of fea-

4http://trec.nist.gov/
5http://sites.google.com/site/trecmicroblogtrack/
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tures from Twitter messages that allow us to predict
the relevance of a post for a given topic.
• Given a set of more than 38,000 tweets that were man-

ually labeled as relevant or not relevant for a set of
49 topics, we analyze the features and characteristics
of relevant and interesting tweets.
• We evaluate the effectiveness of the different features

for predicting the relevance of tweets for a topic and
investigate the impact of the different features on the
quality of the relevance classification. We also study to
what extent the success of the classification depends on
the type of topics (e.g. topics of short-term vs. topics
of long-term interest) for which relevant tweets should
be identified.

2. RELATED WORK
Since its launch in 2006 Twitter attracted a lot of at-

tention, both in the general public as well as in the re-
search community. Researchers started studying microblog-
ging phenomena to find out what kind of information is dis-
cussed on Twitter [7], how trends evolve on Twitter [8], or
how one detects influential users on Twitter [12]. Applica-
tions have been researched that utilize microblogging data to
enrich traditional news media with information from Twit-
ter [6], to detect and manage emergency situations such
as earthquakes [10] or to enhance search and ranking of
Web sites which possibly have not been indexed yet by Web
search engines.

So far, search on Twitter or other microblogging plat-
forms such as Sina Weibo has not been studied extensively.
Teevan et al. [11] compared the search behavior on Twitter
with traditional Web search behavior. It was found that key-
word queries that people issue to retrieve information from
Twitter are, on average, significantly shorter than queries
submitted to traditional Web search engines (1.64 words vs.
3.08 words). This finding indicates that there is a demand
to investigate new algorithms and strategies for retrieving
relevant information from microblogging streams.

Bernstein et al. [2] proposed an interface that allows for
exploring tweets by means of tag clouds. However, their in-
terface is targeted towards browsing the tweets that have
been published by the people whom a user is following and
not for searching the entire Twitter corpus. Jadhav et al. [6]
developed an engine that enriches the semantics of Twitter
messages and allows for issuing SPARQL queries on Twit-
ter streams. In previous work, we followed such a semantic
enrichment strategy to provide faceted search capabilities
on Twitter [1]. Duan et al. [5] investigated features such
as Okapi BM25 relevance scores or Twitter specific features
(length of a tweet, presence or absence of a URL or hash-
tag, etc.) in combination with RankSVM to learn a ranking
model for tweets (learning to rank). In an empirical study,
they found that the length of a tweet and information about
the presence of a URL in a tweet are important features to
rank relevant tweets. In this paper, we re-visit some of the
features proposed by Duan et al. [5] and introduce novel
semantic measures that allow us to estimate whether a mi-
cropost is relevant to a given topic or not.

3. FEATURES OF MICROPOSTS
In this section, we provide an overview of the different fea-

tures that we analyze to estimate the relevance of a Twitter
message to a given topic. We present topic-sensitive fea-
tures that measure the relevance with respect to the topic

(keyword-based and semantic-based relevance) and topic-
insensitive measures that do not consider the actual topic
but solely exploit syntactical or semantic tweet characteris-
tics. Finally, we also consider contextual features that, for
example, characterize the creator of a tweet.

3.1 Keyword-based Relevance Features
keyword-based relevance score (Indri-based query rel-
evance): To calculate the retrieval score for pair of (topic,
tweet), we employ the language modeling approach to in-
formation retrieval [13]. A language model θt is derived
for each document (tweet). Given a query Q with terms
Q = {q1, ..., qn} the document language models are ranked
with respect to the probability P (θt|Q), which according to
the Bayes theorem can be expressed as:

P (θt|Q) =
P (Q|θt)P (θt)

P (Q)
(1)

∝ P (θt)
∏

qi∈Q

P (qi|θt). (2)

This is the standard query likelihood based language mod-
eling setup which assumes term independence. Usually, the
prior probability of a tweet P (θt) is considered to be uni-
form, that is, each tweet in the corpus is equally likely. The
language models are multinomial probability distributions
over the terms occurring in the tweets. Since a maximum
likelihood estimate of P (qi|θt) would result in a zero proba-
bility of any tweet that misses one or more of the query terms
in Q, the estimate is usually smoothed with a background
language model, generated over all tweets in the corpus. We
employed Dirichlet smoothing [13]:

P (qi|θt) =
c(qi, t) + µP (qi|θC)

|t|+ µ
. (3)

Here, µ is the smoothing parameter, c(qi, t) is the count of
term qi in t and |t| is the length of the tweet. The probability
P (qi|θC) is the maximum likelihood probability of term qi
occurring in the collection language model θC (derived by
concatenating all tweets in the corpus).

Due to the very small probabilities of P (Q|θt), we utilize
log (P (Q|θt)) as feature scores. Note that this score is always
negative. The greater the score (that is, the less negative),
the more relevant the tweet is to the query.

3.2 Semantic-based Relevance Features
semantic-based relevance score This feature is also a
retrieval score calculated according to Section 3.1 though
with a different set of queries. Since the average length
of search queries submitted to microblog search engines is
lower than in traditional Web search, it is necessary to un-
derstand the information need behind the query. The search
topics provided as part of the TREC data set contain abbre-
viations, part of names, and nicknames. One example (cf.
Table 1) is the first name “Jintao” (in the query: “Jintao
visit US”) which refers to the President of the People’s Re-
public of China. However, in tweets he is also referred to as
“President Hu”, “Chinese President”, etc. If these semantic
variants of a person’s name and titles would be considered
when deriving an expanded query, a wider variety of poten-
tially relevant tweets could be found. We utilize the well-
known Named-Entity-Recognition (NER) service DBPedia
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Query Jintao visits US

Entity Annotated Text Possible Concepts

Hu Jintao Jintao Hu, Jintao, Hu Jintao

Table 1: Example of entity recognition and possible
concepts in the query

Spotlight6 to identify names and their synonyms in the orig-
inal query. We merge the found concepts into an expanded
query which is then used as input to the retrieval approach
described earlier.

isSemanticallyRelated It is a boolean value that shows
whether there is a semantic overlap between the topic and
the tweet. This requires us to employ DBpedia Spotlight
on the topic as well as the tweets. If there is an overlap in
the identified DBpedia concepts, the value of this feature is
true, otherwise it is false.

3.3 Syntactical Features
Syntactical features describe elements that are mentioned

in a Twitter message. We analyze the following properties:

hasHashtag This is a boolean property which indicates
whether a given tweet contains at least one hashtag or not.
Twitter users typically apply hashtags in order to facilitate
the retrieval of the tweet. For example, by using a hashtag
people can join a discussion on a topic that is represented via
that hashtag. Users, who monitor the hashtag, will retrieve
all tweets that contain it. Teevan et al. [11] showed that
such monitoring behavior is a common practice on Twitter
to retrieve relevant Twitter messages. Therefore, we inves-
tigate whether the occurrence of hashtags (possibly without
any obvious relevance to the topic) is an indicator for the
relevance and interestingness of a tweet.
Hypothesis H1: tweets that contain hashtags are more likely
to be relevant than tweets that do not contain hashtags.

hasURL Dong et al. [4] showed that people often exchange
URLs via Twitter so that information about trending URLs
can be exploited to improve Web search and particularly the
ranking of recently discussed URLs. Therefore, the presence
of a URL (boolean property) can be an indicator for the
relevance of a tweet.
Hypothesis H2: tweets that contain a URL are more likely
to be relevant than tweets that do not contain a URL.

isReply On Twitter, users can reply to the tweets of other
people. This type of communication can, for example, be
used to comment on a certain message, to answer a ques-
tion or to chat with other people. Chen et al. [3] studied
the characteristics of reply chains and discovered that one
can distinguish between users who are merely interested in
news-related information and users who are also interested
in social chatter. For deciding whether a tweet is relevant for
a news-related topic, we therefore assume that the boolean
isReply feature, which indicates whether a tweet is a reply
to another tweet, can be a valuable signal.
Hypothesis H3: tweets that are formulated as a reply to an-
other tweet are less likely to be relevant than other tweets.

length The length of a tweet—measured in the number of
characters—may also be an indicator for the relevance or

6DBpedia Spotlight, http://spotlight.dbpedia.org/

interestingness. We hypothesize that the length of a Twitter
message correlates with the amount of information that is
conveyed in the message.
Hypothesis H4: the longer a tweet, the more likely it is to be
relevant and interesting.

The values of boolean properties are set to 0 (false) and 1
(true) while the length of a Twitter message is measured
by the number of characters divided by 140 which is the
maximum length of a Twitter message.

There are further syntactical features that can be explored
such as the mentioning of certain character sequences includ-
ing emoticons, question marks, exclamation marks, etc. In
line with the isReply feature, one could also utilize knowl-
edge about the re-tweet history of a tweet, e.g. a boolean
property that indicates whether the tweet is a copy from an-
other tweet or a numeric property that counts the number
of users who re-tweeted the message. However, in this paper
we are merely interested in original messages that have not
been re-tweeted yet7 and therefore also merely in features
which do not require any knowledge about the history of a
tweet. This allows us to estimate the relevance of a message
as soon as it is published.

3.4 Semantic Features
In addition to the semantic relevance scores described in

Section 3.2, one can also analyze the semantics of a Twitter
message independently from the topic of interest. We there-
fore utilize again the DBpedia entity extraction provided by
DBpedia Spotlight to extract the following features:

#entities The number of DBpedia entities that are men-
tioned in a Twitter message may give further evidence about
the potential relevance and interestingness of a tweet. We
assume that the more entities can be extracted from a tweet,
the more information it contains and the more valuable it
is. For example, in the context of the discussion about birth
certificates we find the following two tweets in our dataset:

t1: “Despite what her birth certificate says, my lady is ac-
tually only 27”
t2: “Hawaii (Democratic) lawmakers want release of Obama’s
birth certificate”

When reading the two tweets, without having a particular
topic or information need in mind, it seems that t2 has a
higher likelihood to be relevant for some topic for the major-
ity of the Twitter users than t1 as it conveys more entities
that are known to the public and available on Wikipedia
and DBpedia respectively. In fact, the entity extractor is
able to detect one entity, db:Birth certificate, for tweet t1
while it detects three additional entities for t2: db:Hawaii,
db:Legislator and db:Barack Obama.
Hypothesis H5: the more entities a tweet mentions, the more
likely it is to be relevant and interesting.

#entities(type) Similarly to counting the number of en-
tities that occur in a Twitter message, we also count the
number of entities of specific types. The rationale behind
this feature being that some types of entities might be a
stronger indicator for relevance than others. The impor-
tance of a specific entity type may also depend on the topic.

7This is in line with the relevance judgments provided by
TREC which did not consider re-tweeted messages.
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For example, when searching for Twitter messages that re-
port about wild fires in a specific area, location-related en-
tities may be more interesting than product-related entities.
In this paper, we count the number of entity occurrences in a
Twitter message for five different types: locations, persons,
organizations, artifacts and species (plants and animals).
Hypothesis H6: different types of entities are of different
importance for estimating the relevance of a tweet.

diversity The diversity of semantic concepts mentioned in
a Twitter message can also be exploited as an indicator for
the potential relevance and interestingness of a tweet. We
therefore count the number of distinct types of entities that
are mentioned in a Twitter message. For example, for the
two tweets t1 and t2 mentioned earlier, the diversity score
would be 1 and 4 respectively as for t1 only one type of
entity is detected (yago:PersonalDocuments) while for t2
also instances of db:Person (person), db:Place (location) and
owl:Thing (the role db:Legislator is not further classified) are
detected.
Hypothesis H7: the greater the diversity of concepts men-
tioned in a tweet, the more likely it is to be interesting and
relevant.

sentiment Naveed et al. [9] showed that tweets which con-
tain negative emoticons are more likely to be re-tweeted than
tweets which feature positive emoticons. The sentiment of
a tweet may thus impact the perceived relevance of a tweet.
Therefore, we classify the the semantic polarity of a tweet
into positive, negative or neutral using Twitter Sentiment8.
Hypothesis H8: the likelihood of a tweet’s relevance is influ-
enced by its sentiment polarity.

3.5 Contextual Features
In addition to the aforementioned features, which describe

characteristics of the Twitter messages, we also investigate
features that describe the context in which a tweet was pub-
lish. In our analysis, we investigate the social and temporal
context:

social context The social context describes the creator of
a Twitter message. Different characteristics of the message
creator may increase or decrease the likelihood of her tweets
being relevant and interesting such as the number of follow-
ers or the number of tweets from this user that have been
re-tweeted. In this paper, we apply a light-weight measure
to characterize the creator of a message: we count the num-
ber of tweets which the user has published.
Hypothesis H9: the higher the number of tweets that have
been published by the creator of a tweet, the more likely it is
that the tweet is relevant.

temporal context The temporal context describes when
a tweet was published. The creation time can be specified
with respect to the time when a user is requesting tweets
about a certain topic (query time) or it can be independent
of the query time. For example, one could specify at which
hour during the day the tweet was published or whether it
was created during the weekend. In our analysis, we utilize
the temporal distance (in seconds) between the query time
and the creation time of the tweet. Hypothesis H10: the
lower the temporal distance between the query time and the
creation time of a tweet, the more likely is the tweet relevant
to the topic.
8http://twittersentiment.appspot.com/

Contextual features may also refer to characteristics of
Web pages that are linked from a Twitter message. For
example, one could exploit the PageRank scores of the ref-
erenced Web sites to estimate the relevance of a tweet or one
could categorize the linked Web pages to discover the types
of Web sites that usually attract attention on Twitter. We
leave the investigation of such additional contextual features
for future work.

4. FEATURE ANALYSIS
In this section, we describe and characterize the Twitter

corpus with respect to the features that we presented in the
previous section.

4.1 Dataset Characteristics
We use the Twitter corpus which was used in the mi-

croblog track of TREC 20119. The original corpus consists
of approximately 16 million tweets, posted over a period
of 2 weeks (January 24 until February 8th, inclusive). We
utilized an existing language detection library10 to identify
English tweets and found that 4,766,901 tweets were clas-
sified as English. Employing NER on the English tweets
resulted in a total over six million named entities among
which we found approximately 0.14 million distinct entities.
Besides the tweets, 49 topics were given as the targets of
retrieval. TREC assessors judged the relevance of 40,855
topic-tweet pairs which we use as ground truth in our ex-
periments. 2,825 tweets were judged as relevant for a given
topic while the majority of the tweet-topic pairs (37,349)
were marked as non-relevant.

4.2 Feature Characteristics
In Table 2 we list the average values and the standard de-

viations of the features and the percentages of true instances
for boolean features respectively. It shows that relevant and
non-relevant tweets show, on average, different characteris-
tics for several features.

As expected, the average keyword-based relevance score
of tweets, which are judged as relevant for a given topic, is
much higher than the one for non-relevant tweets: -10.709
in comparison to -14.408 (the higher the value the better,
see Section 3.1). Similarly, the semantic-based relevance
score, which exploits the semantic concepts mentioned in
the tweets (see Section 3.2) while calculating the retrieval
rankings, shows the same characteristic. The isSemantical-
lyReleated feature, which is a binary measure of the overlap
between the semantic concepts mentioned in the query and
the respective tweets, is also higher for relevant tweets than
for non-relevant tweets. Hence, when we consider the topic-
dependent features (keyword-based and semantic-based), we
find first indicators that the hypotheses behind these fea-
tures hold.

For the syntactical features we observe that, regardless of
whether the tweets are relevant to a topic or not, the ratios of
tweets that contain hashtags are almost the same (about 19%).
Hence, it seems that the presence of a hashtag is not nec-
essarily an indicator for relevance. However, the presence
of a URL is potentially a very good indicator: 81.9% of
the relevant tweets feature a URL whereas only 54.1% of
the non-relevant tweets contain a URL. A possible explana-

9http://trec.nist.gov/data/tweets/
10Language detection, http://code.google.com/p/
language-detection/
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Category Feature Relevant Standard deviation Non-relevant Standard deviation

keyword
keyword-based -10.709 3.5860 -14.408 2.6442

relevance

semantic semantic-based -10.308 3.7363 -14.264 3.1872
relevance isSemanticallyRelated 25.3% 43.5% 4.6% 22.6%

syntactical

hasHashtag 19.1% 39.2% 19.3% 39.9%
hasURL 81.9% 38.5% 54.1% 49.5%
isReply 3.4% 18.0% 14.2% 34.5%
length (in characters) 90.323 30.81 87.797 36.17

semantics

#entities 2.367 1.605 1.880 1.777
#entities(person) 0.276 0.566 0.188 0.491
#entities(organization) 0.316 0.589 0.181 0.573
#entities(location) 0.177 0.484 0.116 0.444
#entities(artifact) 0.188 0.471 0.245 0.609
#entities(species) 0.005 0.094 0.012 0.070
diversity 0.795 0.788 0.597 0.802
sentiment (-1=neg, 1=pos) -0.025 0.269 0.042 0.395

contextual
social context (#tweets by creator) 12.287 19.069 12.226 20.027
temporal context (time distance in days) 4.85 4.48 3.98 5.09

Table 2: The comparison of features between relevant tweets and non-relevant tweets

tion for this difference is that the tweets containing URLs
tend to feature also an attractive short title, especially for
breaking news, in order to attract people to follow the link.
Moreover, the actual content of the linked Web site may
also stipulate users when assessing the relevance of a tweet.
In Hypothesis 3 (see Section 3.3), we speculate that mes-
sages which are replies to other tweets are less likely to be
relevant than other tweets. The results listed in Table 2
support this hypothesis: only 3.4% of the relevant tweets
are replies in contrast to 14.2% of the non-relevant tweets.
The length of the tweets that are judged as relevant is, on
average, 90.3 characters, which is slightly longer than for the
non-relevant ones (87.8 characters).

The comparison of the topic-independent semantic fea-
tures also reveals some differences between relevant and non-
relevant tweets. Overall, relevant tweets contain more en-
tities (2.4) than non-relevant tweets (1.9). Among the five
most frequently mentioned types of entities, persons, orga-
nizations, and locations occur more often in relevant tweets
than in non-relevant ones. On average, messages are there-
fore considered as more likely to be relevant or interesting
for users if they contain information about people, involved
organizations, or places. Artifacts (e.g. tangible things, soft-
ware) and species (e.g. plants, animals) are more frequent
in non-relevant tweets. However, counting the number of
entities of type species seems to be a less promising feature
since the fraction of tweets which mention a species is fairly
low.

The diversity of content mentioned in a Twitter message—
i.e. the number of distinct types (only person, organization,
location, artifact, and species are considered)—is potentially
a good feature: the semantic diversity is higher for the rel-
evant tweets (0.8) than for the non-relevant ones (0.6). In
addition to the entities that are mentioned in the tweets,
we also conducted a sentiment analysis of the tweets (see
Section 3.4). Although most of the tweets are neutral (sen-
timent score = 0), the average sentiment score for relevant
tweets is negative (-0.025). This observation is in line with
the finding made by Naveed et al. [9] who found that nega-
tive tweets are more likely to be re-tweeted.

Finally, we also attempted to determine the relationship
between a tweet’s likelihood of relevance and its context.
With respect to the social context, we however do not ob-
serve a significant difference between relevant an non-relevant
tweets: users who publish relevant tweets are, on average,

not more active than publishers of non-relevant tweets (12.3
vs. 12.2). For the temporal context, the average distance
between the time when a user requests tweets about a topic
and the creation time of tweets is 4.85 days for relevant
tweets and 3.98 for non-relevant tweets. However, the stan-
dard deviations of these scores is with 4.53 days (relevant)
and 4.39 days (non-relevant) fairly high. This indicates that
the temporal context is not a reliable feature for our dataset.
Preliminary experiments indeed confirmed the low utility of
the temporal feature. However, this observation seems to be
strongly influenced by the TREC dataset itself which was
collected within a short time period of time (two weeks). In
our evaluations, we therefore do not consider the temporal
context and leave an analysis of the temporal features for
future work.

5. EVALUATION OF FEATURES FOR REL-
EVANCE PREDICTION

Having analyzed the dataset and the proposed features,
we now evaluate the quality of the features for predicting
the relevance of tweets for a given topic. We first outline the
experimental setup before we present our results and analyze
the influence of the different features on the performance for
the different types of topics.

5.1 Experimental Setup
We employ logistic regression to classify tweets as rele-

vant or non-relevant to a given topic. Due to the small size
of the topic set (49 topics), we use 5-fold cross validation
to evaluate the learned classification models. For the final
setup, 16 features were used as predictor variables (all fea-
tures listed in Table 2 except for the temporal context). To
conduct our experiments, we rely on the machine learning
toolkit Weka11. As the number of relevant tweets is consid-
erably smaller than the number of non-relevant tweets, we
employed a cost-sensitive classification setup to prevent the
classifier from following a best match strategy where simply
all tweets are marked as non-relevant. As the estimation for
the negative class achieves a precision and recall both over
90%, we focus on the precision and recall of the relevance
classification (the positive class) in our evaluation as we aim
to investigate the characteristics that make tweets relevant
to a given topic.

11http://www.cs.waikato.ac.nz/ml/weka/
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Features Precision Recall F-Measure

keyword relevance 0.3040 0.2924 0.2981
semantic relevance 0.3053 0.2931 0.2991

topic-sensitive 0.3017 0.3419 0.3206
topic-insensitive 0.1294 0.0170 0.0300

without semantics 0.3363 0.4828 0.3965
all features 0.3674 0.4736 0.4138

Table 3: Performance results of relevance predic-
tions for different sets of features.

Feature Category Feature Coefficient

keyword-based keyword-based 0.1701

semantic-based
semantic-based 0.1046
isSemanticallyRelated 0.9177

syntactical

hasHashtag 0.0946
hasURL 1.2431
isReply -0.5662
length 0.0004

semantics

#entities 0.0339
#entities(person) -0.0725
#entities(organization) -0.0890
#entities(location) -0.0927
#entities(artifact) -0.3404
#entities(species) -0.5914
diversity 0.2006
sentiment -0.5220

contextual social context -0.0042

Table 4: The feature coefficients were determined
across all topics. The total number of topics is 49.
The three features with the highest absolute coeffi-
cient are underlined.

5.2 Influence of Features on Relevance Predic-
tion

Table 3 shows the performances of estimating the rele-
vance of tweets based on different sets of features. Learning
the classification model solely based on the keyword-based
or semantic-based relevance scoring features leads to an F-
Measure of 0.2981 and 0.2991 respectively. There is thus no
notable difference between the two topic-sensitive features.
However, by combining both features (see topic-sensitive in
Table 3) the F-Measure increases which is caused by a higher
recall, increasing from 0.29 to 0.34. It appears that the
keyword-based and semantic-based relevance scores comple-
ment each other.

As expected, when solely learning the classification model
based on the topic-independent features—i.e. without mea-
suring the relevance to the given topic—the quality of the
relevance prediction is poor. The best performance is achieved
when all features are combined. A precision of 36.74% means
that more than a third of all tweets that our approach clas-
sifies as relevant are indeed relevant, while the recall level
(47.36%) implies that our approach discovers nearly half of
all relevant tweets. Since microblog messages are very short,
a significant number of tweets can be read quickly by a user
when presented in response to her search request. In such a
setting, we believe such a classification accuracy to be suffi-
cient. Overall, the semantic features seem to play an impor-
tant role as they lead to a performance improvement with
respect to the F-Measure from 0.3965 to 0.4138. We will
now analyze the impact of the different features in detail.

One of the advantages of the logistic regression model is,
that it is easy to determine the most important features

of the model by considering the absolute weights assigned
to them. For this reason, we have listed the relevant-tweet
prediction model coefficients for all employed features in Ta-
ble 4. The features influencing the model the most are:
• hasURL: Since the feature coefficient is positive, the

presence of a URL in a tweet is more indicative of
relevance than non-relevance. That means, that hy-
pothesis H2 (Section 3.3) holds.

• isSemanticallyRelated : The overlap between the iden-
tified DBpedia concepts in the topics and the identified
DBpedia concepts in the tweets is the second most im-
portant feature in this model. This is an interesting
observation, especially in comparison to the keyword-
based relevance score, which is only the ninth impor-
tant feature among the evaluated ones. It implies that
a standard keyword-based retrieval approach, which
performs well for longer documents, is less suitable for
microposts.

• isReply : This feature, which is true (= 1) if a tweet is
written in reply to a previously published tweet has a
negative coefficient which means that tweets which are
replies are less likely to be in the relevant class than
tweets which are not replies, confirming hypothesis H3
(Section 3.3).

• sentiment : The coefficient of the sentiment feature is
similarly negative, which suggests that a negative sen-
timent is more predictive of relevance than a positive
sentiment, in line with our hypothesis H8 (Section 3.4).

We note that the keyword-based similarity, while being
positively aligned with relevance, does not belong to the
most important features in this model. It is superseded by
syntactic as well as semantic-based features. When we con-
sider the non-topical features only, we observe that inter-
estingness (independent of a topic) is related to the poten-
tial amount of additional information (i.e. the presence of
a URL), the clarity of the tweet overall (a tweet in reply
may be only understandable in the context of the contex-
tual tweets) and the different aspects covered in the tweet (as
evident in the diversity feature). It should also be pointed
out that the negative coefficients assigned to most topic-
insensitive entity count features (#entities(X)) is in line
with the results in Table 2.

5.3 Influence of Topic Characteristics on Rel-
evance Prediction

In all reported experiments so far, we have considered the
entire set of topics available to us. In this section, we inves-
tigate to what extent certain topic characteristics play a role
for relevance prediction and to what extent those differences
lead to a change in the logistic regression models.

Consider the following two topics: Taco Bell filling lawsuit
(MB02012) and Egyptian protesters attack museum (MB010).
While the former has a business theme and is likely to be
mostly of interest to American users, the latter topic belongs
into the politics category and can be considered as being of
global interest, as the entire world was watching the events
in Egypt unfold. Due to these differences we defined a num-
ber of topic splits. A manual annotator then decided for
each split dimension into which category the topic should
fall. We investigated four topic splits, three splits with two

12The identifiers of the topics correspond to the ones used in
the official TREC dataset.
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Performance Measure popular unpopular global local persistent occasional
#topics 24 25 18 31 28 21
#samples 19803 21052 16209 25646 22604 18251

precision 0.3596 0.3579 0.3442 0.3726 0.3439 0.4072
recall 0.4308 0.5344 0.4510 0.4884 0.4311 0.5330
F-measure 0.3920 0.4287 0.3904 0.4227 0.3826 0.4617

Feature Category Feature popular unpopular global local persistent occasional

keyword-based keyword-based 0.1018 0.2475 0.1873 0.1624 0.1531 0.1958

semantic-based
semantic-based 0.1061 0.1312 0.1026 0.1028 0.0820 0.1560
isSemanticallyRelated 1.1026 0.5546 0.9563 0.8617 0.8685 1.0908

syntactical

hasHashtag 0.1111 0.0917 0.1166 0.0843 0.0801 0.1274
hasURL 1.3509 1.1706 1.2355 1.2676 1.3503 1.0556
isReply -0.5603 -0.5958 -0.6466 -0.5162 -0.4443 -0.7643
length 0.0013 -0.0007 0.0003 0.0004 0.0016 -0.0020

semantics

#entities 0.0572 0.0117 0.0620 0.0208 0.0478 -0.0115
#entities(person) -0.2613 0.0552 -0.5400 0.0454 0.1088 -0.3932
#entities(organization) -0.0952 -0.1767 -0.2257 -0.0409 -0.1636 -0.0297
#entities(location) -0.1446 0.0136 -0.1368 -0.1056 -0.0583 -0.1305
#entities(artifact) -0.3442 -0.3725 -0.4834 -0.3086 -0.2260 -0.4835
#entities(species) -0.2567 -0.9599 -0.8893 -0.4792 -0.1634 -18.8129
diversity 0.1940 0.2695 0.2776 0.1943 0.1071 0.3867
sentiment -0.7968 -0.1761 -0.6297 -0.4727 -0.3227 -0.7411

contextual social context -0.002 -0.0068 -0.0020 -0.0057 -0.0034 -0.0055

Table 5: Influence comparison of different features among different topic partitions. There are three splits
shown here: popular vs. unpopular topics, global vs. local topics and persistent vs. occasional topics. While
the performance measures are based on 5-fold cross-validation, the derived feature weights for the logistic
regression model were determined across all topics of a split. The total number of topics is 49. For each topic
split, the three features with the highest absolute coefficient are underlined. The extreme negative coefficient
for #entities(species) and the occasional topic split is an artifact of the small training size: in none of the
relevant tweets did this concept type occur.

partitions each and one split with five partitions:
• Popular/unpopular: The topics were split into popular

(interesting to many users) and unpopular (interesting
to few users) topics. An example of a popular topic is
2022 FIFA soccer (MB002) - in total we found 24. In
contrast, topic NIST computer security (MB005) was
classified as unpopular (as one of 25 topics).
• Global/local: In this split, we considered the inter-

est for the topic across the globe. The already men-
tioned topic MB002 is of global interest, since soccer
is a highly popular sport in many countries, whereas
topic Cuomo budget cuts (MB019) is mostly of local
interest to users living or working in New York where
Andrew Cuomo is the current governor. We found 18
topics to be of global and 31 topics to be of local in-
terest.
• Persistent/occasional: This split is concerned with the

interestingness of the topic over time. Some topics
persist for a long time, such as MB002 (the FIFA world
cup will be played in 2022), whereas other topics are
only of short-term interest, e.g. Keith Olbermann new
job (MB030). We assigned 28 topics to the persistent
and 21 topics to the occasional topic partition.
• Topic themes: The topics were classified as belonging

to one of five themes, either business, entertainment,
sports, politics or technology. While MB002 is a sports
topic, MB019 for instance is considered to be a politi-
cal topic.

Our discussion of the results focuses on two aspects: (i)
the difference between the models derived for each of the
two partitions, and, (ii) the difference between these models
(denoted MsplitName) and the model derived over all topics
(MallTopics) in Table 4. The results for the three binary
topic splits are shown in Table 5.

Popularity: A comparison of the most important fea-

tures of Mpopular and Munpopular shows few differences with
the exception of a single feature: sentiment. While senti-
ment, and in particular a negative sentiment, is the third
most important feature in Mpopular, it is ranked eighth in
Munpopular. We hypothesize that unpopular topics are also
partially unpopular because they do not evoke strong emo-
tions in the users. A similar reasoning can be applied when
considering the amount of relevant tweets discovered for
both topic splits: while on average 67.3 tweets were found to
be relevant for popular topics, only 49.9 tweets were found
to be relevant for unpopular topics (the average number of
relevant tweets across the entire topic set is 58.44).

Global vs. local: This split did not result in mod-
els that are significantly different from each other or from
MallTopics, indicating that—at least for our currently investi-
gated features—a distinction between global and local topics
is not useful.

Temporal persistence: The same conclusion can be
drawn about the temporal persistence topic split; for both
models the same features are of importance which in turn
are similar to MallTopics. However, it is interesting to see
that the performance (regarding all metrics) is clearly higher
for the occasional (short-term) topics in comparison to the
persistent (long-term) topics. For topics that have a short
lifespan recall and precision are notably higher than for the
other types of topics.

Topic Themes: The results of the topic split accord-
ing to the theme of the topic are shown in Table 6. Three
topics did not fit in one of the five categories. Since the
topic set is split into five partitions, the size of some par-
titions is extremely small, making it difficult to reach con-
clusive results. We can, though, detect trends, such as the
fact that relevant tweets for business topics are less likely to
contain hashtags (negative coefficient), while the opposite
holds for entertainment topics (positive coefficient). The
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Performance Measure business entertainment sports politics technology
#topics 6 12 5 21 2
#samples 4503 9724 4669 17162 1811

precision 0.4659 0.3691 0.1918 0.3433 0.5109
recall 0.7904 0.5791 0.1045 0.4456 0.4653
F-measure 0.5862 0.4508 0.1353 0.3878 0.4870

Feature Category Feature business entertainment sports politics technology

keyword-based keyword-based 0.2143 0.2069 0.1021 0.1728 0.2075

semantic-based
semantic-based 0.2287 0.2246 0.0858 0.0456 0.0180
isSemanticallyRelated 1.3821 0.4088 1.0253 1.0689 2.1150

syntactical

hasHashtag -0.8488 0.5234 0.3752 -0.0403 -0.1503
hasURL 2.0960 1.1429 1.2785 1.2085 0.4452
isReply -0.2738 -0.4784 -0.6747 -0.9130 -0.3912
length 0.0044 0.0011 0.0050 -0.0009 0.0013

semantics

#entities -0.2473 -0.1470 0.0853 0.0537 0.1011
#entities(person) -1.2929 -0.1161 -0.4852 0.0177 0.1307
#entities(organization) -0.0976 0.0865 -0.4259 -0.0673 -0.7318
#entities(location) -1.3932 -0.9327 0.3655 -0.1169 0.0875
#entities(artifact) -0.4003 -0.1235 -1.0891 -0.2663 -0.3943
#entities(species) 0.0241 -19.1819 -31.0063 -0.5570 -0.6187
diversity 0.5277 0.4540 0.3209 0.2037 0.1431
sentiment -1.0070 -0.3477 -1.0766 -0.5663 -0.2180

contextual social context -0.0067 -0.0086 -0.0047 -0.0041 -0.0155

Table 6: In line with Table 5, this table shows the influence comparison of different features when partitioning
the topic set according to five broad topic themes.

semantic similarity has a large impact on all themes but
entertainment. Another interesting observation is that sen-
timent, and in particular negative sentiment, is a prominent
feature in Mbusiness and in Mpolitics but less so in the other
models.

Finally we note that there are also some features which
have no impact at all, independent of the topic split em-
ployed: the length of the tweet and the social context of
the user posting the message. The observation that certain
topic splits lead to models that emphasize certain features
also offers a natural way forward: if we are able to determine
for each topic in advance to which theme or topic charac-
teristic it belongs to, we can select the model that fits the
topic best.

6. CONCLUSIONS
In this paper, we have analyzed features that can be used

as indicators of a tweet’s relevance and interestingness to
a given topic. To achieve this, we investigated features
along two dimensions: topic-dependent features and topic-
independent features. We evaluated the utility of these fea-
tures with a machine learning approach that allowed us to
gain insights into the importance of the different features for
the relevance classification.

Our main discoveries about the factors that lead to rele-
vant tweets are the following: (i) The learned models which
take advantage of semantics and topic-sensitive features out-
perform those which do not take the semantics and topic-
sensitive features into account. (ii) The length of tweets and
the social context of the user posting the message have little
impact on the prediction. (iii) The importance of a feature
differs depending on the characteristics of the topics. For
example, the sentiment-based feature is more important for
popular than for unpopular topics and the semantic similar-
ity does not have a significant impact on entertaining topics.

The work presented here is beneficial for search & retrieval
of microblogging data and contributes to the foundations of
engineering search engines for microposts. In the future, we
plan to investigate the social and the contextual features in

depth. Moreover, we would like to investigate to what ex-
tent personal interests of the users (possibly aggregated from
different Social Web platforms) can be utilized as features
for personalized retrieval of microposts.
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ABSTRACT
Social media has become an integral part of today’s web and
allows users to share content and socialize. Understanding
the factors that influence how users evolve over time - for ex-
ample how their social network and their contents co-evolve -
is an issue of both theoretical and practical relevance. This
paper sets out to study the temporal co-evolution of con-
tent and social networks on Twitter and bi-directional in-
fluences between them by using multilevel time series re-
gression models. Our findings suggest that on Twitter so-
cial networks have a strong influence on content networks
over time, and that social network properties, such as users’
number of followers, strongly influence how active and in-
formative users are. While our investigations are limited to
one small dataset obtained from Twitter, our analysis opens
up a path towards more systematic studies of network co-
evolution on platforms such as Twitter or Facebook. Our
results are relevant for researchers and social media hosts
interested in understanding how content-related and social
activities of social media users evolve over time and which
factors impact their co-evolution.

Categories and Subject Descriptors
E.1 [Data Structures]: Graphs and networks;
J.4 [Computer Applications]: Social and behavioral sci-
ences—Sociology

General Terms
Experimentation, Human Factors, Measurement

Keywords
Microblog, Twitter, Influence Patterns, Semantic Analysis,
Time Series

1. INTRODUCTION
Social media applications such as blogs, message boards or
microblogs allow users to share content and socialize. Host-
ing such social media applications can however be costly,
and social media hosts need to ensure that their users re-
main active and their platform remains popular. Monitor-
ing and analyzing behavior of social media users and their
social and content co-evolution over time can provide valu-
able information on the factors which impact the activity
and popularity of such social media applications. Activity
and popularity are often measured by the growth of content
produced by users and/or the growth of its social network.
In recent work we have analyzed how the tagging behav-
ior of users influences the emergence of global tag semantics
[3]. However, as a research community we know little about
the factors that impact the activity and popularity of social
media applications and we know even less about how users’
content-related activities (e.g., their tweeting, retweeting or
hashtagging behavior) influence their social activities (i.e.,
their following behavior) and vice versa.

This paper sets out to explore factors that impact the co-
evolution of users’ content-related and social activities based
on a dataset consisting of randomly chosen users taken from
Twitter’s public timeline by using a multilevel time series
regression model. Unlike previous research, we focus on
measuring dynamic bi-directional influence between these
networks in order to identify which content-related factors
impact the evolution of social networks and vice versa. This
analysis enables us to tackle questions such as ”Does growth
of a user’s followers increase the number of links or hashtags
they use per tweet?” or ”Does an increase in users’ popular-
ity imply that their tweets will be retweeted more often on
average?”.

Our results reveal interesting insights into influence patterns
in content networks, social networks and between them. Our
observations and implications are relevant for researchers
interested in social network analysis, text mining and be-
havioral user studies, as well as for social media hosts who
need to understand the factors that influence the evolution
of users’ content-related and social activities on their plat-
forms.

2. METHODOLOGY
Since we aim to gain insights into the temporal evolution
of content networks and social networks, we apply time se-
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ries modeling [2] based on the work by Wang and Groth [6]
who provide a framework to measure the bi-directional influ-
ence between social and content network properties. In this
work we apply an autoregressive model in order to model
our time series data. An autoregressive model is a model
that goes back p time units in the regression and has the
ability to make predictions. This model can be defined as
AR(p), where the parameter p determines the order of the
model. An autoregressive model aims to estimate an obser-
vation as a weighted sum of previous observations, which is
the number of the parameter p. In this work we apply a
simple model, which calculates each variable independently
and further only includes values from the last time unit.
The calculated coefficients of the model can determine the
influences between variables over time.

In regression analysis variables often stem from different lev-
els. So called multilevel regression models are an appropriate
way to model such data. Hence, the measurement occasion
is the basic unit which is nested under an individual, the
cluster unit. In our dataset we have such a hierarchical
nested structure. For each day different properties are mea-
sured repeatedly, but all of these values belong to different
individuals in our study. If we would apply a simple autore-
gressive model to our data we would ignore the difference
between each user and would just calculate the so-called
fixed effects, because we can not assume that all cluster-
specific influences are included as covariates in the analysis
[4]. The advantage of such multilevel regression models is
now that they add random effects to the fixed effects to also
consider variations among our individuals. Since we mea-
sure different properties repeatedly for different days and
different individuals in our study, our dataset has a hierar-
chical nested structure. Therefore, we utilize a multilevel
autoregressive regression model which is defined as follows:

x
(t)
i,p = aTi x

(t−1)
p + ε

(t)
i + bTi,px

(t−1)
p + ε

(t)
i,p (1)

In this equation x
(t)
p = (x

(t)
i,p, ..., x

(t)
m,p)

T represents a vector,
which contains the variables for an individual p at time t.
Furthermore, ai = (ai,1, ..., aim)T represents the fixed effect
coefficients and bi = (bi,1, ..., bim)T represents the random

effect coefficients. It is assumed that ε
(t)
i and ε

(t)
i,p is the noise

with Gaussian distribution for the fixed and random effects
respectively. It has zero mean and variance σ2

ε . To compare
the fixed effects to each other, the variables in the random
effect regression equations need to be linearly transformed to
represent standardized values. How this is done and how the
model is finally applied to our data is described in section 4.

3. DATASET
We chose Twitter as a platform for studying the co-evolution
of communication content and social networks, since it is
a popular micro-blogging service. We explore one random
dataset in this work, which was crawled within a time period
of 30 days. This random dataset consists of random users
from the public timeline who do not have anything special
in common.

To generate the random dataset, we randomly chose 1500
users from the public Twitter timeline who we used as seed

users. We used the public timeline method from the Twit-
ter API to sample users rather than using random user IDs
since the timeline method is biased towards active Twitter
users. To ensure that our random sample of seed users con-
sists of active, English-speaking Twitter users, we further
only kept users who mainly tweet in English, have at least
80 followers, 40 followees and 200 tweets. We also had to re-
move users from our dataset who deleted or protected their
account during the 30 days of crawling. Hence, we ended up
having 1.188 seed users for whom we were able to crawl their
social network (i.e., their followers and followees) and their
tweets and retweets. To identify retweets we used the flag
provided by the official Twitter API and to extract URLs
we used a regular expression. During a 30 day time period
(from 15.03.2011 to 14.04.2011) we polled the data daily at
about the same time.

4. EXPERIMENTAL SETUP
The goal of our experiments is to study the co-evolution of
social and content networks of Twitter users and influence
patterns between them. In order to achieve this we firstly
created a social and content network for each specific time
point.

Social network: The social network is a one-mode directed
network, where each vertex represents a user and the edges
between these vertices represent the directed follow-relations
between two users at a certain point in time. The con-
structed social network of seed users only reflects a sub-part
of a greater network. Therefore it makes no sense to cal-
culate and analyze specific network properties such as be-
tweenness centrality or clustering coefficient, because these
properties depend on the whole network and we only have
data available for a certain sub-network.

Content network: The content network at each point in
time is a two-mode network, which connects users and tweets
via authoring-relations. From these user-tweet networks one
can extract specific tweet features, such as hashtags, links or
retweet information, and build, for example, a user-hashtag
network. It would also be possible to create further types of
content networks, such as hashtag co-occurrence networks
(see [5] for further types), but we leave the investigation of
such network types open for future research.

Overall, the social networks capture the social following re-
lations between users, whereas our content networks account
the tweets users publish. Finally, we can connect both net-
works via their user vertexes, since we know which user in
the social network corresponds to which user in the content
network and vice versa.

A further step towards our final results is the normaliza-
tion of our available data. This is done by subtracting the
time-overall mean and dividing the result by the time-overall
standard deviation. The fixed effects can now be analyzed
as the effect of one standard deviation of change in the in-
dependent variable on the number of standard deviations
change in the dependent variable [6].

Based on the prepared data, the final model described in
section 2 can be applied to identify potential influences be-
tween social and content network properties over time. Ta-
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Figure 1: Influence network between the content and social network of a randomly chosen set of Twitter
users. An arrow between two properties indicates that the value of one property at time t has a positive
or negative effect on the value of the other property at time t + 1. Red dashed arrows represent negative
effects and blue solid arrows represent positive effects. The thickness of the lines indicates the weight of the
influence relations. Only statistically significant influences are illustrated.

ble 1 describes each social and content network property
used throughout our experiment. The properties are calcu-
lated for a corresponding social or content network at each
time point t of the random Twitter dataset. The depen-
dent variable of the model is always a property at time t
and the independent variable are all properties at time t− 1
including the dependent variable at that time. Including
the dependent variable in that step allows us to detect if
a variable’s previous value influences it’s future value. Fi-
nally, the resulting statistical significant coefficients show a
relationship between an independent variable at time t − 1
and a dependent variable at time t. Positive coefficients in-
dicate that a high value of a property leads to an increase
of another property, while negative coefficients indicate that
a high value of a property leads to an decrease of another
property. To reveal positive and negative influence relations
between properties within and across different networks, we
visualize them as graphical influence network.

5. RESULTS
Our results reveal interesting influence patterns between so-
cial networks and content networks. The influence network
in figure 1 shows the correlations detected in the multilevel
regression analysis via arrows that point out influences be-
tween a property at time t and another property at time
t+ 1.

The influence network reveals significant influences of so-
cial properties on content network properties. The strongest
positive effects can be observed between the number of fol-
lowers of a user and the content network properties - i.e.,
users’ number of followers positively influences their link ra-
tio, their retweeted ratio and their number of tweets. This
indicates that users start providing more tweets and also

Table 1: Social and content network properties
Network
type

Property Description

Social #Followers The number of followers a user v has on
a specific time point t.

Social #Followees The number of followees a user v has on
a specific time point t.

Content #Tweets The number of tweets a user v has au-
thored on a specific time point t.

Content Hashtag
ratio

The number of hashtags used by a user
v on a specific time point t, normalized
by the number of daily tweets authored
by him/her.

Content Retweet
ratio

The number of retweets (originally au-
thored by other users) by a user v on a
specific time point t, normalized by the
number of tweets he/she published that
day.

Content Retweeted
ratio

The number of tweets produced by a user
v on a specific time point t that were
retweeted by other users, normalized by
the number of tweets user v published
that day.

more links in their tweets if their number of followers in-
creases. Not surprisingly, users’ tweets are also more likely
to get retweeted if their number of followers increases, be-
cause more users are potentially reading their tweets.

Further, figure 1 shows that the number of followees of the
social network has positive and negative influences on the
content network in our random dataset. While the positive
effects point to the link and hashtag ratio, the negative ef-
fects point to the number of tweets and the retweeted ratio.
This suggests that users who start following other users also
start using more hashtags and links. One possible expla-
nation for this is that users get influenced by the links and
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hashtags used by the users they follow and might therefore
use them more often in their own tweets. The negative ef-
fect of the number of followees on the number of tweets and
the retweeted ratio suggests that users who start following
many other users start behaving more like passive readers
rather than active content providers.

Another observation of our experiment is that all properties
influence themselves positively, which indicates that users
who are active one day, tend to be even more active the
next day. This indicates for example, that users who attract
new followers one day tend to attract more new followers
the day after.

6. CONCLUSIONS AND FUTURE WORK
The main contributions of this paper are the following: (i)
We applied multilevel time series regression models to one
selected Twitter dataset consisting of social and content net-
work data and (ii) we explored influence patterns between
social and content networks on Twitter. In our experiments
we studied how the properties of social and content networks
co-evolve over time. We showed that the adopted approach
allows answering interesting questions about how users’ be-
havior on Twitter evolves over time and the factors that
impact this evolution. While our results are limited to the
dataset used, our work illuminates a path towards study-
ing complex dynamics of network evolution on systems such
as Twitter. Our analyses may also facilitate social media
hosts to promote certain features of the platform and steer
users and their behavior. For example, one can see from
our analysis that usage of content features, such as hashtags
and links, is highly influenced by social network properties
such as the number of followers of a user. Therefore, social
media hosts could try to encourage users to use more con-
tent features by introducing new measures such as a friend
recommender techniques which might impact the social net-
work of users. However, further work is warranted to study
these ideas.

Overall, our findings on one small Twitter dataset suggest
that there are manifold sources of influence between social
and content network properties. Our results indicate that
users’ behavior and the co-evolution of content and social
networks on Twitter is driven by social factors rather than
content factors. Previous research by Anagnostopoulos et
al. [1] showed that content on Flickr is not strongly in-
fluenced by social factors. This may suggest that different
social media applications may be driven by different factors.
The experimental setup used in our work can be applied
to different datasets to study these questions in the future.
Nevertheless, further work is required to confirm or refute
this observations on other, larger datasets.

Our experiments suggest that the number of followers pow-
erfully influences properties of the content network. One
interpreation for that is that the number of followers is a
very important motivation for Twitter users to add more
content and use more content features like hashtags, URLs
or retweets. However, the number of users a user is follow-
ing can also have a negative influence on content network
properties as one can see from figure 1. Our results suggests
that an increase of a user’s followees (i.e., the number of
users he/she follows) implies that the user starts tweeting

less and that his/her tweets get less frequently retweeted.

Further, our findings show that all properties influence them-
selves positively. This does not mean that the values of all
properties always increase over time, but that they tend to
increase depending on how much they increased the day be-
fore. For example, a Twitter user who started posting more
links at day t, is likely to post even more links at day t+ 1
or a user who gain new followers at day t is likely to gain
even more new followers at day t+ 1.

To summarize, our work highlights the existence of interest-
ing influence relationships between content and social net-
works on Twitter, and shows that multilevel time series re-
gression analysis can be used to reveal such relationships and
to study how they evolve over time. Based on the techniques
developed by Wang and Groth [6], our work investigated in-
fluence patterns in a new domain, i.e. on microblogging plat-
forms like Twitter. Our results are relevant for researchers
interested in social network analysis, text mining and be-
havioral user studies, as well as for community hosts who
need to understand the factors that influence the evolution
of their users in terms of their content-related and social
behavior.
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