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Preface

These proceedings contain the five peer-reviewed contributions as well as the
(extended) abstracts of the three complementary accepted presentations given at
the Third International Workshop on Biological Processes € Petri Nets (BioPPN
2012), held as a satellite event of PETRI NETS 2012, in Hamburg, Germany, at
June 25, 2012.

The workshop has been organised to provide a platform for researchers aiming
at fundamental research and real life applications of Petri nets in Systems and
Synthetic Biology. Systems and Synthetic Biology are full of challenges and open
issues, with adequate modelling and analysis techniques being one of them. The
need for appropriate mathematical and computational modelling tools is widely
acknowledged.

Petri nets offer a family of related models, which can be used as a kind
of umbrella formalism — models may share the network structure, but vary in
their kinetic details (quantitative information). This undoubtedly contributes
to bridging the gap between different formalisms, and helps to unify diversity.
Thus, Petri nets have proved their usefulness for the modelling, analysis, and
simulation of a diversity of biological networks, covering qualitative, stochastic,
continuous and hybrid models. The deployment of Petri nets to study biological
applications has not only generated original models, but has also motivated
research of formal foundations.

We received three types of contributions: research papers, work-in-progress
papers and posters. All submissions have been reviewed by four to five reviewers
coming from or being recommended by the workshop’s Program Committee. The
list of reviewers comprises 18 professionals of the field. The five accepted peer-
reviewed papers (with an acceptance rate of 78%) involve 23 authors coming
from three different countries. In summary, the workshop proceedings enclose
theoretical contributions as well as biological applications, demonstrating the
interdisciplinary nature of the topic.

The workshop programme was complemented by the invited talk Petr: Nets -
an Integrative Framework for Advanced Biomodel Engineering given by Wolfgang
Marwan from the Magdeburg Centre for Systems Biology (MaCS), Otto-von-
Guericke University Magdeburg, Germany.

For more details see the workshop’s website http://www-dssz.informatik.tu-
cottbus.de/BME/BioPPN2012.

We acknowledge substantial support by the EasyChair management system,
see http://www.easychair.org, during the reviewing process and the production
of these proceedings — full credits.

June 2012 Monika Heiner
Ralf Hofestadt
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A Database-supported Modular Modelling
Platform for Systems and Synthetic Biology

Wolfgang Marwan

Lehrstuhl fiir Regulationsbiologie and Magdeburg Centre for Systems Biology,
Otto-von-Guericke Universitéat, Universitatsplatz 2, 39106 Magdeburg, Germany
wolfgang.marwan@ovgu.de

Abstract. Petrinets are employed as a multifunctional integrative frame-
work for biomodel engineering. We describe the general concept of a mod-
ular modelling approach that consideres the functional coupling of com-
ponents of genome, transcriptome, and proteome with complex cellular
phenotypes. For this purpose, the effects of genes and their mutated al-
leles on downstream components are modeled by composable, metadata-
containing Petri net models organized in a database with version control,
accessible through a web interface. Gene modules are coupled to protein
modules through mRNA modules by specific interfaces designed for the
automatic, database-assisted composition. Automatically assembled exe-
cutable models may then consider cell type-specific gene expression pat-
terns and take the resulting protein concentrations into account. With a
sufficient number of protein modules in the database, the composed Petri
nets can predict complex effects of gene mutations or uncover complex
genotype/phenotype relationships. In this context, forward and reverse
engineered modules are fully compatible.
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Comparison of Metabolic Pathways by
Considering Potential Fluxes

Paolo Baldan!, Nicoletta Cocco? and Marta Simeoni?
! Dipartimento di Matematica, Universita di Padova
via Trieste 63, 35121 Padova, Italy
email: baldan@math.unipd.it
2Dipartimento di Scienze Ambientali, Statistica e Informatica,
Universita Ca’ Foscari Venezia,
via Torino 155, 30172 Venezia Mestre, Italy
email: cocco@dsi.unive.it,simeoni@dsi.unive.it

Abstract. Comparison of metabolic pathways is useful in phylogenetic
analysis and for understanding metabolic functions when studying dis-
eases and in drugs engineering. In the literature many techniques have
been proposed to compare metabolic pathways, but most of them focus
on structural aspects, while behavioural or functional aspects are gener-
ally not considered. In this paper we propose a new method for comparing
metabolic pathways of different organisms based on a similarity measure
which considers both homology of reactions and functional aspects of
the pathways. The latter are captured by relying on a Petri net repre-
sentation of the pathways and comparing the corresponding T-invariant
bases, which represent potential fluxes in the nets. The approach is im-
plemented in a prototype tool, COMETA, which allows us to test and
validate our proposal. Some experiments with COMETA are presented.

1 Introduction

The life of an organism depends on its metabolism, the chemical system which
generates the essential components - amino acids, sugars, lipids and nucleic acids
- and the energy necessary to synthesise and use them. Subsystems of metabolism
dealing with some specific function are called metabolic pathways. Comparing
metabolic pathways of different species yields interesting information on their
evolution and it may help in understanding metabolic functions. This is impor-
tant for metabolic engineering and for studying diseases and drugs design.

In the recent literature many techniques have been proposed for comparing
metabolic pathways of different organisms. Each approach chooses a representa-
tion of metabolic pathways which models the information of interest, proposes a
similarity or a distance measure and possibly supplies a tool for performing the
comparison.

Representations of metabolic pathways at different degrees of abstraction
have been considered. A pathway can be simply viewed as a set of components
of interest, which can be reactions, enzymes or chemical compounds. In other
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approaches pathways are decomposed into a set of paths, leading from an initial
metabolite to a final one. The most detailed representations model a metabolic
pathway as a graph. Clearly, more detailed models produce more accurate com-
parison results, in general at the price of being more complex.

The distances in the literature generally focus on static, topological infor-
mation of the pathways, disregarding the fact that they represent dynamic pro-
cesses. In this paper we propose to take into account also behavioural aspects: we
represent the pathways as Petri nets (PNs) and compare also aspects related to
their behaviour as captured by T-invariants. Petri nets seem to be particularly
natural for representing and modelling metabolic pathways (see, e.g., [8] and ref-
erences therein). The graphical representations used by biologists for metabolic
pathways and the ones used in PNs are similar; the stoichiometric matrix of a
metabolic pathway is analogous to the incidence matrix of a PN; the flux modes
and the conservation relations for metabolites correspond to specific properties
of PNs. In particular minimal (semi-positive) T-invariants correspond to ele-
mentary flux modes [43] of a metabolic pathway, i.e., minimal sets of reactions
that can operate at a steady state. The space of semi-positive T-invariants has a
unique basis of minimal T-invariants which is characteristic of the net and we use
it in the comparison. Hence we propose a similarity measure between pathways
which considers both homology of reactions, represented by the Sgrensen index
on the multisets of enzymes in the pathways, and similarity of potential fluxes in
the pathways, obtained by comparing the corresponding T-invariant bases. We
developed a prototype tool, COMETA, implementing our proposal. Given a set of
organisms and a set of metabolic pathways, CoMeta automatically gets the cor-
responding data from the KEGG database, builds the corresponding Petri nets,
computes the T-invariants and the similarity measures and shows the results of
the comparison among organisms as a phylogenetic tree. We performed several
experiments with CoMeta and, although further investigations are definitively
needed, the approach appears to be promising and worth to be pursued.

The paper is organised as follows. In Section 2 we introduce metabolic path-
ways and give a classification of various proposals for metabolic pathways com-
parison. In Section 3 we show how a Petri net can model a metabolic pathway
and present our proposal. In Section 4 we briefly illustrate the tool COMETA
and we present some experiments. A short conclusion follows in Section 5.

2 Comparison of Metabolic Pathways

In this section we briefly introduce metabolic pathways and classify various pro-
posals for the comparison of metabolic pathways in the literature.

2.1 Metabolic pathways

Biologists usually represent a metabolic pathway as a network of chemical re-
actions, catalysed by one or more enzymes, where some molecules (reactants or
substrates) are transformed into others (products). Enzymes are not consumed
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in a reaction, even if they are necessary and used while the reaction takes place.
The product of a reaction is the substrate for other ones.

To characterise a metabolic pathway, it is necessary to identify its components
(namely the reactions, enzymes, reactants and products) and their relations.
Quantitative relations can be represented through a stoichiometric matrix, where
rows represent molecular species and columns represent reactions. An element
of the matrix, a stoichiometric coefficient n;;, represents the degree to which
the i-th chemical species participates in the j-th reaction. By convention, the
coefficients for reactants are negative, while those for products are positive. The
kinetic of a pathway is determined by the rate associated to each reaction. It
is represented by a rate equation, which depends on the concentrations of the
reactants and on a reaction rate coefficient (or rate constant) which includes all
the other parameters (except for concentrations) affecting the rate.

Information on metabolic pathways are collected in databases. In particular
the KEGG PATHWAY database [2] (KEGG stands for Kyoto Encyclopedia of
Genes and Genomes) contains the main known metabolic, regulatory and ge-
netic pathways for different species. It integrates genomic, chemical and systemic
functional information [23]. The pathways are manually drawn, curated and con-
tinuously updated from published materials. They are represented as maps which
are linked to additional information on reactions, enzymes and genes, which may
be stored in other databases. KEGG can be queried through KGML (KEGG
Markup Language) [1], a language based on XML.

2.2 Comparison techniques for metabolic pathways

Many proposals exist in the literature for comparing metabolic pathways and
whole metabolic networks in different organisms. Each proposal is based on some
simplified representation of a metabolic pathway and on a related definition of
similarity score (or distance measure) between two pathways. Hence we can
group the various approaches in three classes, according to the structures they
use for representing and comparing metabolic pathways. Such structures are:

— Sets. Most of the proposals in the literature represent a metabolic pathway
(or the entire metabolic network) as the set of its main components, which
can be reactions, enzymes or chemical compounds (see, e.g., [17, 18,29, 22,
14,13, 10, 48, 33]). This representation is simple and efficient and very useful
when entire metabolic networks are compared. The comparison is based on
suitable set operations.

— Sequences. A metabolic pathway is sometimes represented as a set of se-
quences of reactions (enzymes, compounds), i.e., pathways are decomposed
into a set of selected paths leading from an initial component to a final one
(see, e.g., [49,30,11,27,50]). This representation may provide more informa-
tion on the original pathways, but it can be computationally more expensive.
It requires methods both for identifying a suitable set of paths and for com-
paring them.
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— Graphs. In several approaches, a metabolic pathway is represented as a graph
(see, e.g., [20, 34,16, 52,28,6,12,24, 31,26, 7, 5]). This is the most informative
representation in the classification, as it considers both the chemical compo-
nents and their relations. A drawback can be the complexity of the compar-
ison techniques. In fact the graph and subgraph isomorphism problems are
GI-complete (graph isomorphism complete) and NP-complete, respectively.
For this reason efficient heuristics are used and simplifying assumptions are
introduced, which produce further approximations.

The similarity measure (or distance) and the comparison technique strictly
depend on the chosen representation. When using a set-based representation, the
comparison between two pathways roughly consists in determining the number
of common elements. A similarity measure commonly used in this case is the
Jacard indez defined as:

J(X,Y) = M
|X UY]
where X and Y are the two sets to be compared. When pathways are represented
by means of sequences, alignment techniques and sum of scores with gap penalty
may be used as similarity measures. In the case of graph representation, more
complex algorithms for graph homeomorphism or graph isomorphism are used
and some approximations are introduced to reduce the computational costs.

In any case the definition of a similarity measure between two metabolic
pathways relies on a similarity measure between their components. Reactions
are generally identified with the enzymes which catalyse them, and the most
used similarity measures between two reactions/enzymes are based on:

— Identity. The simplest similarity measure is just a boolean value: two enzymes
can either be identical (similarity = 1) or different (similarity = 0).

— EC hierarchy. The similarity measure is based on comparing the unique EC
number (Enzyme Commission number) associated to each enzyme, which
represents its catalytic activity.

The EC number is a 4-level hierarchical scheme, d;.ds.d3.d4, developed by the
International Union of Biochemistry and Molecular Biology (IUBMB) [51].
For instance, arginase is numbered by EC : 3.5.3.1, which indicates that
the enzyme is a hydrolase (EC : 3. % . % .x), and acts on the “carbon nitro-
gen bonds, other than peptide bonds” (sub-class EC : 3.5. % .x) in linear
amidines (sub-sub-class FC : 3.5.3.x). Enzymes with similar EC classifica-
tions are functional homologues, but do not necessarily have similar amino
acid sequences.

Given two enzymes e = dj.ds.ds.dy and ¢ = dj.db.ds.d)), their similarity
S(e,e’) depends on the length of the common prefix of their EC numbers:

S(e,e’) =max{i:d; =d;}/4

For instance, the similarity between arginase (e = 3.5.3.1) and creatinase
(¢! =3.5.3.3) is 0.75.
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— Information content. The similarity measure is based on the EC numbers
of enzymes together with the information content of the numbering scheme.
This is intended to correct the large deviation in the distribution in the
enzyme hierarchy. For example, the enzymes in the class 1.1.1 range from
EC1.1.1.1 to EC1.1.1.254, whereas there is a single enzyme in the class
5.3.4. Given an enzyme class h, its information content is defined as I(h) =
—logoC(h), where C(h) denotes the number of enzymes in h. The similarity
between two enzymes e; and e; is I(hij), where h;; is their lowest common
upper class.

— Sequence alignment. The similarity measure is obtained by aligning the genes
or the proteins corresponding to the two enzymes and by considering the
resulting alignment score.

3 Behavioural Aspects in Metabolic Pathways
Comparison

In this section we briefly discuss how to represent a metabolic pathway as a
Petri net. Then we define a similarity measure between two metabolic pathways
modelled as Petri nets, which takes into account the flows in the pathways by
comparing their minimal T-invariants. Such measure is combined with a more
standard one which considers homology of reactions.

3.1 Metabolic pathways as Petri nets

PNs are a well known formalism introduced in computer science for modelling
discrete concurrent systems. PNs have a sound theory and many applications
both in computer science and in real life systems (see [32] and [15] for surveys
on PNs and their properties). A large number of tools have been developed for
analysing properties of PNs. A quite comprehensive list can be found at the
Petri net World site [3].

In some seminal papers Reddy et al. [37,35,36] and Hofestddt [21] proposed
Petri nets (PNs) for representing and analysing metabolic pathways. Since then,
a wide range of literature has grown on the topic [8]. The structural representa-
tion of a metabolic pathway by means of a PN can be derived by exploiting the
natural correspondence between PNs and biochemical networks. In fact places
are associated with molecular species, such as metabolites, proteins or enzymes;
transitions correspond to chemical reactions; input places represent the substrate
or reactants; output places represent reaction products. The incidence matrix of
the PN is identical to the stoichiometric matrix of the system of chemical re-
actions. The number of tokens in each place indicates the amount of substance
associated with that place. Quantitative data can be added to refine the rep-
resentation of the behaviour of the pathway. In particular, extended PNs may
have an associated transition rate which depends on the kinetic law of the cor-
responding reaction. Large and complex networks can be greatly simplified by
avoiding an explicit representation of enzymes and by assuming that ubiquitous
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substances are in a constant amount. In this way, however, processes involving
these substances, such as the energy balance, are not modelled.

Once metabolic pathways are represented as Petri nets, we consider their
behavioural aspects as captured by the T-invariants (transition invariants) of
the nets which, roughly, represents potential cyclic behaviours in the system.
More precisely a T-invariant is a (multi)set of transitions whose execution start-
ing from a state will bring the system back to the same state. Alternatively,
the components of a T-invariant may be interpreted as the relative firing rates
of transitions which occur permanently and concurrently, thus characterising a
steady state. Therefore presence of T-invariants in a metabolic pathway is bio-
logically of great interest as it can reveal the presence of steady states, in which
concentrations of substances have reached a possibly dynamic equilibrium.

Although space limitations prevent us from a formal presentation of nets and
invariants, it is useful to recall that the set of (semi-positive) T-invariants can
be characterised finitely, by resorting to its Hilbert basis [40].

Remark 1 (Unique basis). The set of T-invariants of a (finite) Petri net N admits
a unique basis which is given by the collection B(N) of minimal T-invariants.

The above means that any T-invariant can be obtained as a linear combi-
nation (with positive integer coefficient) of minimal T-invariants. Uniqueness of
the basis B(IN) allows us to take it as a characteristic feature of the net.

The problem of determining the Hilbert basis is EXPSPACE since the size
of such basis can be exponential in the size of the net. Still, in our experience,
the available tools like INA [47] work fine on Petri nets arising from metabolic
pathways.

In a PN model of a metabolic pathway, a minimal T-invariant corresponds
to an elementary flux mode, a term introduced in [43] to refer to a minimal
set of reactions that can operate at a steady state. It can be interpreted as a
minimal self-sufficient subsystem which is associated to a function. Minimal T-
invariants are important in model validation techniques (see, e.g., [19,25]) and
they may provide insights into the network behaviour. By assuming both the
fluxes and the pool sizes constants, with some further simplifying assumption,
the stoichiometry of the network restricts the space of all possible net fluxes to a
rather small linear subspace. Such subspace can be analysed in order to capture
possible behaviours of the pathway and its functional subunits [38,39,41-44].

3.2 A combined similarity measure between pathways

Metabolic pathways are complex networks of biochemical reactions describing
fluxes of substances. Such fluxes arise as the composition of elementary fluxes,
i.e., cyclic fluxes which cannot be further decomposed. Most of the techniques
briefly illustrated in Section 2 compare pathways on the basis of homology of
their reactions, that is they determine a point to point functional correspon-
dence. Some proposals consider also the topology of the network, but still most
techniques are eminently static and ignore the flow of metabolites in the pathway.
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Here we propose a comparison between metabolic pathways based on the
combination of two similarity scores derived from their Petri net representation.
More precisely, we consider a “static” score, R_score (reaction score), taking into
account the homology of reactions occurring in the pathways and a “behavioural”
score, I_score (invariant score), taking into account the dynamics of the pathway
as expressed by the T-invariants.

Both R_score and I_score are based on the Sgrensen index [46] extended to
multisets as below, where X; and X5 are multisets and N and || are intersection
and cardinality generalised to multisets.

. 2|1 X1 NX
S_index (X1, Xs) = )|(1|1—0—|X22||

Given two pathways represented as Petri nets P; and P, the R_score is
computed by comparing their reactions. Each reaction is actually represented
by the EC numbers of the associated enzymes. More precisely, if X; and Xs
denotes the multisets of the EC numbers in P; and P2 respectively, we define
the R_score as

R_score(X1,X2) = S-index (X1, X2).

The similarity considered between enzymes is the identity, but finer similarity
measures between enzymes, such as the one determined by the EC hierarchy,
could be easily accommodated in this setting. We choose a multiset representa-
tion since an EC number may occur more than once in a pathway and we opted
for the Sgrensen index as it fits better to multisets than the Jacard index.

The distance based on reactions is then defined as follows

dr(P1, P2) =1 — R_score(X1, X2).

The behavioural component of the similarity is obtained by comparing the
Hilbert bases of minimal T-invariants. Each invariant is represented as a multiset
of EC numbers, corresponding to the reactions occurring in the invariant, and
the similarity between two invariants is given, as before, by the S_index. Note
that when T-invariants are sets of transitions (rather than proper multisets)
they can be seen as subnets of the net at hand, and the similarity between
two T-invariants coincides with the R_score of the corresponding subnets. More
generally, transitions can occur in an invariant with some multiplicity, which
influences the similarity score.

A heuristic match between the two bases B(P;) and B(P,) is performed and
the S_index values corresponding to the matching pairs are accumulated into
I_SCORE(Py, P,) as described by the algorithm in Fig. 1.

! Formally, a multiset is a pair (X,mx) where X is the underlying set and mx :
X — N7 is the multiplicity function, associating to each € X a positive natural
number indicating the number of its occurrences. Then [(X,mx)| = > .y mx(2)
and (X,mx) N (Y,my) = (X NY,mxny) where mxny(z) = min(mx(z), my(z))
foreach z € X NY.
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function I_SCORE(Pi, P);
input:  two metabolic pathways P; and P;
output: the similarity measure between B(P:) and B(P:);

begin
Il = B(P1)7 12 = B(Pz),
score = 0;

card = max{|l1],|I2|};
while (I1 Z0 A I #0) do
begin
(X1, X3) = FIND_MAX_SIM(I1,I2); {Returns a pair of T-invariants, (X1, X2),
in I; X I such that S_index(X;, Xz)
is maximum}
score = score + S_index(X1, X2);

I =1, — {X1}§
12 = 12 — {Xg};
end;

score = score/ card;
return score
end COMPUTE_I_SCORE;

Fig. 1. Comparing bases of T-invariants

Again, pathways similarity based on minimal T-invariants induces a distance:
dr(P1, Py) =1 — I_score(Py, Py)

The two distances are combined by taking a weighted sum as below, where
a € [0,1]:
dD(Pl,PQ) =« dR(Pl, P2) + (1 — Ol) d](Pl,PQ)

The parameter a allows the analyst to move the focus between homology of reac-
tions and similarity of functional components as represented by the T-invariants.

Two organisms O; and O, can be compared by considering n metabolic
pathways Py,..., P,. In this case the distances between the two organisms with
respect to the various metabolic pathways Pj, j € [1,7n], need to be combined.
The simplest solution consists in taking the average distance:

2?21 dD(le’ PJ2)

n

dp(01,02) =

When a pathway P; occurs in one of the two organisms but not in the other,
the corresponding pathway distance dp(P}, P?) in the formula above is taken
to be 1.

4 Experimenting with CoMeta

In this section we briefly illustrate the tool CoMeta (Comparing METAbolic
pathways) which implements our proposal, and we report on some experiments.
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COMETA is a user-friendly tool written in Java and running under Windows
and Linux. Due to space limitation, we just list its main integrated functionali-
ties:

— Select organisms and pathways: COMETA proposes the lists of KEGG organ-
isms and pathways and allows the user to select the ones to be compared.
Such lists can be saved and then recovered for further processing.

— Retrieve KEGG information: the KEGG files corresponding to the selected
organisms and pathways are automatically downloaded by COMETA from
the KEGG database [2].

— Translate into PNs: COMETA automatically translates the selected organ-
isms and pathways into corresponding Petri nets, by using an extension of
the tool MPath2PN [9]. The PNML files describing the Petri nets thus ob-
tained are available for further processing.

— Compute T-invariants: COMETA uses the tool INA [47] to compute the bases
of semi-positive T-invariants of the PN representations.

— Compute Distances: COMETA automatically computes the reactions and in-
variants distances as defined in Section 3.2, and allows the user to specify the
parameter « used for computing the combined distance. Distance matrices
can be exported as text files. Moreover, COMETA allows the user to inspect
the details of the comparison between any pair of organisms (T-invariants
bases, matches between invariants, reactions and invariants scores, etc.).

— Show Phylogenetic trees: the combined distance matrix may be the input of a
phylogenetic tree construction method. Currently COMETA implements the
UPGMA and Neighbour Joining methods, and displays the corresponding
phylogenetic trees.

4.1 Experiments

In order to validate our proposal COMETA has been applied to many sets of
organisms. We next show some interesting experiments.

Experiment 1. In the first experiment we consider the glycolysis pathway
in five eucaryotes: Homo sapiens (HSA), Rattus norvegicus (RNO), Meleagris
gallopavo (MGP), Sus scrofa (SSC), Saccharomyces cerevisiae (SCE).

The combined distance has been computed with the parameter a ranging in
{0.00,0.25,0.50,0.75,1.00}. The corresponding phylogenetic trees built with the
UPGMA method are shown in Figure 2.

The tree in Figure 2 (left) is built with a = 1, i.e., by considering in the
comparison only homology of reactions. In this case Homo sapiens and Rattus
norvegicus are closely classified because they have the same glycolysis pathway,
but Meleagris gallopavo is incorrectly close to them. The tree does not change
for @« = 0.75. The tree in Figure 2 (right) is obtained with a = 0.5, hence
besides homology of reactions, it considers also the similarity of T-invariants

-10 -



Proc. BioPPN 2012, a satellite event of PETRI NET 2012

RNO HSA MGP SsC SCE ’—ﬁ 1

RNO HSA 88C MGP SCE

Fig. 2. UPGMA trees for Experiment 1, with o = 1 (left) and a < 0.5 (right).

(with weigth 0.5). This modifies the classification which now matches exactly
the standard NCBI taxonomy [4]. With « smaller than 0.5, i.e., by increasing
the relevance of the T-invariants in the computation of the distance, we obtain
the same phylogenetic tree.

In this experiment the classification based on glycolysis obtained by consid-
ering only the distance on reactions does not match the NCBI taxonomy and it
improves by taking into account the distance on T-invariants, i.e., the combined
distance produces a better classification. This is not always true as shown by
the next experiment.

Experiment 2 In this experiment we consider four eucaryotes — Homo sapi-
ens (HSA) Rattus norvegicus (RNO) C. elegans (CEL) Drosophila melanogaster
(DME) — and a bacterium — E. coli (ECO) — and three metabolic pathways,
glycolysis, pyruvate metabolism and purine metabolism.

DME CEL RNO HSA ECO

Fig. 3. UPGMA trees for experiment 2, with a =1 (left) and a < 0.75 (right).

The results obtained with « ranging in {0.00,0.25,0.50,0.75,1.00} are shown
in Figure 3. The phylogenetic trees are built with the UPGMA method. The
tree on the left of Figure 3, corresponds to a = 1 and thus it considers only
similarity of reactions in the comparison. This classification matches exactly the
standard NCBI taxonomy [4] of the considered organisms. The tree in Figure 3
(right), corresponds to consider similarity both of reactions and of T-invariants,
with a = 0.75. The classification changes and it does not match any longer
the standard NCBI taxonomy. This remains true by increasing the relevance of
T-invariants i.e., with o = 0.50 or smaller.

In this experiment, by considering the distance based on reactions we get a
classification of the organisms matching the NCBI taxonomy. This is no longer
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true when considering also T-invariants. This could be due to the fact that the
reference NCBI taxonomy considers many characteristics of the organisms, not
just a few metabolic functions as we do. In general, this shows that further
experiments are necessary for understanding how to use our combined distance.

Experiment 3 The third experiment is conducted on a set of 16 organisms,
mainly bacteria, w.r.t. the glycolysis pathway. It has been originally used in [20]
as a test case and then considered also in [10]. The organisms and their reference
NCBI taxonomy are show in Figure 4.

Focusing on an experiment already studied in the literature helps in compar-
ing our technique with other proposals, although, as clarified below, a precise
comparison is quite difficult for the variability of data sources and reference
classifications.

Cod. |Organism Reign —SYN
afu |A. fulgidus Archea — AAE
mja |M. jannaschii Archea —— TMA
. . —— MPN

cpn |C. pneumoniae Bacteria
mge |M. genitalum Bacteria MGE
mpn |M. pneumoniae Bacteria DRA
hin |H. influenzae Bacteria ——— HIN
syn |Synechocystis Bacteria
dra |D. radiodurans Bacteria ECO
mtu |M. tuberculosis Bacteria ‘ HPY
tpa |T. pallidum Bacteria TPA
bsu |B. subtilis Bacteria |
aae |A. aeolicus Bacteria CPN
tma |T. maritima Bacteria ‘ MTU

. . —— AFU
eco |E. coli Bacteria
hpy |H. pylori Bacteria L MIA
sce |Saccharomyces cerevisiae|Eucaryotes | sce

Fig. 4. Left: organisms for experiment 3. Right: reference NCBI taxonomy

As in the previous experiments, « ranges in [0, 1], phylogenetic trees are built
using the UPGMA method and they are compared with the reference NCBI clas-
sification of the 16 organisms. In order to perform such a comparison, follow-
ing [20, 10], we used the cousins tool [53,45] with threshold 2. The tool compares
unordered trees with labelled leaves by counting the sets of common cousin pairs
up to a certain cousin distance.? The outcome is reported in the table in Fig-

2 A cousin pair is a triple consisting of a pair of leaves and their cousin distance: 0 if
they are siblings (same parent), 0.5 if the parent of one of them is the grandparent of
the other, 1 if they are cousins (same grandparent but not same parent), 1.5 if their
first common ancestor is the grandparent of one of them and the great-grandparent
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ure 5 (left). Our best result, 0.3163265, corresponds to the phylogenetic tree in
Figure 5 (right) and to the combined distance with o € [0.50,0.75].

o | Similarity N
value

|
0.00] 0.25 ¢
0.25| 0.2673267
0.50| 0.3163265
0.75| 0.3163265

MJA AFU TPA MTU DRA BSU SYN MPN MGE CPN TMA AAE HPY ECO HIN SCE
1.00] 0.2621359

Fig. 5. Results for experiment 3. Left: similarity values computed with cousins.
Right: UPGMA phylogenetic tree (a € [0.50,0.75]).

Our results cannot be immediately compared with those in [20, 10]. In fact,
the reference NCBI classification of the 16 organisms (and apparently also the
corresponding KEGG data) has been changing in the meantime. Nevertheless,
the experiment suggests that our technique produces results which are at least
comparable with those in [20, 10].

In particular, in [20] a pathway is represented as an enzyme graph and a
distance is defined which takes into account both the structure of the graph and
the similarity between corresponding nodes. A phylogenetic tree is built with the
resulting distance matrix by using the Neighbour Joining method. According to
the authors, cousins provides a similarity value of 0.26 between their phyloge-
netic tree and their reference NCBI taxonomy and this outperforms the results
of the phylogenies obtained by NCE, 16SrTRNA and [29]. Hence our results im-
proves those obtained in [20]. Although space limitations prevent us to report
the details here, this is true also when we use Neighbour Joining trees.

Instead, in [10] a heuristic comparison algorithm is proposed which computes
the intersection and symmetric difference of the sets of compounds, enzymes,
and reactions in the metabolic pathways of different organisms. Their algorithm
gives in output a similarity matrix which is used by a fuzzy equivalence relations-
based (FER) hierarchical clustering method to compute the classification tree.
The authors were not able to reproduce the experiment in [20]. In the cousins
comparison w.r.t. the reference NCBI taxonomy their best result has a similarity
value of 0.3195876, which is very close to our best result.

5 Conclusions

Biological questions related to evolution and to differences among organisms can
be answered by comparing their metabolic pathways. In this paper we propose
a new similarity measure for metabolic pathways which combines a similarity

of the other one, 2 if they are second cousins (same great-grandparent but not same
grandparent) and so on.
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based on reactions and a similarity based on behavioural aspects such as po-
tential fluxes, which correspond to the minimal T-invariants of the Petri net
representation of a pathway.

We implemented a tool, COMETA, to experiment with our proposal. It is not
easy to compare the results we obtained with those in the literature. Nevertheless
experiments made with COMETA showed that:

— Our combined measure produces valid phylogenetic classifications.

— Neither the comparison based on reactions nor the one based on T-invariants
gives always correct results. The refinement due to the introduction of the
behavioural measure can be useful, but further investigations are necessary
to determine how to combine properly the two measures.

— Measures based on more sophisticated representations of a pathway (e.g., us-
ing graphs rather than sets, or considering also compounds besides enzymes)
not necessarily give better results than our combined measure, as our third
experiment shows. However also this hypothesis needs further experiments
to be verified.

We are performing extensive studies on the distributions of the two proposed
distances. This could reveal correlations between them, and, possibly, give in-
sights on the ranges for the « parameter (influence of the T-invariants on the
combined distance) providing the best results. We are also extending COMETA
to deal with a more refined similarity measure on EC numbers, the hierarchical
similarity. We plan to add also the Tanimoto index (extended Jacard index) as
an alternative to the Sgrensen index. This would allow us to compare and evalu-
ate different measures. When comparing organisms on large sets of pathways, a
further extension would be to associate weights to the pathways. Weights could
be chosen by the user in order to put more emphasis on some pathways of inter-
est or could be derived on the basis of characteristics of the pathways, like their
size.

Moreover, it would be very interesting to compare different organisms by con-
sidering their whole metabolic networks. This would allow one to identify more
properly the T-invariants corresponding to functional units in the metabolic net-
work. In fact, when considering single pathways some T-invariants can be not
recognisable since they might be split in different pathways. However, the addi-
tional information deriving from the partitioning in well established functional
pathways would be lost. Additionally, comparing full metabolic networks could
be not viable from a computational point of view since in the worst case Hilbert
bases can be exponential in the size of the original net.

COMETA is part of a larger project to integrate various tools for representing
and analysing metabolic pathways through Petri nets. We intend to use the dis-
tance matrices computed by COMETA for different analyses. COMETA is freely
available at: http://www.dsi.unive.it/~simeoni/CometaTool.tgz.

Acknowledgements. We are grateful to Paolo Besenzon and Silvio Alaimo for
their contribution to the implementation of the tools used for the experiments.
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Extended Abstract

Background. Facilitating the handling of the increasing number of kinetic models
is a challenging task in biomodel engineering. Usually advanced mathematical skills
are required to generate, curate, update or to just perform simulations with a kinetic
model. This makes modelling less popular in the life sciences. In addition, an on-going
trend in biomodel engineering is the representation of biological systems in the form
of monolithic models, which are inherently complex due to the numerous interwoven
components. This makes them hardly accessible to others, especially for curation and
updating. Moreover, monolithic models usually cannot be linked without extensive re-
structuring. Therefore, biomodel engineering would benefit from a universal and unify-
ing modelling platform facilitating the use of models and making them more appealing
even for wet lab life scientists.

Results. We developed a modular modelling concept, where modules focus on the re-
actions of each individual protein with its specific interaction partners as described by
a Petri net [1-4]. These Petri net modules are graphically displayed, can be executed
individually and may be coupled with via specific connection interfaces. Our concept
is supported by a prototype database with a publically accessible web-interface [1].
In addition to the network structure of each module, the database contains metadata
for documentation purposes. Therefore, each module corresponds to a wiki-like minire-
view. The database can manage multiple versions of each module. The organization
of molecule-oriented modules in a database facilitates the automatic composition into
coherent models containing an arbitrary number of molecular species chosen ad hoc
by the user. Petri nets composed from modules can be executed as ODEs, stochastic,
hybrid, or merely qualitative models and exported in SMBL format.

Conclusion. The modular modelling concept and its extension by a supportive database,
facilitates the curation, documentation, version control, and update of individual mod-
ules and the subsequent automatic composition of complex models, without requiring
mathematical skills [1-4]. Modules can be recombined according to user-defined sce-
narios, e.g., considering the gene expression patterns in given cell types, under certain
physiological conditions, or states of disease. As synthetic biology application we pro-
pose we propose the fully automated generation of synthetic or synthetically rewired
network models by composition of metadata-guided automatically modified modules
representing altered protein binding sites.
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Abstract. Petri nets are a mathematical language, which provide a uni-
fied environment for modeling, simulation, and formal analysis of biolog-
ical systems. To support the applicability of Petri nets for biological
users we implemented a Petri net add-on for the widely used VANTED
framework. VANTED supports Petri net reconstruction, simulation capa-
bilities to be able to investigate dynamic system behavior, and analysis
algorithms for calculating intrinsic net properties. VANTED furthermore
supports advanced visualization and exploration techniques, which can
be used to examine even larger Petri nets in an interactive manner. We
use this framework for the simulation-based analysis of a large stoichio-
metric model of central barley seed metabolism and discuss problems
and obstacles during this process.

Keywords: Petri net, Simulation, Analysis, VANTED, Metabolic model

1 Introduction

Metabolic network models can be analyzed using various approaches, such as
topological analysis (e. g., centralities), stoichiometric analysis (e. g., Flux Bal-
ance Analysis) or kinetic modeling, each corresponding to a different level of
detail and a different level of available information. Petri nets can be used in
order to quantitatively model, simulate, and analyze biological systems without
the need for detailed and difficult to obtain measurements, such as enzyme ac-
tivities or metabolite levels. Until now several tools were released to utilize the
power of Petri nets, but their focus is often on analytical approaches, such as
calculating invariants, hence their applicability is limited to small networks.
We developed a Petri net add-on for VANTED [6] focusing on the needs for a
metabolic modeling pipeline, which enables simulation, interactive exploration,
and interpretation of various properties based on continuous and discrete place-
transition nets [22]. VANTED is a network editing framework, which supports
researchers in the interpretation of experimental data visualized as charts in the
context of biological networks, and thus is a widely-used tool in systems biology.
To benefit from the broad functionalities of VANTED and to complement other
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modeling approaches, we extended VANTED for the analysis and simulation of-
fered by Petri nets through the Petri net add-on. An example of the combination
of experimental data and Petri net models is the integration of omics data rep-
resented as charts inside the Petri net nodes. This Petri net models enable the
comparison of metabolic effects (places) or enzyme activities (transitions) with
simulation results. VANTED can furthermore be used to simulate metabolic mod-
els by the use of stoichiometric analysis methods, such as flux balance analysis.

The second section describes the software architecture and evaluates the
known Java-based Petri net tools, highlights special properties of metabolic Petri
net models, and explains exploration techniques. The third section shows the
application of VANTED for the simulation-based analysis of a large stoichiometric
model of central barley seed metabolism and discusses problems and obstacles
during this process.

2 Methods and Tool

2.1 Software Architecture

In order to evaluate tools which may be used as an extension for VANTED, a sur-
vey of Java-based Petri net tools and libraries was performed (see Table 1). The
requirements were availability under an open source license, support for discrete
and continuous Petri nets, simulation in single- and multiple steps, analysis of
place- and transition-invariants, and calculation of reachability [23].

Table 1. Evaluation of Java-based open source Petri net tools and libraries. Licenses
abbreviations: Lesser General Public License (LGPL), Berkeley Software Distribution
(BSD), General Public License (GPL), Open Software License (OSL), Academic Free
License (AFL), Eclipse Public License (EPL).

Simulation Analysis
Name License Petri-net Types |Single-|Multi-|Invariant|Reach-
Discrete|Continuous| step | step | P T |ability
Jfern LGPL v v v v
Tortuga LGPL v v
HISim BSD v v v v
JARP GPL v v
PIPE2 OSL3.0 v v v V| v v
Petri-LLD GPL v v
JPetriNet AFL v v
Renew LGPL v v v v
FERN LGPL v v v
PNEditor GPLv3 v v
TAPAAL |OSL3+BSD v v
WoPeD LGPL v v v v
KIT-HORUS EPL v v v
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The Petri net tools and libraries JFern [9], HISim [12], and Renew [13] can
process discrete and continuous Petri nets which can be simulated in single- and
multiple steps, however they do not support analytical methods. Pipe2 [2] and
WoPeD [11] can handle discrete Petri nets and simulate in single- and multi-
ple steps. Pipe2 enables the computation of reachability and invariants, whereas
WoPeD enables only the computation of reachability. All other tools do nei-
ther support analytical methods nor the simulation of continuous Petri nets.
FERN [14] and KIT-Horus [15] can simulate discrete Petri nets in single- and
multiple steps whereas Tortuga [16], Petri-LLD [17], JPetriNet [18], PNEdi-
tor [19], JARP [20], and TAPAAL [21] enable the simulation of just discrete
Petri nets in single steps.

It has become apparent that no single tool was able to satisfy all require-
ments. Therefore we decided to incorporate two tools. JFern [9] is a compact and
native Java library being able to handle object-oriented-, timed-, high-level-, and
place-transition nets. It is used to perform basic Petri net operations on continu-
ous and discrete place-transition nets. As the library does not comprise analytical
methods, Pipe2 [2] is used to perform reachability, and invariant analysis. Both
libraries are complemented by the capabilities of the VANTED framework itself.
It provides various network importers (e. g., for SBML-, KGML-, and GML
files) and direct access to network databases (e. g., MetaCrop [10], KEGG [7]).
For network exchange with the Petri net community PNML [5] import and ex-
port functionality was implemented. Various image exporters enable the intuitive
communication of simulation and analysis results within the scientific commu-
nity. Finally, networks can be edited, semi-automatically transformed into Petri
nets, layouted, and extended with other systems biology data, such as gene ex-
pression and metabolic data.

VANTEDs workflow is structured in three parts: In order to create valid Petri
nets, manual editing or semi-automatic network transformations can be used in
the reconstruction step. The simulation step enables to interactively follow the
flow of tokens through the Petri net. Finally, complementary analytical functions
to calculate intrinsic net properties can be performed in the analysis step and
examined using exploration techniques. These steps are explained in detail in
the following sections and can be performed using the Petri net add-on available
for download under http://www.vanted.org/petrinet.

2.2 Model Reconstruction

A Petri net can be manually reconstructed with VANTED. This tedious pro-
cess can be circumvented by accessing metabolic networks from files or public
databases. The process of transforming such networks into syntactically valid
Petri nets is supported by semi-automatic transformation functionalities which,
for example, enable to assign place or transition roles to selected nodes. A user
may choose to transform all selected nodes into places and unselected nodes are
implicitly assigned as transitions (or vice versa). Another transformation con-
verts hypergraphs (e. g. networks consisting of metabolites represented as nodes
connected by hyperedges representing enzymes) in Petri nets by transforming
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all existing nodes into places and splitting edges between these places into two
arcs by inserting transition nodes. The correctness of generated Petri nets is
validated before analysis and simulation is performed. VANTED examines that
arcs run only from places to transitions or vice versa and checks for uncon-
nected elements in the Petri net. Also the type of the Petri net is considered, as
VANTED checks for consistent use of discrete or continuous Petri net elements
by examining tokens, place-capacities and arc-weights.

Special focus was put on unique properties of metabolic Petri net recon-
struction in accordance to the review of Baldan et al. [1]. The modeling of
spatial properties, such as compartmentation is solved by adding suffixes to
each metabolite name, thus distinguishing pathways distributed between differ-
ent compartments. Multiple occurring metabolites in different reactions, such
as ATP and COs are represented as logical places, thereby preventing multiple
edge crossings throughout the network. External metabolites for token import
are modeled as source transitions (regular import) or source places (controlled
import by specifying a certain amount of tokens), whereas token export is real-
ized by creating sink transitions (export if the precondition is achieved) or sink
places (traceable accumulation). In case of reversible reactions VANTED enables
the use of hierarchical transitions, which are visualized as single reactions but
internally split up into two distinct forward and backward reactions.

2.3 Model Simulation

Simulation of the token flow through the Petri net is an important possibility
to determine dynamic properties of metabolic networks. Initially, tokens are
set for all places and a user-defined number of simulation steps is performed.
The marking is visualized for each step, resulting in an animation of token flow
throughout the Petri net. For faster simulation results a number of steps can be
performed in the background, resulting in the visualization of the final marking.
For further analysis the marking of each simulation step can be exported as
a text file and imported into other tools, such as MS Excel or mapped to the
corresponding places in VANTED in order to examine the number of assigned
tokens for each simulation step.

2.4 Model Analysis

Petri net theory provides a variety of analytical methods in order to gain in-
formation on metabolic network behavior. VANTED enables the calculation and
visualization of the reachability graph, as well as place- and transition-invariants.
Such methods enable the detection of structural inconsistencies, such as traps,
boundedness, liveness, safeness, and deadlocks, thereby semantically checking
the Petri net structure (for definitions see [23]). In order to support interpreta-
tion of analytical approaches, interactive visualization techniques were developed
based on the brushing and linking concept [8]: Calculated invariants are listed in
a dialog, which supports a mouse-over selection effect, resulting in a linked imme-
diate visualization of the particular invariant in the Petri net view. Analogously,
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the calculated reachability graph is visualized as an additional network and also
reacts on mouse-over events, see Figure 1. Here a node mouse-over triggers the
visualization of the particular marking in the Petri net view which represents a
reachable state depending on the initial marking (SO in part a). Mouse-over an
arc results in the highlighting of a firing transition (t2 in part b). This interac-
tion technique enables users to understand non-deterministic features of Petri
nets and enables detailed investigation of dynamic changes of marking even in
large reachability graphs.

(a) O (b) o (c) O

p1 2 p2

Q) Q) TN
o0 ®- %0 ® o0

Fig. 1. Interactive visualization of the Petri net reachability analysis. (a) Initial mark-
ing is represented by the initial state SO (marked) of the reachability graph, which is
visualized in the Petri net. (b) Mouse-over an edge of the reachability graph results
in a visualization of the firing transition (t2), which would lead to the next reachable
state S1 (c).

3 Simulation of a Comprehensive Barley Seed Petri net

The barley seed Petri net is based on a stoichiometric model of central seed
metabolism consisting of 234 metabolites and 257 reactions in different com-
partments, with the aim of getting a systemic understanding of barley seed
storage metabolism and to study grain yield [3]. As the calculation of invariants
for such large models is not feasible, the goal of this use case is to show how such
large models can be converted into valid Petri nets and be investigated using the
simulation capabilities of VANTED.

The stoichiometric model defined as an SBML file (see supplementary ma-
terial of [3]) is imported into VANTED, layouted, and all compartmentation rep-
resented by splitting places and adding suffixes to the place names. No place-
capacities were set and arc-weights (representing stoichiometry) were automat-
ically recognized. The boundary is defined according to the goal of observing
biomass accumulation by adding source transitions to allow regular import of
external metabolites and sink places to trace the accumulation of produced
metabolites. The starch degradation pathway was excluded from the simulation
in order to prevent a drain of starch into this pathway. This is because increasing
starch levels would otherwise be degraded immediately instead of being used for
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biomass synthesis. An initial marking of 10 tokens for each place was set and
the simulation was performed over 1000 steps. The marking gets visualized and
exported for each step, animating the accumulation or depletion of metabolites
over time. Figure 2 comprises important metabolites in the starch metabolism
with the number of assigned tokens over these steps.

After a transient oscillation at the beginning of the simulation, starch and
biomass converge into a stable marking, because no mitochondrial energy (ATP)
is available (step 20). As soon as enough ATP is produced (step 100), starch is
metabolized into biomass and depletes at step 165. The reason for the limitation
of biomass production by lack of starch is the energy household which apparently
is a deadlock: Mitochondrial ATP is not transported to the cytosol or plastid,
because the export of ATP from the mitochondria demands an import of ADP
from the cytosol. Instead the cytosolic ADP gets depleted very early due to the
drain of other reactions. As the production of starch precursors G1P and ADPglc
depends on cytosolic and plastidic ATP, starch cannot be produced.

The basic issue is the small pool of ATP and ADP compared to the large
number of reactions consuming these substances in the cytosol. Such an in-
balance increases the impact of non-deterministic firing of reactions being in
conflict. This non-deterministic decision causes e. g. the consumption of free
ADP and thereby preventing the necessary transport of ADP into mitochondria
in order to export ATP. As the behavior of biochemical networks is inherently
governed by stochastic laws [4], the utilization of stochastic Petri nets could
resolve such dynamic conflicts.

To understand the causality of such complex interactions between different
compartments, additional tests should be applied in order to solve this deadlock
by adding or excluding biochemical reactions in form of transitions.

4 Conclusion and Outlook

We have shown a promising approach to simulate large metabolic models with a
new Petri net add-on for the VANTED framework. Based on the broad functional-
ity of VANTED a transformation of existing metabolic models into Petri nets and
their simulation is powerful and easy to use. The barley seed model, developed
for the optimization of biomass production, proved to be difficult to transfer
directly into a Petri net. Typical behavior, such as non-deterministic firing of
transitions and preferred firing for branches with less token uptake needs further
adjustments of the metabolic model. Nevertheless, based on the results we are
confident that the enhanced reconstruction and simulation process in VANTED
supports users in the analysis of such problems. In the future, we plan to use
other Petri net classes such as stochastic Petri nets in order to improve modeling
quality of metabolic network properties.
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Abstract. System level understanding of the repetitive cycle of cell
growth and division is crucial for disclosing many unexpected princi-
ples of biological organisms. The deterministic or stochastic approach
are alone not sufficient to study such cell regulation due to the complex
reaction network and the existence of reactions with different time scales.
Thus, integration of both approaches is necessary to study such biochem-
ical networks. In this paper we present a hybrid Petri net model to study
the eukaryotic cell cycle using Generalised Hybrid Petri Nets. The pro-
posed model is intuitively and graphically represented through Petri net
primitives. Moreover, it can capture intrinsic and extrinsic noises and
deploys stochastic as well as deterministic reactions. Additionally, self-
modifying weights are motivated and introduced to Snoopy — a tool for
animating and simulating Petri nets.

Keywords: Generalised hybrid Petri nets; hybrid modelling; eukaryotic
cell cycle

1 Introduction

The reproduction of eukaryotic cells is controlled by a complex regulatory net-
work of reactions known as cell cycle [17,18,21]. Through it, cells grow, replicate
and divide into two daughter cells [12,19]. This regulation cycle consists of four
phases: S phase (synthesis) and M phase (mitosis) separated by two gap phases:
G1 and G2 [21]. During the S phase, the cell replicates all of its components,
while it divides each component more or less evenly between the two daughter
cells at the end of the M phase [12]. After the S phase, there is another gap (G2)
where the cell ensures that the duplication of DNA has completed and prepares
itself for mitosis. Newborn cells are not replicated and located at the G1 gap.
Furthermore, the processes of synthesis and mitosis alternate with each other
during the reproduction process. Understanding such control cycles is crucial
for revealing defects in cell growth which underlies many human diseases (e.g.,
cancer) [22].

In the eukaryotic cell cycle, the alternation between the S and the M phase as
well as the balance of growth and division is governed by the activity of a family
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of cyclin-dependent protein kinases (CDK) [12]. Therefore, many computational
models have been constructed to study the control system of CDK (e.g., in
[1,12,17,18,21]). Some of these models are based on the deterministic approach
which represents changes of species concentrations as continuous variables that
evolve deterministically and continuously with respect to time. However, such
approach does not capture the variability of cell size due to the fluctuation of
some species which usually exist in low numbers of molecules [4]. Motivated by
this argument, a number of stochastic models have been created and simulated
using either a stochastic simulation algorithm (e.g., [12]) or by introducing noise
to the model through Langevin equation [20]. However, the stochastic approach
is computationally expensive, particularly when the model under study contains
reactions of high rates or species of large numbers of molecules.

Similarly, the eukaryotic cell cycle model exhibits high reaction rates of some
reactions while some other reactions have low rates. The latter types are respon-
sible for the intrinsic noise due to molecular fluctuations [14]. The existence of
reactions of different time scales (fast and slow) suggests the simulation using
a hybrid approach. In [14] and [19] two different hybrid approaches are used to
simulate the progression of cell cycle.

Correspondingly, Generalised Hybrid Petri Nets (GH PNy;,) have been in-
troduced, in [10] and [11], to represent and simulate stiff biochemical networks
where fast reactions are represented and simulated continuously, while slow re-
actions are carried out stochastically. GH P Ny, provide rich modelling and sim-
ulation functionalities by combining all features of Continuous Petri Nets [2] and
Extended Stochastic Petri Nets [15], including three types of deterministic tran-
sitions. Moreover, the partitioning of the reaction networks can either be done
off-line before the simulation starts or on-line while the simulation is in progress.
The implementation of GH PNy, is available as part of Snoopy [8] - a tool to
design and animate or simulate hierarchical graphs, among them qualitative,
stochastic, continuous and hybrid Petri nets. Indeed, the cell cycle model is an
ideal case where the majority of GH PNy, features can be demonstrated.

In this paper we present another argument to motivate the hybrid simulation
of the cell cycle control system. The cell cycle model contains some components
which would be better represented as continuous processes (e.g., volume growth),
while other reactions of low rates are vital to represent them as stochastic pro-
cesses. For instance, Mura and Csikasz-Nagy constructed in [17] a stochastic
version of the model in [1] using stochastic Petri nets. However, they got stuck
with the problem of representing cell growth processes which evolve continuously
and exponentially with respect to time using stochastic Petri net primitives. In-
deed cell growth is a typical example where continuous transitions could be used.
Moreover, our proposed model is graphically and intuitively represented in terms
of Petri nets.

The paper is organised as follows: we start off by a brief introduction of
Generalised Hybrid Petri Nets. After that, some related work is pinpointed.
Next, we present our hybrid Petri net model of the eukaryotic cell cycle and
describe in detail some of its key modelling components. In Section 5 we show
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the simulation results produced by Snoopy’s hybrid simulation engine. Finally,
we sum up with conclusions and outlook.

2 Related Work

Mura and Csikasz-Nagy constructed in [17] a stochastic Petri net model based
on the work of [1] to study the effect of noise on cell cycle progression. However,
some components could not intuitively be represented using SPN primitives only
(e.g., cell growth). Moreover, their model is based on phenomenological rate laws
(e.g., Michaelis-Menten) which do not work well with stochastic simulation algo-
rithms [12]. Sabouri-Ghomi et al. [18], and Kar et al. [12], asserted that applying
Gillespie’s stochastic simulation algorithm [3] directly to phenomenological rate
laws might produce incorrect results. Therefore, they unpacked the phenomeno-
logical deterministic model of Tyson-Novak [21] in terms of elementary mass
action kinetics. The Tyson-Novak model is based on a bistable switch between
the complex CycB-Cdkl (denoted by variable X) and the complex Cdh1-APC
(denoted by the variable Y). CycB-Cdkl phosphorylates Cdhl-APC and free
Cdh1-APC catalyses the degradation of CycB-Cdkl. To model a complete cell
cycle, Kar et al. [12] unpacked the effect of Cdc20 and Cde14 which are lumped in
the variable Z in the Tyson-Novak model. High activity of CycB-Cdkl promotes
the synthesis of Cdc20 which activates Cdcl4. Finally the dephosphorylated
Cdcl4 activates Cdh1-APC. The Kar et al. model accounts for both intrinsic
and extrinsic noises. Intrinsic noise is due to the fluctuation of species of low
numbers of molecules, while extrinsic noise is due to the unequal division of the
cell between the two daughter cells [12].

In [19], a hybrid model which combines ordinary differential equations (ODEs)
and discrete Boolean networks has been constructed to adapt quantitative as
well as qualitative parts in the same model. The latter approach requires less
knowledge about realistic kinetic rate constants. Liu et al. [14] simulate the
stochastic model of [12] by statically partition the model reactions into slow and
fast ones. However, as they have reported in their paper, the resulting hybrid
model requires more simulation time than the original stochastic one. Therefore,
they have (re)packed fast reactions in terms of phenomenological rate lows. The
model presented in this paper differs from the Liu et al. one in the intuitive
graphical representation and execution time of the hybrid model.

In this paper a hybrid Petri net model of the eukaryotic cell cycle is pre-
sented. The model is hybrid in the sense that it combines continuous, stochas-
tic and immediate transitions to represent deterministic, stochastic and control
components. Our main goal is to show how such class of models are intuitively
represented and executed using hybrid Petri net primitives. Using Snoopy’s sim-
ulator, it can be simulated either deterministically, stochastically or in a hybrid
way.
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3 Generalised Hybrid Petri Nets

To model stiff biochemical networks, GH P Ny;, [11] combine both stochastic and
continuous elements in one and the same model. Indeed, continuous and stochas-
tic Petri nets complement each other. The fluctuation and discreteness can be
conveniently modelled using stochastic simulation and at the same time, the
computationally expensive parts can be simulated deterministically using ODE
solvers. Modelling and simulation of stiff biochemical networks are outstanding
functionalities that GH P Ny;, provide for systems biology.

Generally speaking, biochemical systems can involve reactions from more
than one type of biological networks, for example gene regulation, metabolic
pathways or signal transduction pathways. Incorporating reactions which belong
to distinct (biological) networks, tends to result into stiff systems. This follows
from the fact that gene regulation networks species may contain a few number
of molecules, while metabolic networks species may contain a large number of
molecules [13].

In the rest of this section, we will give a brief introduction of GH P Ny;, in
terms of the graphical representation of its elements as well as the firing rules
and connectivity between continuous and stochastic net parts.

3.1 Elements

The GHP Ny;, elements are classified into three categories: places, transitions
and arcs.

GH P Ny;, offer two types of places: discrete and continuous. Discrete places
(single line circle) hold non-negative integer numbers which represent e.g., the
number of molecules of a given species (tokens in Petri net notions). On the
other hand, continuous places - which are represented by shaded line circle -
hold non-negative real numbers which represent the concentration of a certain
species.

Furthermore, GH PNy;, offer five transition types: stochastic, immediate,
deterministically delayed, scheduled, and continuous transitions [7]. Stochastic
transitions which are drawn in Snoopy as a square, fire with an exponentially dis-
tributed random delay. The user can specify a set of firing rate functions, which
determine the random firing delay. The transitions’ pre-places can be used to
define the firing rate functions of stochastic transitions. Immediate transitions
(black bar) fire with zero delay, and have always highest priority in the case
of conflicts with other transitions. They may carry weights which specify the
relative firing frequency in the case of conflicts between immediate transitions.
Deterministically delayed transitions (represented as black squares) fire after a
specified constant time delay. Scheduled transitions (grey squares) fire at user-
specified absolute time points. Continuous transitions (shaded line square) fire
continuously in the same way like in continuous Petri nets. Their semantics are
governed by ODEs which define the change in the transitions’ pre- and post-
places. More details about the biochemical interpretation of deterministically
delayed, scheduled, and immediate transitions can be found in [9] and [15]. To
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Fig. 1. Self-modifying weight illustrated by a simple biological example. (a) cell division
cannot be modelled (b) cell division can intuitively be modelled.

simplify the presentation, we occasionally refer to stochastic, immediate, deter-
ministically delayed or scheduled transitions as discrete transitions.

The connection between those two types of nodes (places and transitions)
takes place using a set of different arcs (edges). GH PNy, offer six types of
arcs: standard, inhibitor, read, equal, reset and modifier arcs. Standard arcs
connect transitions with places or vice versa. They can be discrete, i.e., carry
non-negative integer-valued weights (stoichiometry in the biochemical context),
or continuous i.e., carry non-negative real-valued weights. In addition to their
influence on the enabling of transitions, they affect also the place marking when
a transition fires by adding (removing) tokens from the transition’s post-places
(pre-places). For more details see [10].

To support the special modelling requirements of some biological models (e.g.,
cell cycle model), arc weights are allowed to be a pre-place of a transition [23]
or even a function which is defined in terms of the transition’s pre-places [16].

Consider the following simple biological example. When a cell divides the
mass between two daughter cells, each daughter takes approximately half of the
mass. This example cannot be modelled using standard Petri nets as shown in
Figure la. In Figure 1b, Using self-modifying weight; the ongoing arc of the
transition ”t” has weight equal to the marking of the place ”"P”, while each of
the two outgoing arcs has weight equal to the half marking of place ”P”.

Motivated by the case study of this paper, self-modifying weights are intro-
duced to all arc types supported by Snoopy (standard, read, inhibitor, and equal
arc). For more detail see Section 4.2.

Extended arcs like inhibitor, read, equal, reset, and modifier arcs can only be
used to connect places to transitions, but not vice versa. A transition connected
with an inhibitor arc is enabled if the marking of the pre-place is less than the
arc weight. Contrary, a transition connected with a read arc is enabled if the
marking of the pre-place is greater than or equal to the arc weight. Similarly, a
transition connected using an equal arc is enabled if the marking of the pre-place
is equal to the arc weight.
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Fig. 2. Graphical representation of the GH P Ny;, elements. Places are classified as
discrete and continuous, transitions as continuous, stochastic, immediate, determinis-
tically delayed, and scheduled, and edges as standard, inhibitor, read, equal, reset, and
modifier.

The other two remaining arcs do not affect the enabling of transitions. A reset
arc is used to reset a place marking to zero when the corresponding transition
fires. Modifier arcs permit to include any place in the transitions’ rate functions
and simultaneously preserve the net structure restriction.

The connection rules and their underlying formal semantics are discussed
in more details below. Figure 2 provides a graphical illustration of all elements.
Although this graphical notation is the default one, they can be easily customised
using the Petri nets editing tool, Snoopy.

3.2 Connection Rules

A critical question arises when considering the combination of discrete and con-
tinuous elements: how are these two different parts connected with each other?
Figure 3 provides a graphical illustration of how the connection between different
elements of GH P Ny;, takes place.

Firstly, we will consider the connection between continuous transitions and
the other elements of GH P Ny;,. Continuous transitions can be connected with
continuous places in both directions using continuous arcs (i.e., arc with real-
valued weight). This means that continuous places can be pre- or post-places
of continuous transitions. These connections typically represent deterministic
biological interactions.
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Fig. 3. Possible connections between GH P Ny;, elements. The restrictions are: discrete
places can not be connected with continuous transitions using standard arcs, continuous
places can not be tested with equal arcs, and continuous transitions can not use reset
arcs.

Continuous transitions can also be connected with discrete places, but only
by one of the extended arcs (inhibitor, read, equal, and modifier). This type of
connection allows a link between discrete and continuous parts of the biochemical
model.

Discrete places are not allowed to be connected with continuous transitions
using standard arcs, because the firing of continuous transitions is governed by
ODEs which require real values in the pre- and post-places. Hence, this cannot
take place in the discrete world.

Secondly, discrete transitions can be connected with discrete or continuous
places in both directions using standard arcs. However, the arc’s weight needs to
be considered. The connection between discrete transitions and discrete places
takes place using arcs with non-negative integer numbers, while the connection
between continuous places and discrete transitions is weighted by non-negative
real numbers. The general rule to determine the weight type of arcs is the type
of the connected place.

4 The Model

Figure 4 shows the hybrid Petri net model based on the previous one introduced
by Kar et al. in [12]. Proteins, genes and mRNAs are represented by places.
Transitions represent reactions. We use the same kinetic parameters and initial
values. For the sake of compactness will not repeat them again here. Initial mark-
ings are shown inside the places. Moreover, we use Snoopy’s logical node features
to simplify connections between different nodes. For example, place X and Y
are involved in many reactions which decreases the network’s readability. We
repeat them multiple times with same names to keep the model understandable
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(logical places). Likewise the transition ”divide” (logical transitions). Further-
more, the increase of cell volume size is intuitively represented using a continuous
transition with a rate p -V, where p is the growth factor and V is the cellular
volume.

The model contains three different transition types: continuous, stochastic,
and immediate. Continuous transitions simulate the corresponding reactions de-
terministically, while stochastic transitions carry them out stochastically. The
latter transitions are responsible for molecular fluctuations. Immediate transi-
tions monitor the model evolution and perform the division when the free number
of molecules of Cdh1_APC reaches a certain threshold (Y =Y 4+ Y X + XY).

In the sequel we present in more detail some of the model’s key components
and the corresponding G H P Ny, representations.

4.1 Decision to Perform Division

When the number of molecules of ¥ becomes greater than a certain threshold
(in our case 1200), the cell can divide the mass and other components between
the two daughter cells. In Figure 5, this process is represented by an immediate
transition ”check” with the weight Y > threshold. Recall that immediate transi-
tion weights determine the firing frequencies of immediate transitions in case of
conflicts. A weight of zero means that a transition cannot fire at all. Therefore,
when the transition ”check” has weight greater than zero, it adds a token to the
place ”"ready_to_divide” which signals the transition "divide” to carry out the
division. To give the transition ”divide” a chance to fire before re-checking the
value of 377 an inhibitor arc is used to constrain this case.

An interesting characteristic of the model is the division process. Although
the division can take place when the value of Y is greater than a certain thresh-
old, it does not do that all the times. For example, at the beginning of the
simulation, the initial value of ¥ satisfies the dividing criterion. However; the
cell should not divide because it is still at G1 phase which means that it has to
replicate before it can divide. We model these cases by adding a new immedi-
ate transition which detects the critical value of Y, before checking for division.
Therefore the transition ”critical” monitors the value of ¥. When the value of
Y goes below a certain threshold, it enables the division process.

4.2 Cell Division and Self-modifying Weights

When a cell divides, it divides all of its components more-or-less evenly between
two daughter cells. This is another ideal case to demonstrate self-modifying
weights [23]. In Figure 5, when the transition ”divide” fires, it removes all of the
current marking of the place V' and adds V/2 to it. To permit uneven division
of the cell volume and other components, arc weights can be a function which
operates on the current place marking [16]. However, we restrict the places used
in arc weights to the transitions’ pre-places to maintain the Petri net structure.
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TF_p2,

Fig. 4. A Generalised Hybrid Petri Nets representation of the eukaryotic cell cycle. The
model employs different types of transitions: continuous, stochastic and immediate. All
reactions affecting m_RNAs are represented and simulated stochastically. Repetitive
nodes (places and transitions) with same names are logical nodes. When the transition
”divide” fires, it divides the current place marking more or less equally. The type of
division (equal, or unequal) depends on the outgoing arc weight and its effect takes
place using self-modifying weight.

4.3 Transition Partitioning

The model in Figure 4 contains transitions which fire at different rates. For in-
stance, transition "R3”, as illustrated in Figure 6a, fires more frequently than
"R1”. Slow transitions should be simulated stochastically to account for molec-
ular fluctuations, while fast transitions need to be simulated continuously to
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Fig.5. A sub-net for modelling the decision of the division process. The transition
”critical” monitors the value of ¥ and adds a token to ”ready_for_check” when Y < 300.
Later, when the value of Y increases and becomes greater than a threshold (1200),
the transition ”check” fires and adds a token to ”ready_for_divide” which signals the
transition ”divide” to perform the division. Inhibitor arcs are used as a check point for
the sequence of events: critical — check — divide.

increase the numerical efficiency. Indeed, the latter types consume the majority
of computational resources.

In this model, transitions are partitioned statically before the simulation
starts. The transition type is decided by executing a single run and analyse the
results as in Figure 6. Increasing (decreasing) the accuracy of the model re-
sults involves converting more continuous (stochastic) transitions into stochastic
(continuous) ones. Similarly, controlling the speed of the model simulation will
require the opposite procedure.

Another approach to do the partitioning is to perform it dynamically during
the simulation. Using this technique, a transition changes its type from stochastic
to continuous or vice versa according to the current firing rate. GH P Ny;, provide
the user with a trade-off between efficiency and accuracy by permitting the user
to specify two thresholds: ao,,,, and ao,,,,, the minimum and maximum cumu-
lative propensity, respectively. Moreover, two other thresholds are required to
perform dynamic partitioning: the place marking threshold and the transition
rate threshold. The former is used to ensure that species concentrations are large
enough to be simulated continuously, while the latter is used to partition tran-
sitions into fast and slow based on their rates. For a transition to be simulated
continuously its rate has to exceed the rate threshold and the marking of all its
pre-place must be greater than the marking threshold.

Nevertheless, in both cases cell growth has to be represented and simulated
continuously. Using off-line partitioning, this can be easily told to the simulator
by drawing a continuous transition. However, in the case of dynamic partitioning;
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Fig. 6. Example of different transition firing rates. (a) transition "R3: X4+Y — Y_X”"
fires more frequently than transition "R1: mRNA_x — mRNA x+X” and (b) transition
"R18: H — H+4TF” fires much more than "R26: mRNA_tf— mRNA_tf +TF”.

the transition rate threshold should be set less than the expected rate of cell
growth.

5 Simulation Results

In this section, we compare the simulation results of the following scenarios:
when all of the reactions are simulated stochastically, when reactions related
only to mRNAs are simulated stochastically and when all reactions are simulated
continuously. In all cases cell growth is simulated using a continuous transition.
Figure 7 shows the results of the three approaches using species with low numbers
of molecules (mRNA_x and mRNA_z). Since reactions related to mRNAs are
simulated stochastically in hybrid and stochastic simulations, their results are
close to each other.

Figure 8 shows time course simulation results of proteins X and Y. In hybrid
and stochastic simulations, X and Y are affected with fluctuations of mRNAs.
while in continuous one there is no such effect.

Figure 9 compares continuous and hybrid simulation results of the volume size
(V). Using continuous simulation, cell divides all the time equal and the model
produces no variability in its volume size. The hybrid simulation shows variability
in the volume size because species of low numbers of molecules (e.g., mRNAs)
are simulated stochastically which account for the molecular fluctuations and
therefore, they are responsible for the intrinsic noise [12].

As a conclusion, the hybrid simulation approach can reproduce the results of
the stochastic approach. However, substantially amount of simulation time could
be saved. Fortunately, the resulting system of ordinary differential equations
(ODEs) of this model is not stiff (for more details, see [5] and [6]). Therefore,
an explicit ODE solver can be used to increase the performance of the hybrid
simulation engine in connection with the stochastic simulation algorithms (SSA).
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6 Conclusions and Outlook

In this paper we have presented a hybrid Petri net model of the eukaryotic
cell cycle. The model can be executed using either continuous, stochastic or
hybrid simulators. It employs continuous, stochastic and immediate transitions
to intuitively represent the entire model logic.

The model is implemented using Snoopy which is available free of charge at
http://www-dssz.informatik.tu-cottbus.de/snoopy.html.

Self-modifying weight is a new added feature to Snoopy which is currently
not available in the official Snoopy release.

From the simulation results we notice that hybrid simulation produces results
close to the stochastic one while simulation efficiency could be preserved. Indeed,
the reactions of this model could easily be separated into slow and fast reactions,
which makes it an ideal case study for hybrid simulation algorithms.

Self-modifying arcs are of paramount importance to model such biological
cases since they provide a direct tool to program some biological phenomenon
(e.g., cell division). Therefore, we intend to add more functionalities into this
direction to permit more user-defined operators depending on transition’s pre-
places.

So far the partitioning of the reactions into stochastic and deterministic ones
is carried out using a heuristic approach (see Section 4.3). However, as it has been
risen during the review process; a better justification for the partitioning could
be performed. For instance, the fast processes can be regarded as processes that
could be described by quasi (or pseudo)-steady state approach, assuming that
they reach equilibrium rapidly. In other words, they could be better described
by setting the corresponding ODE to zero and solving for the fast variables.
In contrast, continuous dynamics could be seen as more appropriate for abun-
dant molecules whose concentration display a small coefficient of variation, and
stochastic dynamics for those molecules evolving at low copy number.

The presented model could be viewed as a sub-net in a bigger network of
reactions (e.g., modelling budding yeast cell cycle or Fission yeast cells). Snoopy’s
hierarchical nodes might simplify such task as they provide an easy tool to insert
a sub net in a bigger one.
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1 Background

Atopic dermatitis (AD) is a disorder of inflammation in the skin and is strongly
associated with other inflammatory epithelial atopic conditions (asthma, allergic
rhinitis and food allergy). The pathogenesis of AD results from complex interac-
tions between susceptibility genes encoding skin barrier molecules and markers
of the inflammatory response, host environments, infectious agents, and spe-
cific immunologic responses [1-3]. Despite the long-held knowledge about the
multiple immunological processes involved in AD pathogenesis (including role of
dendritic cells, kerationocytes and T lymphocytes, interactions between different
cell types, effect of allergen exposure, trauma and infection with Staphylococ-
cus Aureus on the AD exacerbations) the precise reason for the bias towards
a cutaneous Th2 response in AE still remains obscure. It seems likely that un-
derstanding of the complex cross-talk between different components of the cu-
taneous immune network is fundamental to understanding of the Th2 polarised
inflammation in AD.

To gain in-depth understanding and be able to predict the behavior of the
system, we sought to create an integrated in silico model compositionally from
relatively simple individual components that are amenable to detailed mathe-
matical analysis. The simple, initial model described in this contribution will
serve as a high level architectural specification of AD skin and immune system
interactions. In the future we plan to harness data from microarray analysis in
order to refine the individual model components by incorporating the recon-
structed signal transduction pathways within cellular components.

2 Model description

Petri nets have been widely used in modelling biochemical, genetic, signaling and
metabolic networks [7-9]. We however feel that the modelling of AD requires
a multistep approach, embedding the investigations of the internal genetic or
metabolic signaling cascades within the detailed analysis of the interactions be-
tween the cellular components of the cutaneous immune system. The preliminary
model of cell-to-cell signaling in AD exposed to allergen and infected with S.A.
incorporates three cell types (KC, DC and T cells), where KC and T cells are
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simplistically represented as places. The signaling within DC is represented by
two independent pathways, TNF-a—NFxB-dependent IL-12p70 initiating Thl
responses and TSLP-STAT3-OX-40L pathway inducing Th2 responses. The sig-
naling proteins are represented as places and are connected by activating (black
arrows) and inhibiting (red diamond arrows) edges.

The model was constructed using yEd graphical software, and BioLayout
Express3D [10] was used to simulate the signal flow allowing investigating the
dynamic behaviour of the network dependently on presence/absence of inhibition
edges, conservation or consumption of the tokens at the transitions, and the value
of initial stimulation given by the number of tokens. To represent healthy skin
and AD skin firings via TNF-a or TSLP were inhibited, respectively, and the
simulation for altered number of tokens at each starting place was repeated as
for the initial state of the network. Similarly, the effect of S.A. infection (0-1000
tokens) and combined effect of Der-p-1 and S.A. in exclusive Th1/Th2 or both
pathways enabled models was investigated.

As assumed, stimulation with der-p-1 in AD model induced only Th2 re-
sponses, which were greatly enhanced in the presence of Staphylococcal infec-
tion. While in normal skin model infection with SA led to induction of both Thl
and Th2 responses, stimulation of AD model resulted in Th2 skewing. Induc-
tion of Th2 polarisation depended on blocking of the Thl signaling, rather than
enhancing Th2 signaling.
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Abstract. We present a new Petri net simulation environment to enable the pro-
cessing of experimental data to gain usable new insights about biological sys-
tems. Therefore, a powerful mathematical modeling concept — xHPNbio (ex-
tended Hybrid Petri Nets for biological applications) — has been defined which
is properly adapted to the demands of biological processes. This specification is
used for the PNlib (Petri Net library), realized by means of the object-oriented
modeling language Modelica, which can be easily integrated for simulation
processing in any other network modeling tool, as described in the last part of
this paper. There, we briefly describe VANESA, a user-friendly biological net-
work-modeling tool that uses the PNIib and the xHPNbio formalism for the
simulation of biological networks.

Keywords: hybrid systems, Petri nets, biological processes, Modelica,
xHPN, xHPNbio, VANESA, PNIib.

Introduction

Modern computer techniques and large memory capacities make it possible to pro-
duce an enormous amount of molecular data stored in huge databases. This data is
indispensable for the scientific progress but does not necessarily lead to insight about
the functionality of biological systems. To improve the understanding of molecular
mechanisms, modern techniques focus on network analysis. The question which is
posed here is, what model formalism is appropriate and which simulator? Numerous
model formalisms have been proposed for modeling and simulation biological sys-
tems (see e.g. [1]). Generally, a distinction must be made between qualitative and
quantitative approaches. Qualitative models represent only the fundamental com-
pounds, their interaction mechanisms, and the relationships between them while quan-
titative models describe, in addition, the time-related changes of the components.
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Furthermore, quantitative model formalisms can be divided into discrete and continu-
ous approaches as well as deterministic and stochastic techniques.

In the recent years, Petri nets with their various extensions are becoming increas-
ingly popular. They have been proven to be as universal graphical modeling concept
for representing biological systems in nearly all degrees of abstraction. They support
the qualitative modeling approach as well as the quantitative one. Furthermore, the
biological processes can be modeled discretely as well as continuously and, in addi-
tion, discrete and continuous processes can also be combined within a Petri net model
to so-called hybrid Petri nets first introduced by David and Alla (e.g. [2]). The Petri
net formalism with all its extensions is so powerful that all other formalisms are in-
cluded. Hence, only one formalism is needed regardless of the approach (qualitative
vs. quantitative, discrete vs. continuous vs. hybrid, deterministic vs. stochastic) which
is appropriate for the respective system. The Petri net formalism is easy to understand
for researchers from different disciplines. It is such an ideal way for intuitive repre-
senting and communicating experimental data and new knowledge of molecular
mechanisms. Besides, Petri nets allow hierarchical structuring of models and there-
fore offer the possibility of different detailed views for every observer of the model.

Despite several works and publications with Petri net approaches, there is a serious
problem relating to the lacking unity of concepts, notations, and terminologies. There-
fore, to show the research community the power of Petri nets, we have analyzed the
demands for carefully modeling biological systems and specially developed a Petri
net formalism which is called xHPNbio (extended Hybrid Petri Net for biological
applications).

This Petri net concept is the specification of the new simulator based on the object-
oriented modeling language Modelica. A user-friendly graphical model reconstruction
in addition to a well-prepared visualization of simulation results is achieved by con-
nection the new Petri net simulator to VANESA, a powerful and easy-to-use biologi-
cal modeling tool [3]. This new approach is already in use in the area of dynamic
system modeling for hypothesis generation and testing of reconstructed database
and lab-validated biological networks.

2 Related Works

Reddy et al. proposed the application of Petri net formalism (introduced by Carl Ad-
am Petri in 1962) for biological network modeling in order to represent and analyze
metabolic pathways in a qualitative manner [4]. Thereby, places represent biological
compounds such as metabolites, enzymes, and cofactors which are part of biochemi-
cal reactions. These biochemical reactions are modeled by transitions and their stoi-
chiometry is represented by the arc weights. Besides, the tokens indicate the presence
of compounds.

Moreover, Hofestiddt and Thelen expanded the approach of Reddy by introducing
functional Petri nets to enable quantitative modeling of biochemical networks [5].
Thereby, the arc weights are functions, which depend on concrete markings of places
in order to model kinetic effects.
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Due to the fact that a random behavior of molecular reactions at low concentrations
has been observed in many experiments, Goss and Peccoud introduced stochastic
Petri nets [6]. A stochastic transition does not fire instantaneously but rather with a
time delay following an exponential distribution which may depend on the token
numbers of the places.

A reasonable way for modeling concentrations of biological compounds is by plac-
es containing real token numbers instead of integers and transitions which fire as a
continuous flow specified by an assigned speed. The transformation from the discrete
to the continuous Petri net concept was first introduced by David and Alla in 1987
and they replaced the term token by mark because tokens relate mostly to integer
quantities [7].

Furthermore, Alla and David and proposed combing the discrete and the continu-
ous Petri net concept to so-called hybrid Petri nets [8]. A hybrid Petri net contains
discrete places with integer tokens and discrete transitions with time delays as well as
continuous places with non-negative real marks and continuous transitions with firing
speeds .Matsuno et al. used this approach for modeling gene regulatory networks by
discrete and continuous processes [9]. They improved this approach further by adding
the properties of functional Petri nets to it so that the arcs as well as the speeds of the
transitions are functions depending on the marks of the places [10]. In addition, they
extended the hybrid functional Petri nets by two specific arcs, called test and inhibitor
arcs [10], to accomplish the modeling of inhibition and activation mechanisms of
biological reactions. Chen and Hofestddt as well as Doi et al. demonstrated the ap-
plicability of this approach by modeling molecular networks [11, 12]. Moreover, Na-
gasaki et al. extended the hybrid functional Petri nets further by types with which
various data types can be regarded in order to model more complex biological pro-
cesses which involve various kinds of biological information and data [13]. They
called this approach hybrid functional Petri nets with extensions (HFPNe).

Despite these mentioned works and publications, there is a serious problem regard-
ing the lacking unity of concepts, notations, and terminologies. The definition of Petri
nets is not standardized; every author has his/her own definitions which are partly not
precise enough, not common, or contradictory. Hence, to show the research communi-
ty the power of Petri nets, they have to be defined precisely together with the corre-
sponding processes, which are essential for the simulation. This has been done in this
paper; based on the mentioned Petri net concepts, formalism has been developed
which is able to represent nearly all kinds of biological processes. It is called
xHPNbio (extended Hybrid Petri Nets for biological applications).

Two common tools are already available for modeling biological processes with
the Petri net formalism. The first one is the commercial tool Cell Illustrator and the
second one is the freely available tool Snoopy.

The Cell Illustrator is a commercial, widely-used tool available as a Java Web Start
application that enables to draw, model, elucidate, and simulate complex biological
processes and systems based on extended hybrid functional Petri nets [14]. Discrete
and continuous processes can be connected to perform hybrid simulations. The draw-
back of the Cell Illustrator is that the simulation is like a “black box”. There is no
information about how the Petri nets and the corresponding processes are defined
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which are necessary for modeling and simulation, e.g. how conflicts in Petri nets are
resolved, how the hybrid simulation is performed, and which integrators are used. In
addition, there is no possibility to adapt solver settings in order to achieve reliable
simulation results.

Snoopy is a freely available unifying Petri net framework to investigate biomolecu-
lar networks [15]. A Petri net can be modeled time-free (qualitative model) or its be-
havior can be associated with time (quantitative model) such as stochastic, continu-
ous, and hybrid Petri nets; thereby, different models are convertible into each other. It
is also possible to structure the models hierarchically in order to manage complex
networks. The drawback of Snoopy is that a continuous Petri net is interpreted as a
graphical representation of a system of ordinary differential equations. Hence, the
general Petri net property of non-negative marks cannot be held during simulation.
Additionally, conflict situations of hybrid Petri nets are trapped not completely and,
thus, negative markings can occur. Furthermore, places cannot be provided with ca-
pacities and no functions can be assigned to arcs in hybrid Petri nets.

Hence, these problems led to the development of a new Petri net simulation envi-
ronment specified by the established xHPNbio formalism. The xHPNbio elements are
modeled object-oriented which allows an easy way to maintain, extend, and modify
them. Furthermore, the hybrid simulation is performed by an appropriate Modelica-
tool. With this several solver settings can be adapted in order to achieve reliable simu-
lation results. Moreover, the xHPNbio formalism is already integrated in VANESA,
an easy-to-use biological modeling tool. Using VANESA scientists are able to recon-
struct and simulate biological pathways either by drag-and-drop or by loading net-
works from databases and transforming in the appropriate xHPNbio formalism in one
software application.

3 Extended Hybrid Petri Nets for Biological Applications
(xHPNbio)

The xHPNbio formalism comprises three different processes, called transitions: dis-
crete, stochastic, and continuous, two different states, called places: discrete and con-
tinuous, and four different arcs: normal, inhibition, test, and read arc.

Discrete places contain a non-negative integer quantity, called tokens or marks
while continuous places contain a non-negative real quantity, called marks. These
marks initiate transitions to fire according to specific conditions. These firings lead
mostly to changes of the marks in the connected places.

Discrete transitions are provided with delays and firing conditions and fire first
when the associated delay is passed and the conditions are fulfilled. These fixed de-
lays can be replaced by exponentially distributed random values, then, the corre-
sponding transition is called stochastic transition. Thereby, the characteristic parame-
ter A of the exponential distribution can depend functionally on the markings of sev-
eral places (cp. [16]) and is recalculated at each point in time when the respective
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transition becomes active or when one or more markings of involved places change'.
Based on the characteristic parameter, the next putative firing time
T = time + Exp(A) of the transition can be evaluated and it fires when this point in
time is reached.

Both — discrete and stochastic transitions - fire by removing the arc weight from all
input places and adding the arc weight to all output places. On the contrary, the firing
of continuous transitions takes places as a continuous flow determined by the firing
speed which can depend functionally on markings and/or time. Places and transitions
are connected by “normal” arcs which are weighted by non-negative integer and real
numbers, respectively. But also functions can be written at the arcs depending on the
current markings of the places and/or time.

Places can also be connected to transitions by test, inhibition, and read arcs. Then
their markings do not change during the firing process. In the case of test and inhibi-
tor arcs, the markings are only read to influence the time of firing while read arcs only
indicate the usage of the marking in the transition, e.g. for firing conditions or speed
functions. If a place is connected to a transition by a test arc, the marking of the place
must be greater than the arc weight to enable firing. If a place is connected to a transi-
tion by an inhibitor arc, the marking of the place must be less than the arc weight to
enable firing. In both cases the markings of the places are not changed by firing. The
same place can be connected to the same transition by a test and, in addition, by a
normal arc as well as by an inhibitor and normal arc. These arcs are called double
arcs.

It is important to mention that a discrete transition always fires in a discrete manner
by removing and adding marks after a delay is passed regardless of whether a discrete
or a continuous place is connected to it. However, a continuous transition always fires
in a continuous flow so that a discrete place can only be connected to continuous tran-
sitions if it is input as well as output of the transition with arcs of the same weight. In
this way, the continuous transition can only be influenced by the discrete place but the
discrete marking cannot be changed by continuous firing. Hence, the conversion from
discrete to continuous markings and vice versa is always performed by discrete transi-
tions connected to continuous places.

A formal definition of an xHPNbio is given below. Therefore, at first the xHPN-
formalism is introduced which is then expanded to xHPNbio by providing the Petri
net elements with a biological meaning.

Definition 1. The tuple (PD, PC,TD,TS,TC,F,G,T,3,R,f,c;, ¢y, e, p,d, h,v,5,mgy)
is axHPN if

— PD = {pdl, pd,, ..., pdpd} is a finite set of discrete places,

— PC = {pcl, pCy, ey pcpc} is a finite set of continuous places,

— TD = {td,, td,, ..., td;4} is a finite set of discrete transitions,

— TS = {ts,, ts,, ..., tS;s} is a finite set of stochastic transitions,

' The involved places may change their markings only in a discrete manner. Continuous

changes of involved places are not allowed because then the putative firing times have to be
recalculated the whole time as the continuous change takes place.
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— TC = {tcy, tcy, ..., tcg ) is a finite set of continuous transitions,

— PD,PC,TD, TS, and TC are pairwise disjoint,

— FS (PDXTDUPDXTSUPD XTCUPCXTCUPCXTDUPCXTS) is a
set of normal arcs from places to transitions, where (pi - tj) denotes the arc from
place p; to transition ¢;,

—GS(TDXPDUTD XPCUTSXPDUTS XPCUTC XxPCUTC X PD) is set
of normal arcs from transitions to places, where (tj - pl-) denotes the arc from
transition ¢; to place p;,

— TS (PDXTDUPDXTSUPDXTCUPCXTCUPCXTDUPCXTS) is a
set of test arcs, where (pi - tj)T denotes the test arc from p; to t;,

—JS(PDXTDUPDXTSUPD XTCUPCXTCUPCXTDUPCXTS) is a set
of inhibitor arcs, where (pl- - tj)j denotes the inhibitor arc from p; to ¢;,

— RS (PDXTDUPDXTSUPDXTCUPCXTCUPCXTDUPCXTS) is a
set of read arcs, where (pi - tf):n denotes the read arc from p; to ¢;,

— ff(FUGUTUIJ,m) - {Nyg:p; € PD,R,¢:p; € PC}is an arc weight function
which assigns every arc connected to a discrete place a non-negative integer and all
others a non-negative real number depending on a concrete marking m, where
f (pl- - tj) denotes the weight of the arc from place p; to transition ¢;,

—if p,€PD, t;€TC then (p; > ) €F if and only if (t; > p;) €G and
f(Pi - tj) = f(tj - Pi),

— ¢;:{PD - Ny, PC - R.,} are the minimum capacities of the places,

— ¢y:{PD - Ny, PC - R} are the maximum capacities of the places,

— e:(PD U PC) — {prio,prob} are the resolution types of the places for type-1-
conflicts either priority or probability resolution,

—pi(FUG) - {N:e(pi) =prio At; €TD, (FUG) - [0,1]:e(p;) = prob At; €
TD} is an enabling function which assigns every arc connected to a discrete transi-
tion t; either a priority or a probability according to the resolution type of the place
Di»

— ife(p;) = prio then p(p; - ;) # p(p; = t)) Ve, t; € TDoye(p;) and
Pt = p) # p(t, = p) Vi, 6 € TDy(py), if e(p;) = prob then
YtreTDouep) P @i = ti) = land X, erp, p #(tk 2 i) = 1,

— d:TD - R, is a delay function which assigns every discrete transition a positive,
real-valued delay,

— h: (TS, m) - R, is a hazard function which assigns every stochastic transition a
positive, real-valued random delay depending on a concrete marking m,

— v:(TC,m) - R, is a maximum speed function which assigns every continuous
transition a positive, real-valued maximum speed depending on a concrete marking
m,

— s:(TDUTSUTC,mv) - {true, false} is a condition function which assigns
every transition a condition depending on all possible model variables (mv) e.g.
time,

— mg: {PD - Ny, PC > R;,} is the initial marking which must satisfy the condition
a(p) <me(p) < cu(p) Vp; € (PD U PC).
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Definition 2. An xHPNbio is an xHPN (see Definition 1) with a concrete transfor-
mation of xHPN elements to biological ones. This transformation is summarized in
the following table by mentioning also some examples of the biological meaning.

xHPN Biological meaning

Biological compounds

Places  |metabolites, enzymes, substances, substrates, products, signals, genes,
proteins, cells, complexes, activators, inhibitors, repressors, RNA

Biological processes

biochemical reactions, metabolic reactions, interactions, regulatory
reactions, signal transduction reactions, chemical reactions, binding,
phosphorylation

Transitions

Marks Quantities of biological compounds

molecules, concentrations, cells

Normal Arcs |Connections of biological compounds and processes

Activation of biological processes

Testarcs |transcription process, activation in gene regulation, enzyme activity,
activation mechanisms

Inhibition of biological processes

Inhibitor arcs - —— - -
repression of gene regulation, inhibition mechanisms

Needs for biological processes

Read arcs -
catalysis

Biological coefficients

Arc weights —= - - : -
818 [ Stoichiometric coefficients, yield coefficients

Min/max. |Reasonable biological capacities

capacities |biological knowledge

Delays  |Duration of biological processes

Hazard |Random duration of biological processes

functions |stochastic kinetics

Maximum |Rate of biological processes

speeds  |kinetics effects/laws

Biological systems

<HPNbio metabolic networks, signal transduction networks, regulatory networks,
chemical networks, cell cycle, cell communication, diseases, popula-
tion dynamics, flux networks, cultivation processes

This xHPN formalism has been transformed to the modeling language Modelica
(see section 4) to enable graphical modeling, hybrid simulation, and animation. The
execution of a hybrid simulation requires the definition for activating and firing tran-
sitions as well as the resolution of possible conflicts.

A discrete/stochastic transition t; in an xHPN is active if the markings of all input

places (Pin(tj)) do not fall below the minimum capacities when the arc weights are
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removed, and the maximum capacities of all output places (Pout(t]-)) may not be
exceeded when the arc weights are added. Additionally, the input places connected by
test arcs must have more marks than the arc weights and the places connected by in-
hibitor arcs must have less marks than the arc weights; read arcs do not influence the
activation of a transition.

However, the activation process of continuous transitions requires a differentiation
between connected continuous and discrete places. A continuous transition ¢; is active
if all continuous input places (PCm(tj)) have either a marking greater than their min-
imum capacities or they are fed by at least one input transition, i.e. the input speed ;
is not zero. Additionally, all continuous output places (PCout(tj)) have either a
marking less than their maximum capacities or they are emptied by at least one output
transition, i.e. the output speed O; is not zero. The connected discrete places have to
fulfill the same conditions as mentioned above for activating a discrete transition. In
addition, the markings of input places connected by test arcs have to be greater than
the arc weights and markings of places connected by inhibitor arcs have to be less
than the arc weights.

Definition 3. The tuple (PD,PC,TD,TS,TC,F,G,T,3,R,f,c;, ¢y, e, p,d, h,v,5,my)
is an xHPN. A discrete/stochastic transition t; € (TD U TS) is active if and only if

(m) = f(pi = ) =) if (pi—>t)€F
Vp; € Py (t;) s {mp) > f ((pi - tj)T) if pi>t), €T
m(p;) < f((pi - tj)g> if (pi - 1), €79,
and
V i € Poye(8) = m(py) + f(tj = pi) < cu(p)

and the condition s; must be fulfilled.
A continuous transition t; € TC is active if and only if

Vp; € PCin(tj):

(m@) > () vV (m(py) = c(p) AL; > 0) if (i) EF
4'"1(291') > f((l’i - tj)T) if (pi - tj)T ET A (pi - tj) &F
m(p) > f ((Pi - tj)T) v (m(Pi) = f((Pi - tj)T) Al > 0) if (0~ tj)T €ETA(pi~t)€EF
lm(Pi) <f ((Pi - tj)]) if (Pi - tj)y €7,
and

V pi € PCoue(t;) = m(py) < cu(pi) V (m(py) = cu(p;) A O; > 0).
and
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mp) = f(pi~4) 2 a@) if (pi-y)EF
V p; € PDi () : { M) > f ((Pi - tj)T) if (i — t), €T
m(p;) < f ((Pi - tj)g) if (pi ~ ), €9,

and
Y pi € PDoyi(t) + m(p) + f(pi = t;) < cu(pi)
and the condition s; must be fulfilled.

An active transition has to be enabled by all input and output places to become
firable. Thereby, enabled discrete transitions wait until the assigned delay is elapsed
and stochastic transitions fire first when the putative firing time is reached. However,
continuous transitions fire immediately when they are enabled.

Several conflicts can occur when the places have to enable their connected active
transitions. Possibly, a discrete place or a continuous place connected to discrete tran-
sitions has not enough marks to enable all output transitions simultaneously or cannot
receive marks from all active input transitions due to the maximum capacity. Then a
conflict arises that has to be resolved (type-I-conflict). This can be either done by
providing the transitions with priorities or probabilities. In the first case, a determinis-
tic process decides which place enables which transitions and in the second case the
enabling is performed at random; thereby transitions assigned with a high probability
are chosen preferentially.

Another conflict can occur between a continuous place and two or more continuous
transitions when the input speed is not sufficient to fire all output transitions with the
instantaneous speed ¥; (see equation (1)) (¢ype-2-output-conflict) or when the output
speed is not sufficient to fire all input transitions with the speed of equation (1) (#ype-
2-input-conflict). This conflict is solved by sharing the speeds proportional to the
assigned maximum speeds (see [17]).

If a conflict occurs between a place and continuous as well as discrete/stochastic
transitions, the discrete/stochastic transitions take always priority over the continuous
transitions (¢ype-3-conflict).

A last conflict can occur when a discrete place has not enough marks to enable all
connected continuous transitions (¢ype-4-conflict). This is solved by prioritization of
the involved transitions.

The firing is then performed in the following way. Discrete transitions fire by re-
moving as much marks as the arc weights from all input places and by adding as
many marks as the arc weights to all output places. However, the firing process of
continuous transitions take place as a continuous flow with a maximum speed as-
signed to every transition. The recalculation of a discrete marking is described by an
algebraic equation while a continuous marking is recalculated by a differential equa-
tion describing the flow of the continuous firing and an algebraic equation represent-
ing the firings of discrete transitions.
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Definition 4. The tuple (PD,PC,TD,TS,TC,F,G,T,3,R,f,c;, ¢y, e, p,d, h,v,5,my)
is an xHPN. The firing process of an active continuous transition t; € TC is described

by a negative mark change of all continuous input places which is expressed by the
differential equation

dm(p;

) _

and a positive mark change of all continuous output places which is expressed by the
differential equation

dm(p;)
dt

=f(t;->p) 7 V p; € PCout(t)),

where ¥ is the instantaneous speed of transition t; and calculated by the following

equation if the transition is not involved in a type-2-conflict [2, 17]
v ' i - E f(t )P
¥; = min{ min —_ - p;) T |,
J ePIs (£ ] ] k i k

Pi€Plin(t)) f(p‘ - t]) tRETCFin(p;)

1
min YR fpi = te) - Dy ) Uj
pieplowe(t)\ £ (8 = Pi) tkETCFoye (D)

where le(tj) is the set of continuous input places of t; with m(p;) = ¢;(p;),

(1

Plout(tj) is the set of continuous output places of t; with m(p;) = c,(p;) ,
TCF;,(p;) S TC is the set of all continuous firing input transitions, TCF,,:(p;) € TC
is the set of all continuous firing output transitions. If the transition is involved in a
type-2-conflict, this speed has to be adapted appropriately (see [17]).

An active discrete transition t; € TD waits d; time units before it fires and a stochas-
tic transition t; € TS fires when the putative firing time 7; is reached which is calcu-
lated based on the hazard function h. Both fire by removing the arc weight from all
input places

m'(p;) = m(p) — f(pi > t;) Vi € Piu(t))
and by adding the arc weight to all output places
m'(p;) = m(p;) + f(tj -p;) Vp; € Pout(tj)-

The marking of a discrete place p; € PD can be recalculated by the following algebra-
ic equation

me)=med+ Y. fGop) = ). fi-y),
tj€TDFin(p;) tjETDFoyt(p;)

whereby TDF;,,(p;) € (TD U TS) is the set of all discrete/stochastic firing input tran-
sitions and TDF,,,;(p;) € (TD UTS) is the set of all discrete/stochastic firing output
transitions.
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The continuous mark change of a continuous place p; € PC is performed with the
aid of the following differential

d i ~ ~
e Z f(ti=p:) 7 — Z fpi-t) -5

dt
tjETCFin(py) tjETCFout (i)

and, in addition, by the following algebraic equation for the discrete mark change
caused by firing connected discrete transitions

Mmais(p) = Z ft = p) - Z f(pi = t;).

t;€TDFin(py) t;ETDFoyt(py)

At these discrete firing times the continuous marking is reinitialized by

m'(p;) = m(p;) + mg;s(py).

4 The Petri Net Library in Modelica (PNlib)

The xHPN definition and the corresponding definitions for activation, enabling, and
firing mentioned above have been implemented by means of the object-oriented mod-
eling language Modelica to enable graphical hierarchical modeling, hybrid simulation,
and animation [18]. Modelica is developed and promoted by the Modelica Associa-
tion since 1996 for modeling, simulation, and programming primarily of physical and
technical systems and processes. Additionally, the Modelica standard library is avail-
able from the Modelica Association to model mechanical (1D/3D), electrical (analog,
digital, machines), thermal, fluid, control systems, and hierarchical state machines.
Furthermore, several libraries have been developed in the last decade for specific
applications. An overview can be found on the Modelica homepage
(www.modelica.org). The development of the language and libraries is ongoing and
driven by several European projects (EUROSYSLIB, MODELISAR, OPENPROD,
and MODRIO). Since the year 2000, Modelica is used successfully in the industry
which is documented in the proceedings of many Modelica conferences and journals.
The Modelica models are described on the textual level by discrete, algebraic, and
differential equations and by schematics on the graphical level. A schematic consists
of connected components which are defined by other components or on the lowest
level by equations in the Modelica syntax. The components have connectors which
describe the interaction between them. By drawing a line from one component to
another, a connection is established to enable interactions. In this manner a model is
constructed. Several components can be structured in libraries, called packages,
which provides hierarchical modeling. Moreover, the wrapping technique enables the
representation of sub-models consisting of several connected components by a specif-
ic adapted icon in order to simplify the modeling process. Then, the sub-models can
be used several times in the same or in different models and, in addition, it offers an
easy-to-use-model at the top level with an intuitive and familiar adapted view.
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For graphical modeling, simulation, and animation an appropriated environment is
needed. Several commercial and open- source tools are available. A full list can be
found on the Modelica homepage (www.modelica.org).

Each of the xHPN components - transitions, places, and arcs - is modeled by an
own Modelica model which are organized and structured in a Modelica package,
called PNIib (Petri Net library). All components are defined by discrete (event-
based), algebraic, and differential equations (cp. [19]).

The main process in the place model is the recalculation of the marking after firing
a connected transition. In the case of the discrete place model, this is realized by the
discrete equation

when fire pre(reStart) then
t = if fire then pre(t)+firingSumIn-firingSumOut
else reStartTokens;
end when;

whereby pre (t) accesses the marking t immediately before the transitions fire. To
this amount, the arc weight sum of all firing input transitions is added and the arc
weight sum of all firing output transitions is subtracted from it. Additionally, the to-
kens are reset to reStartTokens when the user-defined condition reStart be-
comes true; this could be a global condition.

The marking of continuous places can change continuously as well as discretely.
This is implemented by the following construct

der (t) = conMarkChange;
when discreteFire then
reinit(t, t+discreteMarkChange) ;
end when;
when reStart then
reinit (t, reStartMarks) ;
end when;

whereby the der-operator access the derivative of the marking t according to
time. The continuous mark change is performed by a differential equation while the
discrete mark change is performed by the reinit-operator within a discrete equa-
tion. This operator causes a re-initialization of the continuous marking every time
when a connected discrete transition fires. Additionally, the marking is re-initialized
by reStartMarks when the condition reStart becomes true.

The main process of the transition is to check if it can fire. When it is possible, dis-
crete and stochastic transitions wait as long as the (random) delay is passed while the
continuous transitions fires continuously with a speed calculated in the transition
model. Via connector variables, the places report the transitions their markings and
the transitions report when they fire. The conflicts which could arise in xHPN models
have to be resolved by the mentioned methods to have successful and reliable simula-
tion (see [17]).
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5 Application

In this section we briefly demonstrate the PNlib possibilities in the software appli-
cation VANESA (www.vanesa.sf.net). VANESA is a powerful and easy-to-use net-
work modeling tool to members of the laboratory, which combines different fields of
studies such as life science, database consulting, modeling and visualization for a
semi-automatic and lab-validated reconstruction of biological networks. The applica-
tion helps to model experimental results that can be expanded with database infor-
mation to perform modern biological network analysis. Based on project experimental
data and the integrated databases in VANESA, users are able to explore and recon-
struct any biological system, which can be further transformed, simulated, and ana-
lyzed in the language of Petri nets.

Therefore, VANESA uses the PNlib and xHPNbio formalism for simulation pro-
cessing. One feature of VANESA is the possibility to automatically transform any
kind of network into the language of an xHPNbio. Thus, users are able to model and
simulate dynamic systems within one tool. Petri net simulations are performed in the
background, not visible to users. Simulation results are visualized in plots and ani-
mated within the active window (see Fig. 1).

6 Conclusions

A powerful Petri net simulation environment has been developed to enable the pro-
cessing of experimental data to usable new insights about biological systems. The
mathematical modeling concept xHPNbio serves as specification for the presented
simulation environment. The xHPNbio elements are modeled object-oriented by dis-
crete, algebraic, and differential equations in the Modelica language. This allows an
easy way to maintain, extend, and modify them. The hybrid simulation is performed
by an appropriate Modelica tool which usually comprises several possibilities to adapt
the solver settings in order to achieve reliable simulation results.

The mathematical modeling concept xHPNbio, was specially developed based on
the demands of biological processes, and is so powerful but also so universal and
generic that it is an ideal all-round-tool for modeling and simulation of nearly all
kinds of processes such as business processes, production processes, logistic process-
es, work flows, traffic flows, data flows, multi-processor systems, communication
protocols, and functional principals.

The PNlib will be freely available on the Modelica homepage (www.modelica.org)
soon. However, in this paper we have already presented a software application, called
VANESA, which uses the PNlib for simulation processes of biological networks.

In addition, a future goal is to provide an open source Petri net simulation tool for
up till now the PNIlib works only with the commercial Modelica tool Dymola. This
demands a further development of the open source Modelica tool OpenModelica to
get the PNIib to work with it because some Modelica features are not yet supported.
The University of Applied Sciences Bielefeld is already closely involved in the fur-
ther development of the OpenModelica tool [20].
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Fig. 1. An example of a simulation in VANESA. Starting point is the reconstruction of a bio-
logical network (NF-«xB), which is automatically transformed into the xHPNbio formalism. The
top picture shows the reconstruction of the biological network by data mining and information
fusion. The middle left picture shows the xXHPN user settings for the following simulation in the
PNIib of Modelica. The middle right picture and the bottom picture show visualized and ani-
mated simulation results in VANESA. Simulation results can be plotted and also mapped on
each element within the model. Plotted curves give detailed insight into system dynamics,
whereas animated simulation results give insights about a certain time step. Shape and color of
the elements present amount and developing of values (red increasing, blue decreasing).
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Abstract. When working with large stochastic models simulation re-
mains the only possible analysis technique. Therefore, simulative model
checking is the way to go. While finite time horizon algorithms are well
known for probabilistic linear-time temporal logic, we provide an infinite
time horizon procedure as well as steady state computation, based on ex-
act stochastic simulation algorithms. We demonstrate the approach on
models of the RKIP inhibited ERK pathway and angiogenetic process.

Keywords: simulative model checking, stochastic Petri net, steady state,
unbounded temporal operator, probabilistic linear-time temporal logic

1 Introduction

Stochastic modelling of biochemical reaction networks is getting more and more
popular. This also increases the demand for efficient analysis of such models.
While small and medium-sized models can be analysed numerically, we focus on
large or unbounded models. Therefore we use stochastic simulation to overcome
the problem of state space explosion.

We use stochastic Petri nets (SPA) [1] as modelling paradigm, which gives
us a complete formalised and standardised framework, as well as an intuitive way
of modelling concurrent behaviour. A number of biochemical species N involved
in the biological model are represented as places p; ...pn, and the reactions
between them refer to the transitions ¢;...¢p;. The kinetics of a reaction is
defined as possibly state-dependent rate function h; assigned to the transition.
Places and transitions are connected via directed arcs. Each arc contains the
stoichiometric value of the associated species. The semantics of such an SPN is
defined as continuous-time Markov chain (CTMC).

The dynamic behaviour of stochastic models can be analysed in different
ways. We showed in [2] that numerical analysis is currently efficient up to 1x10°
states. Beyond this limit, stochastic simulation remains the only possible tech-
nique. Stochastic simulation may be performed with approximate or exact meth-
ods. An approximate method is 7-leaping [3], which generates an approximate
realisation of the stochastic process. Its advantage is the ability to jump over
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several transitions and thus be more efficient in trace generation than exact meth-
ods. But for simulative model checking, we need to know the exact occurrences
of each transition. Therefore, only exact simulation algorithms are suitable for
the purpose of simulative model checking, like Gillespie’s direct method [4] or
the next reaction method [5] by Gibson & Bruck.

In this paper, we extend the finite time horizon model checking algorithm of
probabilistic linear-time temporal logic to an infinite time horizon and provide
an algorithm to compute simulatively steady state formulas.

2 Stochastic Simulation

In biochemical reaction networks (with n molecular species and k reactions),
the molecular reactions between the species are random processes, because it is
impossible to predict the time at which the next reaction will occur. Stochastic
modelling has therefore become an important tool to fully understand the system
behaviour of such reaction networks.

The stochasticity can be described in a time-dependent manner by the Chem-
ical Master Equation. In probability theory, this identifies the evolution as a
continuous-time Markov chain (CTMC), with the integrated master equation
obeying a Chapman-Kolmogorov equation. When working with biological sys-
tems, it may be infeasible to set up the CTMC as the state space X C N" can
be very large or even infinite. The largeness of CTMCs makes simulation an
important analysis technique: instead of computing the CTMC directly, simula-
tion aims at imitating the CTMC by generating different paths of the CTMC,
i.e., a sequence of discrete random variable X;(¢). The discrete random variable
X (t) describes the number of molecules of species S;, I € {1,...,n} present
at time t. The system state at time ¢ is thus a discrete n-dimensional random
vector X (t) = (X1(t),...,Xn(t)) € X. Given the system is in state X (t), the
probability that a transition/reaction of type j € {1,...,k} will occur in the
infinitesimal time interval [t + 7,¢ + 7 + d7) is given by:

P(t+7,j|X()dr = a;(X(t)) exp (—ao(X(¢))7) dr

For each reaction j, the rate is given by the propensity function a;, where a;(z)dr
is the conditional probability that a reaction of type j occurs in the infinitesimal
time interval [¢,t + d7), given state X (¢) at time ¢. The sum of the propensities
of all possible transitions in the current state X (¢) is given by ag(X). Thus, the
different (enabled) transitions in the net compete in a race condition and the
fastest one determines next state and the time elapsed. In the new state, the
race condition is started anew.

To analyse or understand the behaviour of a biochemical reaction network,
many trajectories need to be simulated for a good approximation of the under-
lying CTMC. Although in principle known a long time before, Gillespie was the
first who developed a supporting theory for a stochastic simulation of chemical
kinetics [4]. He presented the Stochastic Simulation Algorithm (SSA; often also
called Gillespie’s algorithm), which is a Monte Carlo procedure for numerically
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generating CTMC. Since Gillespie’s seminal work, several variants and different
implementations and optimisations of the SSA have been proposed. Basically,
each variant performs the following steps:

1. Initialise time ¢ =ty and the system’s state X at time tg.
2. Repeat:

(a) determine time increment 7 € R

(b) select next reaction type j depending on the current state X (¢)

(c) perform state transition imposed by reaction of type j and update state

vector X

(d) update time t =t + 7.

until simulation time is reached.

The SSA simulates every state transition event, one at a time, and updates the
system after each state transition. To determine the time increment 7 and to
select the next reaction requires to generate random numbers. Different realisa-
tions of the CTMC are obtained by different initialisations of the random num-
ber generator. Since reliable statements about the system behaviour (variance)
can only be made based on many simulations, the usefulness of the simulation
approach depends on the simulation time for each individual trajectory. Accel-
erating simulations is therefore desirable without changing the basic ideas of the
algorithm.

Many variants of the SSA aim at reducing the computational cost of selecting
the next reaction that will occur. Cao et al. [6] keep the reactions with larger
propensities at the beginning of the list. The position of each reaction in the list
is thereby determined after some pre-simulations. McCollum et al. [7] maintain
a loosely sorted order of the reactions as the simulation proceeds. Instead of
arranging the reactions in a linear list, Gibson & Bruck [5] propose to use ad-
vanced data structures (trees) to speed up the search for the next reaction that
will occur. However, the time to manage the advanced data structures partially
compensates the speed-up due to faster search [8].

Further performance increases of the SSA are obtained if only those propensi-
ties are recalculated that actually have changed after a state transition, whereas
all others are reused (e.g., [8, 5]).

An additional speed-up to the SSA is provided by the approximate method
7-leaping [3], in which time ¢ is advanced by a preselected amount 7 and the
numbers of firings of the individual transitions during the time interval [¢,¢ + 7)
are approximated by Poisson random numbers. Thus, instead of (sequentially)
tracing every single state transition, several reactions are executed in parallel.
With 7-leaping, it is assumed that all propensity functions are approximately
constant in [t, ¢ + 7), which is referred to as the leap condition. To ensure this,
it is important to select 7 sufficiently small, but also large enough to accelerate
simulation.

3 Model Checking

Stochastic simulation produces traces through the state space of the model. For
the specification of temporal formulas we define the probabilistic extension of
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the Linear-time Temporal Logic (LTL) [9] with numerical constraints [10], which
is called Probabilistic Linear-time Temporal Logic with numerical constraints
(PLTLc) [11]. The grammar of all PLTLc formulas is given in Definition 1.

Definition 1. Probabilistic Linear-time Temporal Logic with Constraints

¥ = Poaa [9] | P=2[¢]
xe {<,<, >, >}, z€]0,1]

¢:=X"¢|Fo|Glo[d Ulp|-¢|oAd|oV|0
I:=[x1,20] = {x ERT| 2y <2< xg}, omit I =[0,00)
c:=-0|oANo|oVao|vauedvalue | true | false
de{<,<,2,>,=#)
value := value ~ value | Place | $Variable | Int | Real | function
~€{+ —*/}

The probability operator P has two different modes. If it is used with the question
mark as P—- [¢] then it will return the probability Pr(¢) that ¢ is true. In the
second case, Py [¢] returns true, if Pr(¢) > x is fulfilled, false otherwise. In
simulative model checking we compute a confidence interval (c.4.); in consequence
of that, we have to introduce an additional return value in the second case. For
simplicity, we assume the c.i. to have a lower and an upper bound By, B,, € Rx>,
such that the probability Pr(¢), which is not known in our case, is B; < Pr(¢) <
B,.

true if x < [By, By] Az & [By, By
Poaz[d] = { false if x 04 [By, Bu] A x & [By, By]
unknown if x € [By, B,

The operators -, A, V are the standard boolean operators not, and, or. Whereas
X, F, G, U denote the temporal operators NEXT, FINALLY, GLOBALLY
and UNTIL. The NEXT operator (X @) refers to true in the next state and
within the time interval I. The UNTIL operator (¢; Ul¢y) indicates that a
state where ¢o holds is eventually reached within the time interval I, while ¢4
continuously holds. The FINALLY operator (F!¢) means that at some point
within the time interval I a state where ¢ holds is eventually reached. Whereas
the GLOBALLY operator (G !¢) refers to the condition ¢ continuously holding
true within the time interval I. The latter two are syntactic sugar, as they rely
on the equivalences F ¢ = true U ¢ and G ¢ = —F —¢.
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A trace T fulfils a linear-time temporal logic formula ¢ if the following =
relations hold:

TEX¢ = TV E¢
TEF¢ «— JieN: T |=¢
TEG) «— VieN:TW =¢
TEU¢ <= FieN:TW =¢pyandVjeNAj<i:TY = ¢,
TE-¢ = Tk
TEWNG <= TEWNT Edo
TENV <= TEHWVT E ¢
TEv Qv — evalState(vl,T(i)) ﬁevalState(vg,T(i))

The function eval State(v, T™)) assigns a numerical value to the expression v by
looking up the tokens that each place z € P(v) has in state T® of trace T.

In the next sections we present an algorithm to compute steady state formu-
las, and afterwards an algorithm to compute time-unbounded temporal operators
in a simulative manner. Time-bounded algorithms for simulative model checking
are well known, i.e., [10].

3.1 Steady State Computation

In steady state simulation, the measures of interest are defined as limits, as the
length of the simulation goes to infinity. There is no natural event to terminate
the simulation, so the length of the simulation is made large enough to get “good”
estimates of the quantities of interest. Steady-state simulation generally poses
two problems:

1. The existence of a transient phase may cause the estimate to be biased.
2. The simulation runs are long, and usually one cannot afford to carry out
many independent simulations.

These are several methods that allow to cope with these problems to some extent.
Among them are: the batch means method, the method of independent replicas,
and the regeneration method. Fach of these methods has its advantages and
disadvantages. In our implementation we use a sample batch means algorithm
to compute the steady state.

We choose Skart [12], which is an automated sequential procedure for on-the-
fly steady state simulation output analysis, because it is specifically designed to
handle observation-based statistics and usually requires a smaller initial sample
size compared with other well-known simulation analysis procedures [12]. This
algorithm partitions a long simulation run into batches, computes an average
statistics for each batch and constructs an interval estimate using the batch
means. Based on this interval estimate Skart decides whether a steady state is
reached or more samples were needed. A detailed description of the algorithm is
given in [12].
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We extend PLTLc with the steady state operator S. Definition 2 states the
syntax of it. The return values are quite the same as for the probability operator
P. Inside of S are only state formulas allowed, i.e., no temporal operators.

Definition 2. FExtension of PLTLc with steady state operator S.

U= Poaa [¢] [ P=2 [¢] | Soaz [0] | S=2[0]
xe {<, <, >, >}, z€l0,1]

Steady-state formulas are computed with Algorithm 1. At first the simulation
trace is created until the steady state is reached (line 4-8). To get an unbiased
result, we cut off the first n states, which bias the steady state (line 9). The
steady state probability is now the ratio T/, of the occupation time T, of the
fulfilling states and the simulation time T, (line 11-19). But this gives correct
results only for those Petri nets, where the reachability graph consists of only
one strongly connected component. The complexity of this decision is the same
as for constructing the reachability graph. To solve this problem, one has to
make several steady state computations and average the values. In that way
the individual steady state estimates are weighted according to the strongly
connected components.

Algorithm 1 Steady state computation for one simulation run
Require: trace < (mo, to)

1: procedure EVALSTEADYSTATE(0)

2: steadyStateReached < false

3 pos < 0

4 repeat

5: trace < trace + NEXTSTATE(trace®’))

6: pos < pos + 1

7 steadyState Reached <+ CHECKSTEADYSTATE(trace)
8 until steadyStateReached = true

9: cutOf f < GETSTEADYSTATECUTOFF
103 To — 0, Ts <~ 0
11: for i < cutOf f, |trace| do

12: (83, t3) trace® > state s;, sojourn time ¢; in s;
13: Ts+—Ts+ t;

14: res < EVALSTATE(c, s;)

15: if res = true then

16: To T, +t;

17: end if

18: end for
19: return T, /T
20: end procedure
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3.2 Verification of Time-Unbounded Until

In Algorithm 2 we present the algorithm for checking time-unbounded until
formulas. It is nearly the same as for time-bounded formulas except that one
has to stop the simulation trace at some time point. The decision of doing that
is the crucial part of the algorithm. We assume that reaching the steady state is
a reasonable stopping criteria (line 38). A system in a steady state has numerous
properties that are unchanging in time. This implies that for any property p of
the system, the partial derivative with respect to time is zero:

P _y

ot
If a system is in steady state, then the recently observed behaviour of the system
will continue into the future. In stochastic systems, the probabilities that various
states will be repeated will remain constant.

4 MARCIE: An Implementation

MARCIE [13] is a tool for analysing generalised stochastic Petri nets (GSPN),
supporting qualitative and quantitative analyses including model checking capa-
bilities. Particular features are symbolic state space analysis including efficient
saturation-based state space generation, evaluation of standard Petri net prop-
erties as well as Computational Tree Logic model checking. Further it offers
symbolic Continuous Stochastic Logic model checking and permits to compute
expectations for rewards which can be added to the core GSPN . Most of MAR-
CIE’s features are realised on top of an Interval Decision Diagram (IDD) im-
plementation [14]. IDDs are used to efficiently encode interval logic functions
representing marking sets of bounded Petri nets. Thus, MARCIE falls into the
category of symbolic analysis tools. However, it additionally comprises approxi-
mative and simulative engines, which work explicitly, to support also stochastic
analysis of very large and unbounded nets. It includes two exact simulation al-
gorithms, firstly Gillespie’s direct method [4], and secondly the next reaction
method by Gibson & Bruck [5].

Parallelising the simulation is a good way to speed-up the computation. We
use the Message Passing Interface (MPI) to develop a portable and scalable
simulation tool for large-scale models. The desired number of simulations runs
is equally distributed to the worker processes. Therefore the run-time decreases
with the number of workers.

MARCIE is completely written in C++, and makes use of the libraries GMP,
pthreads, flex/bison and boost. It comprises about 45,000 lines of source code.
MARCIE is available for non-commercial use; we provide statically linked bina-
ries for Linux and Mac OS X. The tool, the manual and a benchmark suite can
be found on our website http://www-dssz.informatik.tu-cottbus.de/marcie.html.
MARCIE itself comes with a textual user interface. Options and input files can
also be specified by a generic Graphical User Interface (GUI), written in Java,
which can be easily configured by means of a XML description. The GUI is part
of our Petri net analyser Charlie [15].
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Algorithm 2 Unbounded Until for one simulation run

Require: trace < (mo, to)

1: procedure EVALFORMULA(¢, pos, trace)
2 steadyState Reached < false, res < false
3 repeat
4 switch ¢
5: case 0 :
6 (Sposs tpos) trace®°s)
7 res <— EVALSTATE(0, Spos)
8 return (pos, res)
9: case "¢y :
10: (posi1, res1) + EVALFORMULA(¢1, pos, trace)
11: return (posi, —resi)
12: case ¢1 A @2 :
13: (posi1, resi) < EVALFORMULA(¢1, pos, trace)
14: (pos2, res2) + EVALFORMULA(¢2, pos, trace)
15: return (min(posi, posz2), resi A resz)
16: case ¢1 V @2 :
17: (posi1, res1) < EVALFORMULA(¢1, pos, trace)
18: (posa, resz) + EVALFORMULA(¢2, pos, trace)
19: return (maxz(posi, posz2), resi V ress)
20: case X ¢ :
21: if pos = |trace| then
22: trace « trace + NEXTSTATE(trace?**))
23: end if
24: pos < pos + 1
25: (pos1, res1) + EVALFORMULA(¢1, pos, trace)
26: return (posi, resi)
27: case p1U¢s :
28: (pos2, res2) < EVALFORMULA(¢2, pos, trace)
29: if ress = true then
30: return (poss, ress)
31: end if
32: (posi1, res1) + EVALFORMULA(¢1, pos, trace)
33: if res; = false then
34: return (posi, resi)
35: end if
36: POS < posi
37: end switch
38: steadyStateReached <~ CHECKSTEADYSTATE(trace)
39: if pos = |trace| then
40: trace « trace + NEXTSTATE(trace?*®)
41: end if
42: pos < pos + 1
43: until steadyState Reached = true
44: return (pos, res)

45: end procedure
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5 Case Studies

In this section we demonstrate our approach on the models of the RKIP inhib-
ited ERK pathway and angiogenetic process. All Petri nets were modelled with
Snoopy [16] and analysed with MARCIE [13]. The experiments were carried out
on a machine with 4x AMD Opteron™ 6276 with 2.3 GHz and 256GB RAM
running CentOS 6.

5.1 RKIP inhibited ERK pathway

This model shows the influence of the Raf Kinase Inhibitor Protein (RKIP) on
the Extracellular signal Regulated Kinase (ERK) signalling pathway. A model of
non-linear ordinary differential equations was originally published in [17]. Later
on, it was discussed as qualitative and continuous Petri nets in [18], and as three
related Petri net models in [19]. The stochastic Petri net SPN gri comprises
11 places and 11 transitions connected by 34 arcs and is shown in Fig. 1. All

Raf1Star (e

(&) MEKpp

rl,72

RaflStar + RKIP "¢ RaflStar RKIP
RaflStar_RKIP + ERKpp & * RaflStar_.RKIP_.ERKpp
RaflStar RKIP_ERKpp T—>5 RaflStar + ERK + RKIPp

ERK + MEKpp "% MEKpp.ERK 23 ERKpp + MEKpp

RKIPp + RP """ RKIPp.RP % RKIP + RP

Fig. 1. Stochastic Petri net of the RKIP inhibited ERK pathway, including textual
representation of the chemical reactions.

transition rate functions use mass action kinetics with the original parameter
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values from [17]. The model is scalable by the initial amount of tokens in the
places RKIP, MEKpp, ERK and RP. The more initial tokens on each of these
places, the bigger the state space of the Petri net. Table 1 shows the number of
reachable states for different initial markings.

Table 1. The size of the state space for different initial markings of SPA grk com-
puted with MARCIE’s symbolic state space generation. All places which carry one
token in Fig. 1 have now initially N tokens.

N |states| N |states| N |states| N |states|

5 1,974 20 1,696,618 40 79,414,335 100  1.591x10'°
10 47,047 25 5,723,991 50  2.834x10% 250  3.582x10'2
15 368,220 30 15,721,464 60  8.114x10% 500  2.231x10

We first check the reachability of a state at some time in the future, such
that the number of tokens on place MEKpp is between 60% and 80% of N:

P_y [F [MEKpp > N-0.6 AMEKpp < N -0.8]].

In any case such a state was reached, therefore the probability of the formula is
1, see Table 2.

Table 2. Reachability analysis for different initial markings N of SPN grk. The total
time is given for different numbers of workers.

N 1 2 4 8 16 32 64 result

20 Ombd6s 0O0m28s  (Omlds OmTs Om3s Om2s  OmOs [
30 1ml7s Om38s 0Oml9s Oml0Os Om4s Om3s Omls [
40  1m38s Om48s Om24s Oml2s Om6s Om3s Omls [
50  1mb7s  O0mb59s 0O0m30s Omlds Om7s Omds Om2s [
60  2m23s 1m9s Om35s Oml7s Om8s Ombs Om3s [

Since we know now that such a state is eventually reached, we want to com-
pute the steady state probability of being in such a state, where the number of
tokens on place MEKpp is between 60% and 80% of N:

S_+[MEKpp> N -06ANMEKpp <N -0.8].

This is the same property as in [2], so we can verify the correctness of the results.
The results in Table 3 show first that the resulting confidence interval covers the
probability computed by the Jacobi method in [2]. Second the algorithm scales
nearly linear with the number of worker processes. A very interesting behaviour
regards the relationship between the state space size and the total run-time of
the computation. One could expect an increase of the run-time, but it stays the
same. This is a result of the level semantics described in [20].
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Table 3. Steady state analysis for different initial markings N of SPAN grk. The total
time is given for different numbers of workers.

N 1 2 4 8 16 32 64 result

20 7m3ls 3m46s 1mb53s Omb57s 0m27s Oml7s OmlOs [0.77482, 0.77534]
30 7m34s 3m43s 1lmb5ls O0mb57s O0m28s Oml7s Omlls [0.83277, 0.83325]
40 7m40s 3m43s 1mb6s Om57s O0m28s Oml8s Omlls [0.87416, 0.87470]
50 7m43s 3mb57s 1m57s 1mOs Om30s Oml7s Omlls [0.90437, 0.90486]
60 7mb53s 3mb59s 1mbH6s 1mls Om28s Oml7s Oml2s [0.92641, 0.92696]

5.2 Angiogenesis

Angiogenesis is a complex phenomenon that goes from a molecular level to
macroscopic events. This Petri net models a part of the signal transduction
pathway involved in the angiogenetic process and was originally published in
[21]. The stochastic Petri net SPA ang comprises 39 places and 64 transitions
connected by 185 arcs.

The model is scalable by the initial amount of tokens in the places Akt, DAG,
Gabl, KdStar, Pip2, P3k, Pg and Pten. The more initial tokens on each of these
places, the bigger the state space of the Petri net. The number of reachable
states for different initial markings are shown in Table 4. As in the previous case

Table 4. The size of the state space for different initial markings of SPAN ang com-
puted with MARCIE’s symbolic state space generation. The places Akt, DAG, Gabl,
KdStar, Pip2, P3k, Pg and Pten carry initially N tokens.

N |states| N |states| N |states| N |states|

1 96 4 2,413,480 7 2.181x10° 10 4.537x10%
2 5,384 5 29,224,050 8  1.464x10'° 15  5.207x10™
3 144,188 6 277,789,578 9  8.623x10'® 20  1.428x10'7

study we check for reachability first. Now we want to know the probability of
eventually reaching a state where no tokens reside on place Akt:

Py [F [Akt = 0]].

In contrast to SPN gry, Table 5 shows that the probability ranges from about
0.44 (N =1) to 0.9 (N = 6). That means a state where no tokens lay on place
Akt is not always reached, because the CTMC consists of several strongly con-
nected components and in some of them such a state does not exist. Secondly
we compute the steady state probability of being in a state that has no tokens
on place Akt:

S—+ [Akt =0].

The results in Table 6 show that the steady state probability is nearly the same
as in the reachability case as the overall steady state probability consists of
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Table 5. Reachability analysis for different initial markings N of SPN an¢. The total
time is given for different numbers of workers.

Z

1 2 4 8 16 32 64 result

12m10s 6ml3s 3m3s 1m29s 0m49s 0m25s Om13s [0.44542, 0.44642]
60m19s 30ml8s 14m47s 7ml4s 3m36s 1mb52s 1ml7s [0.81292, 0.81370]
65m37s 35m4ls 18m3ls 8m20s 4m2s 2mls 1mbss [0.94319, 0.94365)
74m43s 37mlds 19m52s 9m45s 4mbH8s 2ml8s 3mOs [0.98189, 0.98216]
79m45s 38m37s 18mb4s 9m20s 4m37s 2m22s 3m35s [0.99380, 0.99396]
79m37s 39mbH7s 19m50s 9mlds 4m34s 2mlls 3m3s [0.99760, 0.99770]

S U W N

two parts, first the probability of reaching a strongly connected component and
second the steady state probability inside these component. The result means the
steady state probability inside a strongly connected component, where a state
exists with Akt = 0, is almost 1. That’s why the overall steady state probability
almost coincides with the reachability probability.

Table 6. Steady state analysis for different initial markings N of SPN ang. The total
time is given for different numbers of workers.

N 1 2 4 8 16 32 64 result

1 7mls 3ml7s 1m42s Om47s 0m26s Oml3s Om9s [0.43773, 0.44771]
2 28m25s 14ml10s 6mb4s 3m33s 1m34s Omb5ls Om36s [0.80446, 0.81237]
3 58m42s 30ml19s 17mb4s Tm32s 3m46s 2m30s 1m20s [0.92772, 0.93284]
4 94m27s 49mbH9s 24m39s 11mbH3s 6mlls 3m25s 2mlls [0.97859, 0.98140]
5 133mb6s 66m4dds 33m24s 17m22s 8mm44s 4m49s 3m12s [0.98923, 0.99121]
6 170m57s 85m25s 42mbH4s 22m12s 11m13s 6m57s 3m30s [0.99649, 0.99758]

6 Related work

To compute the transient probability of the formula P_-[¢1 U ¢2] in state s
means to compute the probability distribution starting in s and making states
absorbing, which satisfy —¢; V ¢2. The resulting linear system of equations can
be solved numerically by iterative methods like Gauss-Seidel or Jacobi. There
are several tools available that support such solvers, among them MARCIE [13].
The drawback of numerical solvers is their restriction to bounded CTMCs and
the complexity is typically O (n) and in worst case O (n2) On the other hand
they compute an “exact” result. The same methods were used to compute the
steady state distribution of bounded CTMCs for computing the steady state
probability of formulas like S—7[¢].

Statistical model checking [22-24] is a quite similar approach to simulative
model checking, but differs in some details. Hypothesis testing, i.e., sequential
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probability ratio test (SPRT), has good performance compared to the computa-
tion of point estimates, but it can only check formulas like Py ... In the end, the
user gets a result of true or false and has no idea of the scale of the estimated
probability.

The Monte Carlo Model Checker MC2 [11] computes a point estimate of a
Probabilistic LTL logic (with numerical constraints) formula to hold for a model.
MC2 does not include any simulation engine but works offline by taking a set of
sampled trajectories generated by any simulation or ODE solver software.

Last not least, a combination of simulation and reachability analysis were
used to compute time-unbounded formulas in [22, 25]. But this approach suffers
from the same restrictions of bounded state spaces as the numerical methods.

7 Conclusions

In this paper we presented an infinite time horizon model checking algorithm plus
steady state operator for probabilistic linear-time temporal logic. We verified the
results of the simulative approach against the numerical solutions of the Jacobi
and Gauss-Seidel methods. We proved the efficiency of our algorithm and the
scalability by using several worker processes through MPI.

As our algorithm is based on stochastic simulation, its run-time does not
directly depend on the size of the state space, as for the numerical methods, but
on the rate functions of the transitions and the structural size of the Petri net.
That is the greater the sum of the transitions rates, the smaller the time steps
are, and the more simulation steps need to be done to reach a certain time point.

The main drawback of simulation-based methods remains. The achieved ac-
curacy depends on the number of simulation runs and grows exponentially with
the expected accuracy. Therefore methods of choice for bounded and medium-
sized models are numerical, otherwise simulation plays out its strength.
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Abstract. Despite increased understanding of cancer pathogenesis, trans-
lating this knowledge into therapy remains challenging. Radical progress
depends on utilizing molecular biology knowledge to understand pro-
cesses by which genetic information is executed in response to microen-
vironmental perturbations. Understanding of the molecular machinery of
the cell requires computer simulation of the complex network of molecu-
lar interactions and Petri net offers ideal framework. Lack of quantitative
data about molecular amounts and transition rates necessitates devel-
opment of qualitative methods providing useful insight with minimal
knowledge on quantitative parameters. Here we show work in progress
on the modeling of molecular interaction network involved in the evolu-
tion of prostate cancer. We use statistical model checking of qualitative
model and show that the effects of genetic and pharmacological pertur-
bations on prostate cancer evolution can be predicted by the number
of token game trajectories reaching nodes representing proliferation and
cell death events.

Keywords: Stochastic Petri net, statistical model checking, Prostate
cancer

1 Introduction

Despite increased understanding of cancer pathogenesis, translating this knowl-
edge into therapy remains challenging. Radical progress depends on utilizing ad-
vances in both DNA sequencing technology and molecular biology to understand
processes by which genetic information is executed in response to microenviron-
mental perturbations. However, the expression of genetic information in response
to environmental signals is performed by complex molecular machinery involving
hundreds of thousands of components influencing each other through non-linear
interactions. While the century of biochemistry and molecular biology resulted
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in accumulation of voluminous data on molecular components and their inter-
actions the size and complexity of the system makes it impossible to use this
knowledge without computer models. This situation motivated intense research
towards reconstruction or reverse engineering the network of interacting cellular
components in the form of computer simulation capable of predicting effects of
genetic and environmental perturbations on cellular behavior [1-4]. The major
bottleneck in this effort is the lack of quantitative parameters describing molecu-
lar interactions. The existence and sign (activation, inhibition) of the molecular
interaction are much more amenable to experimental studies than quantitative
measurements of molecular amounts or transition rates. This encourages de-
velopment of qualitative simulation approaches where valuable insight can be
provided by analysis of molecular interaction network connectivity, with very
limited quantitative data. In this contribution we present the Petri Net model of
the molecular interaction network involved in the evolution of prostate cancer.
We show that statistical model checking of the qualitative model, with discretized
molecular activities and uniform transition rates provides valuable predictions of
the effects of genetic and pharmacological perturbations on cancer progression.

2 Petri Net model of Prostate Cancer Network.

Molecular species were represented as places and interactions were represented
by transitions. Edges and read edges were used to represent activation interac-
tions whilst inhibitory interactions were represented by molecular state-change
transitions rather than by inhibitory edges, as compiled from research data. Our
model building started from interactions involved in the control of the PTEN
gene. Subsequently, we have included transitions involving molecules controlling
PTEN and proceeded until major inputs for environmental signals were covered.
The model, which is still very much *work in progress’, currently includes growth
factors, insulin, Wnt and androgen receptors activating the signaling networks
of PI3K-PTEN-Akt, Ras-Raf MEK-ERK, beta-catenin, ¢-Myc, mTor, p53 and
p27. The intrinsic apoptotic pathway and a very basic representation of the cell
cycle was included in the network. Two special places were introduced into the
network to represent biological outcomes of cell death and proliferation. The
model has been build using a Snoopy Petri Net tool [5] in Extended Petri Net
mode. The final Petri Net model contains 251 nodes and 195 transitions.

3 Statistical Model Checking.

Cancer develops when the cell escapes the cell death program and starts prolif-
erating out of the control of growth factor signals. Thus in our simulations we
investigated reachability of the places representing cell death and proliferation.
In particular, we were interested in whether the proliferation place is reached
before the cell death place is reached. Since, we do not know molecular amounts
and transition rates in the system we have attempted qualitative simulation.
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We allowed the state of each place to vary between 0 and 2 tokens, thus repre-
senting absent, low activity and high activity states of molecular components.
Even with this radical discretization the model was still too large to determine
reachability of proliferation place by analysis of full reachability graph. We have
therefore used a statistical model checking approach. For each simulation we
have generated ensemble of token game trajectories starting from the same ini-
tial conditions and determined the number of trajectories in which the marking
of Proliferation place changed from 0 to 1 while the marking of Cell Death place
remained at initial value of 0. In short, we determined the number of token game
trajectories in which proliferation occurred before cell death. We decided to use
Gillespie algorithm [6] numerical simulation of Continuous Time Markov Chain
dynamics to generate trajectory samples. Since, we have no knowledge of rate
constants we have assumed that all transitions are equally likely to occur and
set their rate constants to 1. This implies that we did not interpret Gillespie
algorithm time as a real time, with physical time units. We used it exclusively
to order the sequence of transitions and to limit the maximal trajectory length.
The stochastic Petri net with Gillespie algorithm allowed perturbing the system
by adjusting rates and thus altering probability of the occurrence of selected
events. This is advantageous over similar approach previously used in biological
context [7]. Trajectories were run until the cell death place changed its state
or simulation time reached 100 arbitrary time units. For each of the numerical
experiments we have run 10000 independent trajectories. The numbers of tra-
jectories reaching proliferation before cell death were expressed as fractions and
the 99% binomial probability confidence intervals (99% CI) were calculated to
establish significance of the differences between simulation outcomes. The frac-
tions which were outside of their 99% CIs were considered to be significantly
different.

Simulations were performed by the extended version of SurreyFBA software
[8], which allows statistical model checking in general molecular interaction net-
works. The Python script has been written to automatically convert Petri Nets
in Snoopy file format to simulation software files. Confidence intervals were cal-
culated by binconf() function of Hmisc R package using Wilsons method.

4 Results

We have first run 10000 token game trajectories for the original model. Within
the simulation time of 100 arbitrary time units, the proliferation place has been
reached before the cell death place in 4779 of trajectories. The 99% CI of the
binomial probability was (0.4650524, 0.490777). Subsequently, we have inacti-
vated pb3 gene in the model by removing all tokens from the node representing
p53 DNA. The number of token game trajectories in which proliferation was
observed before cell death was 7223 and the 99% CI was (0.7106193, 0.7336859).
Therefore, inactivation of p53 gene resulted in the significant rise of the prolif-
eration. This is in agreement with voluminous experimental data on p53 gene
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showing that inactivation of p53 results in the increased chances of proliferation
and cancer. Motivated by this result we have investigated other perturbations.
Simulation of the network where the state of testosterone input node was set
to 0 tokens resulted in proliferation probabilities in the 99% confidence interval
of (0.2349789, 0.2571581). Therefore, removal of testosterone input resulted in
decreased chances of cell proliferation happening before cell death. This result
is also in agreement with experimental data. Next, we tested whether our model
reproduces the effect of GSK-3B enzyme inhibitors of potential use in cancer
chemotherapy [9, 10]. As these drug decrease nuclear stability of an AR-GSK-
3B complex and increase (deactivating) nuclear export of the AR, we modeled
its effect by increasing the rate of transition removing tokens from the place rep-
resenting the phosphorylated AR-GSK-3B nuclear complex. In the perturbed
system the rate of inactivation transition was set to 1000, while all other tran-
sition rates were set to 1. The proliferation probability estimated by running
10000 trajectories was in the 99% CI of (0.3255304, 0.349885). Thus, the sim-
ulation reproduced the action of the drug. While numerical experiments shown
above provide encouraging validation for the model, we have obtained quite dis-
appointing results in simulation of the PTEN gene inactivation. The 99% CI of
proliferation probability was (0.4678475, 0.4935781) i.e. there was no significant
difference between the number of trajectories reaching proliferation in original
wild type model and PTEN knock-out. There are cogent reasons why this may
be the case because the network control of PTEN has been shown in another
systems biology study to be different in the basal state than in the insulin-
stimulated state [10] and so more sophisticated dynamic Petri net modeling is
likely to clarify the situation, particularly as the present result is in contradiction
to experimental data indicating an important role for loss of PTEN activity in
the evolution of prostate cancer. The qualitative balance of PTEN versus PI3K
sensitivity is another area that may also require adjustment in our model to
fit data from the literature. Thus, although the simplified Petri net model of
prostate cancer presented here highlights gaps in current knowledge and the re-
quirement for meticulous incorporation of static and dynamic network behaviour
from the literature, the success of this qualitative approach nevertheless demon-
strates that it is useful to focus experimental effort on determination of a full set
qualitative interactions, before proceeding to difficult quantitative experiments.

5 Conclusions

In this contribution we show preliminary results that demonstrate the applica-
bility of Stochastic Petri nets for qualitative modeling of molecular interaction
networks involved in cancer. We discretize molecular activities to 3 levels, set all
transition rates to 1 and used Gillespie algorithm simulation to generate a sam-
ple of transition sequences leading to alternative biological outcomes of death
and proliferation. We show that despite this radical qualitative approximation
the method captures the effects of best studied perturbations on these key bio-
logical behaviours. The method is computationally efficient and allows accurate

-79 -



Proc. BioPPN 2012, a satellite event of PETRI NET 2012

determination of probabilities for large-scale models. Our test shows that it is
possible to perform qualitative simulations of the numerous large-scale network
reconstructions that were so far investigated exclusively by calculation of network
connectivity statistics [1, 2], which does not allow prediction of perturbation ef-
fects. We believe that Stochastic Petri nets can be used to reconstruct genome
scale models of molecular interaction networks and apply them to prediction of
the effects of gene polymorphism and pharmacological interventions in complex
network diseases such as prostate cancer.
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