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Abstract. This work discusses about algorithms belonging to the branch of arti-

ficial intelligence for the generation of Sudoku puzzle. It will be demonstrated 

how the use of algorithms related to the constraint programming and genetic al-

gorithms can improve the generation of puzzles in order to make the game more 

competitive and therefore more attractive to the public. In particular, it will be 

used an algorithm similar to the forward checking for the generation of a popu-

lation of deterministic puzzles with a feasible solution and then will be used a 

genetic algorithm to evolve the population in order to optimize a function that 

rates the difficulty of their resolution. 
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1 Introduction 

In this work we study the case of using artificial intelligence techniques for the 

generation of Sudoku, in particular genetic algorithms; we will see how these tech-

niques can be used in areas such as journals specialized in this game to try to im-

prove the player experience. 

Chapter 2 will get a brief overview of the Sudoku game, its characteristics and the 

difference between probabilistic and deterministic Sudoku. 

In chapter 3 we will study how the problem on generating Sudoku can be mapped 

as constraint satisfaction problem and we will see the limit of this kind of approach. 

Chapter 4 gives a brief overview of genetic algorithms and how they are used for 

finding optimal solutions. 

In chapter 5 we will see some related work about Sudoku and genetic algorithms. 

In chapter 6 we will study the problem of generating more difficult Sudoku with 

the aids of genetic algorithms. 

In chapter 7 we will make considerations about the results obtained from the algo-

rithm proposed above. 
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2 The Game of Sudoku 

As well known the Sudoku is a logical game. First of all we have to introduce 

some technical definitions: we will call cell the box where we are going to insert a 

number, grid the set of 81 cells, placed in 9x9, that makes up the Sudoku; sub-grid is 

a set of 3x3 cells, then we have nine rows and nine columns. The games starts with a 

partially filled grid and the target is to fill the remaining cells with digits from 1 to 9, 

constraints are that each number must appear only once in each row, column and sub-

grid. 

We can have two kind of Sudoku: deterministic and probabilistic. Probabilistic Su-

doku is when a starting grid can be filled in different ways and more than one way 

reach to the objective (i.e. an empty grid is a probabilistic Sudoku). From now on we 

will skip the case of probabilistic Sudoku for investigating further issues relat-

ed to deterministic Sudoku. 

A deterministic Sudoku consists of an initial grid, partially filled, which admit a 

unique solution; this is a big advantage for the player that at each step will always 

have a valid move to do, unlike the probabilistic version that in some steps can admit 

more possible moves that could lead to several different solutions or to an invalid 

grid. 

3 Generating a Sudoku using Constraints Satisfaction Problems 

As we have seen previously in the definition of Sudoku we deal with constraints, 

then it seems logical to map the problem as a constraints satisfaction problem and it 

works perfectly. This is an example of the algorithm for the puzzle generation in 

pseudo language: 

given G an empty grid; 

do 

 update the constraints of each cell; 

 C := random selected cell from G; 

 PossibleValues := values satisfying the constraints of C; 

 V := random element from PossibleValues; 

 set V as value of C; 

while G does not admit solution; 

Where “update the constraints of each cell” and “G does not admit solution” con-

sist to apply the constraints described by the rules of the game. In order to make a 

more attractive puzzle, we must make it more difficult to solve; to do this we have to 

modify the “G does not admit solution” function taking advantage of more sophisti-

cated techniques to detect more complex Sudoku. 

In our case we do not need backtracking because this algorithm is designed to work 

on a large amount of puzzles, the use of backtracking is not necessary and also goes to 

degrade the performance in terms of memory usage, so in case of failure the algorithm 

will restart from an empty grid; for simplicity we will call this ad-hoc algorithm Na-



ïve Forward Checking because it use the forward checking constraint propagation but 

not the backtracking.  

Is intuitive to understand that in this way we will not have the security of generat-

ing more complex Sudoku but only to recognize it, then the next step is to understand 

how it is possible to get closer to the optimal solution of our problem, thanks to artifi-

cial intelligence. 

4 An introduction to Genetics Algorithms 

Genetics Algorithm is a part of Evolutionary Computation. The princi-

ple under genetic algorithms is the same principle of the evolutionary theory of Dar-

win: in an environment, individuals that survive and reproduce, are those with better 

characteristics, so their genes are partially passed on to the next generation. In evolu-

tionary computation an individual is a possible solution of a problem, a population is 

a set of individuals, there is a fitness function that describe how many solutions are 

near to the optimal solution of the problem, every individual is obtained starting from 

a genotype, a genotype is the representation of all the variables that can make an indi-

vidual different from another. 

 

Fig. 1. Example of a fitness function of genotype space 

We have a set of operations that makes a population evolve: 

 Recombination: create a new individual from two parents. 

 Mutation: evolve an individual modifying its genotype. 



 Insertion: select old and new individuals to make a new population. 

     All these operations are done on selected individuals based on their fitness func-

tion and then theoretically every generation should get closer and closer to the optimal 

solution of the problem. 

5 Related work 

     It is not easy to find words “Sudoku” and “Genetic algorithms” together in the 

literature especially for the generation of puzzles, M. Gold in 2005 published an ap-

plication that use the approach of genetic algorithms to solve a Sudoku. In 2006 

T.Mantere and J.Koljonen published a paper that describe how genetic algorithms can 

solve a puzzle used like a genome and also by applying swap operations; if given a 

blank puzzle, the algorithm fills up the grid generating a valid and solved Sudoku, but 

that is unplayable, the next step would be to remove the numbers from the grid to get 

a Sudoku with a feasible solution and the fewest number. 

     The approach used by T. Mantere and J. Kolijonen is completely different from the 

approach adopted in this work, the approach proposed for the puzzle generation use 

the algorithm proposed in chapter 3 for the generation of every single Sudoku but it 

uses a genetic algorithm for the heuristics, in particular the heuristics is about choos-

ing to fill a mutated grid by selecting the cells in the same order used for the original 

grid, but using the value obtained by the mutation where possible. 

6 Genetics Algorithm applied to the Sudoku generation 

problem 

We have seen how genetic algorithms work to obtain the optimal solution. Our 

aim is not to get the most difficult Sudoku (undecidable problem), but to ensure that 

the generation of Sudoku meet a certain constraint of difficulty, common problem for 

anyone involved in the publication of Sudoku in magazines and games, there-

fore operations like recombination but especially mutation are perfectly suited to our 

problem. 

First of all we have to decide how to set up our fitness function; as mentioned 

above we have several Sudoku solving techniques, we show the used techniques in 

the experiment  in order of difficulty: 

 Pencil mark 

 Naked Single 

 Hidden Single 

Our fitness function is made to give to the puzzle a difficulty based to how many 

times is used a determinate techniques; every technique has a weight: Pencil mark 0, 

Naked Single 1 and Hidden Single 3; so a puzzle that require 2 Pencil Mark, 32 Na-

ked Single and 7 Hidden Single moves will have difficulty 51.  



A deterministic puzzle with a feasible solution is an individual of our population; 

its genotype is made by the list of random selected cells and their values (Chapter 3); 

at every step of the genetic algorithm we are going to select randomly individual on 

the basis of fitness and then will be applied a genotype mutation on it; final-

ly, the mutated individuals will be reintroduced into the  population. 

7 Conclusions 

Lastly we have made a prototype that creates first a random population of Sudoku 

puzzle using a Naive Forward Checking algorithm, than we have created the genotype 

of any individual by the filled cells and its value. The selected individuals by their 

fitness value has been mutated in some value in the genotype then the puzzle regener-

ated. 

This algorithm will be repeated for a certain number of times and every times the 

average difficulty of the population is recalculated. 

The result was that by applying the mutation, the average difficulty of the popula-

tion tends asymptotically to a certain value with some small deviation from time to 

time; this asymptote depends on the fitness function but also by the number of tech-

niques used by the solving algorithm. 

Another test was made to calculate the percentage of  successfully mutated grids 

and the percentage of mutation that produced a better solution, this test was done on 

starting population of about 40200 Sudoku grids and the result was that in average 

only the 8,24% of starting grid ported successfully to a deterministic puzzle before the 

fail of the naive forward checking algorithm; a possible way to increase this percent-

age could be to implement backtracking at least for the puzzle generation from geno-

type; the second result was that the percentage of mutation leading to a more difficult 

Sudoku is 35,88%. 

About performance: this algorithm takes 3 hours for generating and mutating 

10000 puzzle. 
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