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Preface 

 

The 1st International Workshop on Finance and Economics on the Semantic Web 
(FEOSW 2012) will be held in Crete in conjunction with 9th Extended Semantic Web 
Conference (ESWC 2012). 

FEOSW is unique in targeting both Semantic Technologies and Financial and Economic 
Research, providing an opportunity for researchers in both fields to exchange opinions 
and experiences or delving into further needs in both domains on how to foster the 
development of financial information through new Semantic Technologies breed such 
as Linked Data. The aim of the workshop is to harness the benefits for different fields 
bringing along both research directions. In the following, we will discuss where the 
main synergies can be found.   

“There are three ways to make a living in this business: be first, be smarter, or cheat”. 
These are words quoted by fictional character John Tuld, in “Margin Call”, a 2011 
American independent drama film written and directed by J.C. Chandor about a loosely-
modeled on Lehman-Brothers investment bank collapse during the financial crisis of 
2007-2008.  The movie ponders on how financial information, particularly historical 
volatility levels and excessive leverage in a firm assets (in this case, Mortgage Based 
Securities (MBS)) can lead to the destruction of the firm. Interestingly enough, the 
alarm is fired by a trader who accidentally checks a number of financial models and 
finds out what has been happening recently in the firm and how critical is the risk they 
are taking. Even though, the movie is fiction, it clearly shows and discusses a very key 
issue in the last economic downturn: financial information is not widespread, it is 
difficult to interpret and it should be more accessible and understandable not only for 
the financial markets experts but also for the layman investor. 

In FEOSW, we would like to discuss how Semantic Technologies can provide a formal 
and powerful basis to make financial information more understandable and easy to 
interpret for Information Systems. Recent evolutions of these technologies, such as 
Linked Data provide a solid underlying framework to manage, store and query financial 
information more efficiently. Shifting from 10-K reports with confusing Balance Sheets 
and Income Statements (these being enforced through XBRL by the Securities 
Exchange Commission (SEC) in a near future) to RDF-based reports will enable 
intelligent management of vital information and markets, together with a broad lattice of 
financial extraction and reasoning services that could foster a new era for smart 
financial systems. 

Many hearty thanks to all our contributors and participants at FEOSW 2012 and also the 
Programme Committee whose very valuable and insightful feedback has resulted in a 
challenging and fruitful collection of papers, posters and demos, providing added value 
to current  leading edge research. 



We are positive that the FEOSW series of workshops will continue over time in future 
Semantic Technologies related events and they will be able to bridge the gap between 
current financial information caveats and new emerging technologies which could 
impact dramatically in the state of the art, marshaling a new era for Financial and 
Economic Information Management. 

Finally, we want to thank you for their support to the Ministry of Economy and 
Competitiveness with FLORA project (TIN2011-27405) and SoftLab group of 
University Carlos III of Madrid. Also, a special gratitude to Dr. Sean O'Riain from 
DERI for accepting our invitation and participate as keynote speaker of FEOSW 2012. 
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Using SPIN to Formalise

Accounting Regulations on the Semantic Web

Dennis Spohr†, Philipp Cimiano†, John McCrae† and Seán O’Riain*
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Semantic Computing Group, University of Bielefeld, Germany

{dspohr,cimiano,jmccrae}@cit-ec.uni-bielefeld.de
*Digital Enterprise Research Institute

NUI Galway, Ireland
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Abstract. The eXtensible Business Reporting Language (XBRL) has
standardised financial reporting and provide a machine-interpretable for-
mat that makes financial and business reports easier to access and con-
sume. Leveraging XBRL with Open Linked Data for purposes such as
multi-dimensional regulatory querying and investigation requires XBRL
formalisation as RDF. This paper investigates the use of off-the-shelf Se-
mantic Web technologies to formalise accounting regulations specified in
XBRL jurisdictional taxonomies. Specifically the use of the SPARQL In-
ferencing Notation (SPIN) with RDF to represent these accounting reg-
ulations as rule constraints, not catered for in the RDF abstract model is
investigated. We move beyond previous RDF to XBRL transformations
and investigate how SPIN enhanced formalisation enables inferencing
of financial statement facts associated with financial reporting concepts
and sophisticated consistency checks, which evaluate the correctness of
reported financial data with respect to the calculation requirements im-
posed by accounting regulation. The approach illustrated through two
use cases demonstrates the use of SPIN to meet central requirements for
financial data and regulatory modelling.

1 Introduction

Despite the proliferation of financial information available from sources such
as company websites, institutions and regulating bodies there remains a lack of
transparency with regard to financial information. Two areas that can contribute
to enhancing transparency are the adoption of a standard data representation
formalism and greater levels of interoperability with and between different fi-
nancial sources.

Multiple heterogeneous formats (e.g. HTML, PDF, CSV), ensure that data
usage and interpretation typically has a dependency on manual intervention
with a knock on effect for accurate and timely analysis of for example, financial
reports [9]. Overcoming transparency and re-use issues associated with heteroge-
neous formats requires that financial information providers move towards data
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provision in machine-interpretable and interoperable formats. XBRL 1, has been
adopted by regulatory agencies for consolidated financial filings and is gaining
acceptance for general business reporting. Within the U.S. the Securities and
Exchange Commission (SEC) has mandated XBRL use by all financial filers by
20142.

XBRL, an XML-based format defines financial concepts and their relations
based on jurisdictional Generally Accepted Accounting Practices (GAAP’S). Re-
lations include calculation rules for monetary concepts – for example, the value
for the financial element Assets is calculated from the sum of Current assets and
Non-current assets – in addition to other more complex business rules expressed
through XBRL formula.

XBRL offers automated processing of financial reports and increased inter-
operability between reporting instances. Even though XBRL provides a common
interoperable format its document-centric nature has been identified as an in-
hibitor to integration of financial information from multiple sources [6] and [1]).
XBRL’s abstract model also remains unclear as to how instances and concepts
can be linked with other data sources. Semantic Web formalisms such as RDF
with a well defined and understood abstract model has been gaining popularity
for multiple data source integration using the data mash-up approach. Attempts
to make XBRL interoperable with other Web based information through its
transformation to RDF or OWL have gained momentum in recent years (e.g. [6]
and [1]). While the approaches adequately represent financial statements con-
tained within XBRL formatted financial reports, they do not formalise the se-
mantics inherent in the calculation rules. As the calculation rules represent coun-
try specific regulatory instruction for financial instrument calculation, inability
to adequately express them will result in a lack of conformance and regulatory
checking capability against the accounting standards from which they have been
reported. Formalising regulatory information especially when transferring to an
alternate representation is therefore important.

In this paper, we present an approach to implementing XBRL semantics using
off-the-shelf Semantic Web technologies and specifically SPIN3, ) to semantically
model regulatory requirements mentioned. The resulting representation can be
used to infer values for monetary concepts, and consistency check reported val-
ues without the need for customised XBRL software. The SPIN vocabulary,
developed for business rule representation, can capture the intended semantics
of accounting regulations in a transparent and intuitive way. SPIN adoption is
supported by tools such as TopBraid Composer4), in progress standardisation
efforts and an open-source Java API 5.

1 XBRL V2.1 Taxonomy Specification Recommendations http://www.xbrl.org/

SpecRecommendations/.
2 See http://xbrl.sec.gov/.
3 Specification at http://www.spinrdf.org/
4 Seehttp://topquadrant.com/products/TB_Suite.html
5 See http://www.spinrdf.org/faq.html for more details.
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After a brief introduction to XBRL, financial reporting using XBRL tax-
onomies and SPIN, we position our work with respect to recent efforts from
Garćıa and Gil [6] and Bao et al. [1]. Section 3 presents the general translation
of XBRL to RDF/OWL with particular focus on transforming calculation rules
to SPIN (Section 3.2). Section 4 then illustrates how resulting representations
are capable of inferring values for reporting concepts, and checking that the
values of reported concepts conform to the rules as defined in the respective
accounting standard. In Section 5, we relate this SPARQL-based approach to
generally available rule-based approaches. Finally Section 6 outlines how emer-
gent XBRL-related developments integrate with the approach presented here.

2 Background and related work

This section introduce the main aspects of XBRL and financial reporting as
relevant to this work (Section 2.1), as well as the basic features of SPIN (Sec-
tion 2.3). Section 2.2 discusses related work, firstly with respect to transforming
XBRL data to its RDF equivalent, and secondly regarding the use of SPARQL
for business-related modelling issues.

2.1 Financial reporting in XBRL

XBRL is an XML-based formalism which aims to replace dependency on propri-
etary formats usage in financial reports preparation and compilation [7]. XBRL
targets increased interoperability across different companies, thereby reducing
the manual effort required to create and consume financial information. At its
core is the notion of taxonomies and instance documents (see Fig. 1). The in-
stance document represents the financial report 6, stating financial instrument
data facts such as its monetary value and units. Each fact is linked to a reporting
context, which additionally specifies an entity – commonly the company which
issued the report – as well as the period to which the fact applies. In XBRL
these are termed dimensions. The example (1), taken from the 2009 SAP annual
report, specifies that SAP had Cash and cash equivalents of e 1.88 billion on
December 31, 2009.

(1) <context id="FYp0Qp0e">

<entity>

<identifier scheme="http://www.sec.gov/CIK">0000943042</identifier>

</entity>

<period>

<instant>2009-12-31</instant>

</period>

</context>

...

<ifrs:CashAndCashEquivalents contextRef="FYp0Qp0e" decimals="-6"

unitRef="EUR">1884000000</ifrs:CashAndCashEquivalents>
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Fig. 1: High-level model of XBRL by Charles Hoffman7

As shown in (1), values in an instance document refer to concepts defined in
XBRL taxonomies, which specify, for example, that Cash and cash equivalents
is a monetary concept with balance debit, which is measured at a point in time
– as opposed to over a duration of time. In addition to adopting internationally
standardised taxonomies like the International Financial Reporting Standards
(IFRS), companies can also provide their own taxonomy extensions, in instances
where they need to report a value for a concept which is not covered by the
standard. For example, the concept Software revenue is not found in the 2009
IFRS taxonomy, but is provided as a custom taxonomy extension by SAP, with
the facts in the instance document. Each concept in a taxonomy is linked to
a set of XLink linkbases8 (called resource and relation networks in the figure).
These specify labels for the concepts, as well as other information such as, how
the values of the concepts should be displayed in different statement types . For
example, the International Financal Accounting Standard 9 “Statement of finan-
cial position, current/non-current” specifies that the concept “Assets” should
be displayed above “Non-current assets” and “Current assets” in a consolidated
filing, whereas the financial instrument “Statement of financial position, order of
liquidity” places “Assets” above “Property, plant and equipment”, “Investment
property”. To express such relationships, XBRL uses XML Linking Language
(XLink:10) arcs and extended links, which can be used to group any number of

6 Note: XBRL has also been used by the Global Reporting Initiative https://www.

globalreporting.org/ to report on sustainability issues.
7 http://xbrl.squarespace.com
8 e.g. the U.S. 2009 GAAP taxonomy contains 450 linkbases.
9 http://www.ifrs.org/XBRL/IFRS+Taxonomy/IFRS+Taxonomy+2011/IFRS+

Taxonomy+2011.htm.
10 http://www.w3.org/TR/xlink/.
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arcs and link them to other resources For the case just described, the XBRL pre-
sentation linkbase specifies how the concepts are linked using parent-child arcs,
and that a set of presentation arcs are associated with a particular accounting
standard using an extended link role.

For the purpose of our investigations we focus on the XBRL calculation
linkbases, which defines how concept values are calculated as defined by specific
accounting standards and general business rules (see sections 3.2 and 6. Example
(2) shows the XBRL representation of a calculation arc taken from the calcula-
tion linkbase of the IFRS taxonomy. The XBRL formula linkbase is outside the
research scope and left for future work considerations.

(2) <loc xlink:type="locator" xlink:label="ifrs_CashAndCashEquivalents"

xlink:href="http://xbrl.iasb.org/taxonomy/2009-04-01/

ifrs-cor_2009-04-01.xsd#ifrs_CashAndCashEquivalents" />

<calculationArc xlink:type="arc"

xlink:arcrole="http://www.xbrl.org/2003/arcrole/summation-item"

xlink:from="ifrs_CurrentAssets"

xlink:to="ifrs_CashAndCashEquivalents" order="1" weight="1" />

The arc states that the concept “CurrentAssets” is linked to “CashAnd-
CashEquivalents” through a “summation-item” relation. The arc weight of 1
indicates that the concept values are added and a weight of -1 that the values
are subtracted. Currently XBRL calculation links only allow for the summation
of items. Clearly Semantic Web formalisms offer a far more compact and intu-
itive representation for expressing such statements. To that end we next discuss
related approaches that convert XBRL data to its RDF equivalent.

2.2 Related work

Transforming XBRL to Semantic Web formalisms. Bao et al. [1] have presented
the most recent approach to transforming XBRL data to a Semantic Web stan-
dard. They present an OWL-based model that “faithfully preserves the implicit
semantics in XBRL” (see [1], p. 144). In fact, however, due to their focus on mak-
ing the semantics of linkbase arcs explicit, their approach omits a considerable
amount of the semantics described in XBRL documents. One of these concerns
the use of extended link roles, which Bao et al. [1] refer to as “non-semantic”.
These link roles (Section 2.1)limit the scope of assertions in an XBRL linkbase
e.g. to a particular type of statement. Such information seems to be lost in the
representation of Bao et al., making their arcs become globally applicable.

In addition to this, their strategy for representing linkbase arcs is based on
the assumption that the intended interpretation of arcs holds between instances
of the respective concepts linked by a particular arc. The XBRL Specification
does not note this as being the intended interpretation, but instead states that
arcs relate “one XBRL concept to one other XBRL concept”11. While the as-
sumption seem reasonable for concrete-numeric-concepts, abstract concepts by

11 See http://www.xbrl.org/Specification/XBRL-RECOMMENDATION-2003-12-31+

Corrected-Errata-2008-07-02.htm#_3.5.3.9.
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definition do not have instances. Irrespective they are still related by means of
parent-child arcs, and it is not apparent how [1] caters for those cases.

Bao et al. are not “mechanical” in their preservation of the structural prop-
erties of XBRL while other approaches by Declerck and Krieger [3] and Garćıa
and Gil [6] are. Adhering to the latter approaches we preserve relevant aspects
of the structural information in XBRL, while adding further interpretation that
address the shortcomings of Semantic Web vocabularies to semantically model
mathematical relations contained in the XBRL calculation [8].

Using SPARQL in the context of business information. Fürber and Hepp [5]
have presented an approach to using SPARQL in order to detect data quality
problems. The use of SPIN to model consistency constraints in different sce-
narios is discussed and how detected inconsistencies are flagged, illustrated in
TopBraid Composer. We note the overlap with our approach through the use
of some of their SPIN constraints that can also be applied to XBRL data. We
however further the use of SPIN in a more advanced scenario that requires per-
forming constraint checking on data which have been inferred through iterative
rule application.

2.3 SPARQL Inferencing Notation (SPIN)

According to its developers, the SPARQL Inferencing Notation (SPIN) “is the
de-facto industry standard to represent SPARQL rules and constraints on Se-
mantic Web models”12. SPIN has been developed out of the necessity to perform
calculations on property values, a task which is largely unsupported in current
Semantic Web formalisms, as well as the need for constraints checking with
closed-world semantics (see Section 5).

SPIN provides the syntax to attach SPARQL queries to resources in an RDF-
compliant way using RDF properties spin:rule, spin:constraint, and super-
property spin:query. The spin:rule property accepts SPARQL CONSTRUCT
queries as value and can be used to infer new triples on the basis of the state-
ments in the query’s WHERE clause. A basic example is provided in (3), and
the corresponding SPIN representation in Turtle syntax in (4).

(3) CONSTRUCT { ?this a ?c2 . }

WHERE { ?c1 rdfs:subClassOf ?c2 .

?this a ?c1 . }

(4) [ a sp:Construct ; sp:templates ([ sp:subject spin:_this ;

sp:predicate rdf:type ;

sp:object _:b1 ])

sp:where ([ sp:subject _:b3 ;

sp:predicate rdfs:subClassOf ;

sp:object _:b1

] [ sp:subject spin:_this ;

sp:predicate rdf:type ;

sp:object _:b3 ]) ]

12 See http://www.spinrdf.org.
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The example, based on that available from TopBraid’s SPIN website13, for-
malises the semantics of rdfs:subClassOf and illustrated variable use. While
variables in a SPARQL query are generally mapped to blank nodes, in SPIN
RDF notation, the variable ?this refers to the resource spin: this. This vari-
able, like the corresponding keyword in object-oriented programming languages,
refers to an instance of the class to which the respective rule has been attached.
As a result, if the rule in Example (3) was attached to owl:Thing, it would be
applied to every instance of owl:Thing satisfying the statements in the WHERE
clause.

The spin:constraint property can be used to model consistency constraints,
using the SPARQL ASK queries. Where an ASK query evaluates to true, the
respective instance is indicated as violating the constraint. Finally, the general
property spin:query can be used to generally attach SPARQL queries to RDF
resources, i.e. also SELECT queries. As will be shown in Section 3, we make use
primarily of CONSTRUCT and ASK queries in order to capture the intended
semantics of accounting regulations.

In addition to standard SPARQL operators like UNION, OPTIONAL and
FILTER, SPIN supports SPARQL extensions such as the ARQ keyword LET14,
which allows for value assignment to variables, as well as the possibility to define
custom functions.

With SPIN having recently started standardisation activities as a W3C mem-
ber submission and the fact that SPARQL is already the query language of choice
in numerous Semantic Web applications – there is a solid basis for its wide-spread
adoption by the Semantic Web community.

3 Transforming XBRL to RDF

This section discusses the conversion of XBRL to RDF, with focus on the SPIN-
based representation of accounting regulations. After a brief introduction to
the general underlying ideas in Section 3.1, we discuss the representation of
calculation rules (3.2) and consistency constraints used (3.3) to transform the
accounting regulations from XBRL to RDF.

3.1 General strategy

Our approach adheres to what Bao et al. [1] refers to as a representation of
the “logical model” of XBRL, which preserves structural information from the
original data. The motivation for doing so is to have a representation of XBRL
that is interoperable with other data on the Semantic Web and also enables
inferences and consistency checking, while at the same time allowing users to
query the structure itself (e.g. “what is the ”Assets” concept hierarchy in the
”Statement of financial position”)?

13 http://topbraid.org/spin/owlrl-all.html
14 See e.g. http://jena.sourceforge.net/ARQ/assignment.html.
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Fig. 2: Structural representation of the calculation of ifrs:CurrentAssets (generated
with the OntoGraf Protégé 4 plug-in)

Figure 2 shows the structural representation of the calculation of ifrs:CurrentAssets.
The bottom left-hand corner of the figure shows an instance representing the

XBRL concept which is linked to an instance of the class Calculation, as well
as to several instances linking the individual concepts, of which all are part of
the calculation. Each of these instances represents a reification of a calculation
arc from the original XBRL format, and carries the weight and order attributes
as values of datatype property statements.

In order to add to this structural representation and capture the intended
semantics of XBRL, we make use of the meta-modelling facilities of OWL2 DL,
namely punning. Punning allows us to refer to an entity, both a class and an
individual, allowing them be treated as distinct on the level of OWL and remain
within DL. For SPARQL querying however, resources with the same URIs are
interpreted as referring to the same entity. For XBRL this allows concepts defined
in an XBRL taxonomy be referred to as OWL individuals in order to express the
relations that hold among them. They can also be modelled as classes, enabling
values reported in XBRL instance documents be used to instantiate the concepts.
OWL restrictions can then be added to the concepts (e.g. that monetary concepts
have integer or double values only), which are then inherited by their instances.

3.2 SPIN rules for calculations

In order to model the regulatory calculation of monetary concepts in a Semantic
Web compliant way, SPIN rules based on the data contained in XBRL calcula-
tion linkbases were generated. specifically calculation arcs such as those shown

8



in example (2), are converted into their SPIN representation (below), which
represents the calculation of ifrs:CurrentAssets.

(5) CONSTRUCT { ?this xbrlrdf:calculatedValue ?cvalue . }

WHERE { ?this xbrli:contextRef ?context; xbrli:unitRef ?unit .

?x0 a ifrs:CurrentTaxAssets ;

xbrli:contextRef ?context; xbrli:unitRef ?unit;

xbrlrdf:calculatedValue ?cv0 .

?x1 a ifrs:OtherCurrentNonfinancialAssets ;

xbrli:contextRef ?context; xbrli:unitRef ?unit;

xbrlrdf:calculatedValue ?cv1 .

?x2 a ifrs:TradeAndOtherCurrentReceivables ;

xbrli:contextRef ?context; xbrli:unitRef ?unit;

xbrlrdf:calculatedValue ?cv2 .

?x3 a ifrs:OtherCurrentFinancialAssets ;

xbrli:contextRef ?context; xbrli:unitRef ?unit;

xbrlrdf:calculatedValue ?cv3 .

?x4 a ifrs:CashAndCashEquivalents ;

xbrli:contextRef ?context; xbrli:unitRef ?unit;

xbrlrdf:calculatedValue ?cv4 .

LET (?cvalue := 1.0 * ?cv0 + 1.0 * ?cv1 + 1.0 * ?cv2 +

1.0 * ?cv3 + 1.0 * ?cv4 ) . }

Each of the graph patterns in the query represents one calculation arc. Ref-
erences to URIs for the context and units, ensure that the values of relevant
instances are only taken into account. This excludes cases where a particular
value refers to different entities or different segments of the same entity, as well
as cases in which values are reported for different time periods. This is a normal
occurrence as financial statements generally contain figures for both the current
and preceding reporting periods. Finally, the LET clause specifies how the values
of the individual concept instances should be combined. For accounting rules,
this is limited to summation and subtraction. XBRL provides a single arc role
summation-item for this purpose, and uses the value of the weight attribute –
either 1 or -1 (example (2) above) – to indicate whether the value of a particular
concept should be added or subtracted. For further more complex calculations
possible using SPIN we refer the reader to the SPIN vocabulary specification 15.

The example illustrates how rules can make use of previously calculated
values to calculate further values. This allows value calculation for composite
monetary concepts (i.e. those whose values are calculated on the basis of the
values of other concepts) by specifying values for atomic concepts and then
applying the rules iteratively (see Section 4.1 for more details).

Moreover, it should be noted that in our RDF representation, rules are not
modelled as blank nodes, but instead carry a URI. This has the benefit of en-
abling other instances to dereference the rules, allowing a particular calculation
rule be reused across different financial reports of the same accounting standard.
It also further allows attachment of additional properties to a rule and a refer-
ence to the type of financial statement to which the rule applies. Therefore, in

15 http://www.spinrdf.org.
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addition to the actual rule, the instance representing the rule in (5) is the subject
of a triple relating it to the URI representing SAP’s Consolidated Statement of
Financial Position by means of xbrlrdf:roleRef.

As mentioned, rules can be executed iteratively, making use of previously
inferred values. In order to make sure that a particular calculation rule with
atomic concepts (i.e. those concepts which lack regulatory calculation rules at-
tached) can also be applied, we add the default calculation shown in (6) to atomic
monetary concepts. This rule then assigns the reported value of the respective
instance to xbrlrdf:calculatedValue.

(6) CONSTRUCT { ?this xbrlrdf:calculatedValue ?value . }

WHERE { ?this xbrlrdf:value ?value } .

3.3 SPIN constraints for consistency checking

On the basis of the SPIN rules presented above, each monetary concept which
participates in some calculation and has reported values in the respective con-
text is assigned a calculated value. The next step in modelling the accounting
regulation is to specify that calculated values need to match reported values.
As SPIN rules and constraints are applied to all instances of the class to which
they have been attached, as well as to the instances of its subclasses, this can
be achieved by attaching a single SPIN constraint to the top monetary concept:

(7) ASK WHERE { ?this xbrlrdf:value ?value ;

xbrlrdf:calculatedValue ?cvalue .

FILTER (?value != ?cvalue) }

Additionally, SPIN constraints can be used to formalise more general con-
straints imposed by the XBRL specification. Below, we illustrate this using a
constraint (restriction) which states that if two concepts have the same balance
type (i.e. credit or debit), they can only be added to one another, not subtracted.
In other words, the value of the XBRL weight attribute, which is preserved in
our structural representation of XBRL, has to be positive:

(8) ASK WHERE { ?this xlink:from ?from ; xlink:to ?to ;

xbrlrdf:weight ?weight .

?from a ?balance . ?to a ?balance .

?balance rdfs:subClassOf xbrlrdf:BalanceType .

FILTER (?weight < 0) }

4 Specific use cases

The SPIN rules and constraints given in Section 3 above can be used to in-
fer values for instances of the respective reporting concepts, as well as check
their consistency. We next illustrate how these representations integrate with
TopBraid Composer, taking as example the SAP 2009 annual report reported
against its custom extension of the IFRS 2009 taxonomy.
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4.1 Inferring values of monetary reporting concepts

In order to test whether the rules explained in Section 3 actually behave as
desired, we have first generated a modified version of the report such that it
contained reported values for atomic monetary concepts only. All composite
monetary concepts were assigned their values through iterative application of
the SPIN calculation rules. This allowed evaluation as to whether the avail-
able information triggered the application of all rules necessary to calculate the
missing information and whether the calculated figures corresponded to those
reported in the original filing. Table 1 summarises the results, with the figures
from the original report recorded in parentheses.

absolute relative

Concepts in IFRS 2009 taxonomy and SAP extension 3,021 100.00%
Regulatory calculation rules 492 100.00%

Reported monetary values 351 (482) 72.82%
Monetary concepts with reported values 129 (171) 75.44%

Inferred monetary values 458 95.02%
Monetary concepts with inferred values 167 97.66%

Monetary values inferred by default rule 343 74.89%
Monetary values inferred by regulatory rules 115 25.11%
Regulatory rules applied 42 8.54%

Total number of monetary values 458 (482) 95.02%
Total number of correct monetary values 458 100.00%

Table 1: Reported and inferred values in the modified annual report 2009 of SAP

Tuples 3 and 4 of the table detail that the modified report contains 351 re-
ported values for 129 monetary concepts, compared to 482 and 171, respectively,
from the original report. After applying the calculation rules, values are inferred
for 97.66% of these 171 concepts, indicating that the modified report contains
458 values, as opposed to 482 original report values. 25.11% of the 458 inferred
values are due to regulatory rules, outlining that the remaining 343 values have
been inferred for atomic concepts by means of the default rule. Over all 8.54%
of all the regulatory rules available in the IFRS 2009 taxonomy and the SAP
2009 extension have been applied.

The figures illustrate that for 4 of the monetary concepts no value could be in-
ferred. Analysis revealed that this is due to values for ifrs:BasicEarningsLossPerShare
and ifrs:DilutedEarningsLossPerShare, being missing from the XBRL re-
port instance, despite being part of a composite concept. As a result, the corre-
sponding rules could not be applied (see Section 5 for a discussion regarding the
optionality of calculation arcs).

11



Fig. 3: View of an instance in TopBraid Composer after introducing an incorrect value

4.2 Consistency control of reported values

Table 1 results detail that all inferred values were correct, which in turn reflects
XBRL’s contribution to overall financial reporting consistency. The results also
indicate that the functionality of the SPIN constraint were not evaluated by
this method. To address this situation the reported value of the atomic con-
cept ifrs:CashAndCashEquivalents in the original report was changed, and
the change tracked to see whether the change would be propagated along the
calculation “hierarchy”, and yield inconsistent composite concepts. Result dis-
playing an instance of ifrs:CurrentAssets after rule application and constraint
checking in TopBraid Composer are reported in Figure3.

The figure demonstrates that TopBraid Composer correctly flags the instance
where the calculated value differs from the reported one and where inconsistency
have arisen at concept that has ifrs:CurrentAssets as calculation component
(i.e. ifrs:Assets).

5 Discussion

The previous sections detail how the SPARQL CONSTRUCT rules and ASK
queries capture the semantics of the XBRL data in an intuitive and transparent
way. However the XBRL does allow for calculation arcs and if so to have an
assumed value of zero. This usage of default values, cannot be naturally handled
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with monotonic logics such as OWL and would normally require the use of a for-
malism such as Reiter’s default logic [12]. A naive approach would be to develop
a SPIN rules by the use of the OPTIONAL keyword available in SPARQL, for
example:

(9) CONSTRUCT { ?this xbrlrdf:calculatedValue ?cvalue . }

WHERE { ?x0 a ifrs:CurrentTaxAssets ;

xbrlrdf:calculatedValue ?cv0 .

OPTIONAL {

?x1 a ifrs:CashAndCashEquivalents ;

xbrlrdf:calculatedValue ?cv1 . }

LET(?cvalue := 1.0 * ?cv0 + 1.0 * ?cv1) }

If it is assumed that that rules can be applied in any order, this rule would
be applied before the rule that calculates ?cv1, and a different value produced.
We therefore take the position that every value should be defined or explicitly
stated as not undefined. While OWL has no specific vocabulary to state that a
value has not been defined we can achieve the same result using an OWL class
axiom.

For example, in order to state that SAP did not report a value for ifrs:Ba-
sicEarningsLossPerShareFromDiscontinuedOperations in units iso4217:EUR
year ending December 200916, the following would need to be asserted.

(10) ifrs:BasicEarningsLossPerShareFromDiscontinuedOperations ⊑
¬((∃xbrli:contextRef.{FYp0YTD}) ⊓ (∃xbrli:unitRef.{iso4217:EUR}))

With the non-existence of such an instance explicitly asserted it can be com-
bined with the SPIN rules by providing a default rule that specifies the value of
the property if it is known not to exist as follows:

(11) OPTIONAL { ?x4 a ifrs:CashAndCashEquivalents;

xbrli:contextRef ?context; xbrli:unitRef ?unit;

xbrlrdf:calculatedValue ?cv4 } .

OPTIONAL { NOT EXISTS { ?x4 a ifrs:CashAndCashEquivalents;

xbrli:contextRef ?context;

xbrli:unitRef ?unit; } .

LET (?cv4 := 0) . }

Here the assumption is made that NOT EXISTS predicate evaluates to true
where it is provable that the dataset does not contain the predicate. Interesting
future work could look to determine whether a default logic rule language such
as RIF-SILK17 could be used.

16 In SAP’s XBRL instance document, the period context represented by FYp0YTD.
17 See http://silk.semwebcentral.org/RIF-SILK.html.
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6 Conclusion and Future Work

The paper outlines SPARQL’s capability to meet complex query requirements,
central to modelling financial data, and specifically their accounting regulations
on the Semantic Web. The approach transforms financial reports represented in
XBRL to RDF, and uses the RDF-compatible SPARQL Inferencing Notation to
capture the regulatory rules expressed by the XBRL calculation linkbase. The
resulting representation was evaluated against XBRL financial data, both with
respect to inferring values for instances of monetary concepts and checking their
consistency. Additionally the use of the representation to formalise additional
constraints to address the well-formedness and high quality of the data was
discussed.

The approach taken can be extended to cater for the more complex mathe-
matical operations of the XBRL formula specification18. For example the formula
specification defines that value calculations apply to instances that refer to iden-
tical contexts, and more generally to concept instances which are p(arent)-equal,
c(ontext)-equal and u(nit)-equal. p-equality and u-equality have been previously
shown through rule attachment to the composite class and including the refer-
ence to the unit in the rule. Alternatively c-equality could be inferred before-
hand, by specifying that two contexts which share the same entity and period
are linked by owl:sameAs. When applying the rules iteratively to a repository
that is OWL-aware, the rules shown above can be applied as is.

Arguments for financial information integration include the ability to con-
duct financial metrics comparison [2] and querying of heterogeneous data sets to
gain wider holistic insight [4]. For Linked Data driven information systems, data
abstraction presents challenges for financial integration [11] and financial values
comparison. Semantic Web offers a level of interoperability between data sources
that would assist comparability based on the representational transformation of
financial data, such as XBRL to RDF. The approach is not new, having been
previously applied to areas such as investment funds analysis [8] or more recently
promoted for wider financial ecosystems evolution [10]. Financial standards in-
teroperability also faces additional challenges from different jurisdictional and
regulatory rules. Use of an ontology architecture to accommodate multiple XBRL
formats from the business community have only been proposed [13]. Within this
context the ability of Semantic Web vocabularies to model regulatory relations
contained within XBRL reporting formats will become increasingly important.

We have demonstrated SPIN’s viability but others rule languages such as
the Semantic Web Rule Language 19 suggested by [13], could also be investi-
gated as part of a best practises recommendation for Semantic Web rule format
representation.

18 http://www.xbrl.org/Specification/formula/REC-2009-06-22/

formula-REC-2009-06-22.html.
19 http://www.w3.org/Submission/SWRL/
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Abstract. The XML Business Reporting Language (XBRL) is a standard for 
business and financial reporting. Many institutions are making available or re-
quiring data in this format, e.g. the US SEC or the Spanish CNMV. However, 
XBRL data is loosely interconnected and it is difficult to mix and compare, es-
pecially when it is based on different accounting principles. Our contribution is 
based on converting XBRL reports into semantic data and then using Semantic 
Web technologies to formalise equivalences among terms from different ac-
counting standards. This approach has been evaluated in a particular scenario 
and it is available online. 

Keywords. Business, accounting, finance, interoperability, comparability, Se-
mantic Web, ontology. 

1 Introduction 

There are many attempts to move existing data to the Semantic Web domain, espe-
cially relevant due to the amount of data being mapped are those around the Linked 
Data initiative [1]. The main motivation to do so is that usually this data is not offer-
ing its full potential because it is isolated, i.e. not connected to other external pieces of 
data that enrich them. It might even be the case that the data is loosely interconnected 
internally, because it lacks formal semantics. Most of the time this is due to the fact 
that the technological solutions used to publish that data do not make it easy to inter-
connect it internally and to other external data sources. 

Business reporting is a domain where the need for a common data format for re-
ports has already been identified. XBRL (eXtensible Business Reporting Language) is 
an XML language intended for modelling, exchanging and automatically processing 
business and financial information. XBRL is gaining a lot of momentum, especially 
thanks to the support of some regulators and government agencies worldwide. It is 
especially significant the importance of the XBRL program promoted by the U.S. Se-
curities and Exchange Commission (SEC). Currently, all companies filing to the SEC 
are doing so using XBRL following the Government Information Transparency Act, 
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which requires federal agencies to collect their data in a uniform, searchable format 
using XBRL thereby simplifying mandatory financial reporting for companies that re-
ceive federal funds. 

However, despite the great success in the adoption of XBRL, we have observed 
some limitations in its support for cross analysis of financial information in XBRL 
tools and applications, as it is detailed in Section 2, that might threaten its usefulness. 
These limitations are not just among data based on different accounting principles, 
which are represented in XBRL using taxonomies. It even happens when comparing 
filings for different companies based on the same taxonomies or filings for the same 
company based on different versions of the taxonomies. 

We argue that this limitation is inherited from the technologies underlying XBRL, 
especially XML. XML takes a document-oriented approach, where each document 
presents a tree structure. This makes it difficult for XML-based tools to provide func-
tionalities that blur this separation into documents and that overcome the limitations 
of a tree structure when mashing-up data from different sources. Moreover, XBRL 
does not provide formal semantics that might help to integrate different taxonomies 
using logic reasoners. 

In any case, the integration of XBRL data into comparable information is a strong 
requirement for the analysis of business and financial information at a global scale. 
This might increase the efficiency and effectiveness of the decision-making processes 
relying on this kind of information. For instance, bankruptcy prediction and other 
tasks related to the assessment of the solvency of a firm, a business sector or set of in-
terrelated companies. Many have already pointed to this issue and propose Semantic 
Web technologies as a natural choice for XBRL data integration, cf. Section 2.  

Despite these potential benefits, currently, financial and business data is being pro-
duced using XBRL and it seems that more and more XBRL data is going to be avail-
able in the future. XBRL is been promoted by regulators and government agencies 
like the US SEC, as it has been shown before, but also other bodies like the European 
Union or the Spanish Securities Commission (CNMV) [2]. 

Consequently, our opinion is that the best short-term approach to enjoy the benefits 
of Semantic Web technologies when working with financial data is not to propose and 
alternative language based on these technologies, but to apply methods to map exist-
ing XBRL to semantic metadata. 

The rest of this paper is organised as follows. The next subsections introduce the 
structure of XBRL and Section 2 presents the related work. Then, in Section 3, the 
approach for generating semantic data from XBRL is presented. It is based on a trans-
formation from XML data to RDF using the XBRL to RDF mapping, which is de-
scribed in Section 3.1. Then, the second step is to map the XML Schemas that struc-
ture XBRL data to OWL ontologies using the XBRL Schema to OWL mapping 
detailed in Section 3.2. 

The results of the previous mappings, as detailed in Section 4, are a set of OWL 
ontologies for the main XBRL taxonomies used by the US SEC and based on the US 
GAAP1. Based on these ontologies, it has been possible to map the XBRL instance 
documents sent to the US SEC since 2009 resulting in more than 100M triples availa-

                                                           
1 Generally Accepted Accounting Principles, 
http://en.wikipedia.org/wiki/Generally_Accepted_Accounting_Principles_(United_States) 
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ble from the LOD Cloud as the Semantic XBRL dataset2. Some preliminary experi-
ments have also been done with XBRL data based on the International Financial Re-
porting Standards (IFRS) and the Spanish PGC (Plan General Contable) accounting 
regulations. 

Section 5 presents the main evaluations done so far. First of all, there are the re-
sults of a basic logical evaluation of the resulting ontologies. Then, we present a 
deeper evaluation of the overall approach through an scenario where comparability 
between two XBRL reports for the same company but based on different accounting 
principles is attained using Semantic Web technologies once they have been mapped 
to semantic data. Finally, Section 0 presents the conclusions and the future work. 

1.1 XBRL 

XBRL is based on two kinds of documents, instance documents and taxonomies. In-
stance documents report business facts and point to a set of taxonomies, which define 
the meaning of these facts, e.g. under what accounting principles they hold, what oth-
er facts they related to or what kind of things do they refer to. 

1.1.1 Instances 

More concretely, a XBRL instance document contains business Facts. An example of 
a Fact could be “sales in the last quarter”. If the Fact is simple valued, like “the long 
term debt is 350,000” whose value is just a number, it is called Item. If the Fact has a 
more complex value, like “for the preferred stock, the preferred stock par value per 

share is 0 and the preferred stock shares authorized is 2000”, it is called Tuple.  
Items are represented in XBRL as a single XML element with the value as its con-

tent while Tuples are represented by XML elements containing nested Items or Tu-
ples, i.e. subelements. 

However, facts are not isolated entities and it is not enough to provide their values, 
it is also necessary to contextualize them. Consequently, four more entities are intro-
duced in the XBRL model: 
 Context: it defines the entity (e.g. company or individual) to which the fact ap-

plies, the period of time the fact is relevant and an optional scenario. The period 
of time can have zero length for instance and its value is based on ISO 8601 for 
date and time values. Scenarios provide further contextual information about the 
facts, such as whether the business values reported are actual, projected or budg-
eted. Contexts are referenced from Facts using the “contextRef” attribute, which 
specifies that the given Fact is valid for an entity, period and scenario. 

 Unit: it defines a unit of measure, such as “USD” or “shares”. They are referenced 
from Facts using the “unitRef” attribute, which specifies that the numeric or frac-
tional value of the Fact is based on that unit of measure. Complex units can also 
be defined, like “USD per share”. Currency units are based on ISO 4217. 

 Reference: The kinds of facts under consideration are defined by taxonomies, 
which specify their meaning in the context of some accounting principles or pur-
pose, e.g. Facts relevant for banking and savings institutions. These kinds of facts 

                                                           
2 http://thedatahub.org/dataset/semantic-xbrl 
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are then used in instance documents in order to specify actual values for them. 
However, they are linked to their definition in the taxonomies, typically through 
schema references, in order to be able to retrieve their meaning. 

 Footnote: it contains some additional support content and it is associated to Fact 
using XLink. 

Table 1 shows part of an instance document from the EDGAR program that con-
tains a Context element, which defines a company, a time period and the scenario 
“unaudited”. Then, there is a Fact that holds in that context. The Fact references the 
Context and the value unit, while their content is the fact numeric value. 

Table 1. Context and facts examples from an EDGAR filing 

ぐ 

<context id="From20080301-To20080530_EnterpriseSolutions_Unaudited"> 

  <entity> 

   <identifier scheme="http://www.sec.gov/CIK">796343</identifier> 

   <segment><adbe:EnterpriseSolutions /></segment> 

  </entity> 

  <period> 

   <startDate>2008-03-01</startDate> 

   <endDate>2008-05-30</endDate> 

  </period> 

  <scenario><adbe:Unaudited /></scenario> 

</context> 

ぐ 

<adbe:EnterpriseSolutionsRevenue decimals="-6"  

contextRef="From20080301-To20080530_EnterpriseSolutions_Unaudited"  

unitRef="USD">54400000</adbe:EnterpriseSolutionsRevenue> 

ぐ 

1.1.2 Taxonomies 

Taxonomies are the other kind of XBRL document. A taxonomy defines a hierarchy 
of concepts, basically kinds of Facts, and captures part of their intended meaning. In 
XBRL there is a set of base taxonomies that define the core concepts and other ones 
that extend them in order to particularize these concepts for concrete accounting prin-
ciples, application domains, etc.  Additionally, it is possible to extend existing taxon-
omies and accommodate them to particular needs. 

Taxonomies are based on XML Schemas, which provide the taxonomy building 
primitives and the extension mechanisms. Moreover, there are also “linkbases”, which 
allow establishing links beyond the taxonomy tree structure using XLink. 
 Schemas define concepts that are instantiated as Items or Tuples, depending on 

their complexity, in the instance documents. They are based on XML Schema el-
ements (xsd:element). A concept definition provides the fact name, whether it is a 
tuple or an item and its value data type (such as monetary, numeric or textual). 

 Linkbases define links from concepts in a taxonomy to labels, pieces of content or 
other concepts. The XBRL specification defines five different kinds of linkbases.  

o Label Linkbase: set of links that provides human readable strings for 
concepts, potentially in multiple languages. 

o Reference Linkbase: these links associate concepts with citations of 
some body of authoritative literature. 
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o Calculation Linkbase: these are links that associate a set of values of 
concepts in taxonomies with a mathematical calculation that must be 
checked for consistency, for instance that a set of concepts with percent-
age values sum up 100%. 

o Definition Linkbase: it provides semantic relations between concepts 
like is-a, whole-part, etc. 

o Presentation Linkbase: This linkbase associates concepts with other 
concepts so that the resulting relations can guide the creation of a user 
interface, rendering, or visualisation. 

2 Related Work 

The U.S Securities and Exchange Commission (SEC) offers some online tools that al-
low interacting with the data available in XBRL form. There is a tool called Interac-
tive Financial Reports that allows viewing and charting companies financial infor-
mation. It also provides some functionality that allows comparing different filings and 
different companies, though it is hard to use and prone to even the slightest differ-
ences between the compared filing facts, even when there is just a name change for 
facts from filings of the same company.  

There is also the Financial Explorer, which presents company financial data 
through very informative diagrams but just from one company at a time, and the Ex-
ecutive Compensation tool. The later allows comparing just two facts, Public Market 
Capitalization and Revenue, across all filed companies. 

Apart from the SEC tools, there are some other XBRL tools, most of them proprie-
tary and with quite high licensing cost. Among them, the Fujitsu XBRL Tools3 should 
be highlighted because they are one of the most popular tool sets and it is available 
for XBRL Consortium members and academic users. The tools comprise taxonomy 
and instance editors, viewers and validators. 

The most powerful tool in this set, though still in beta and with many usability 
problems, is the Instance Dashboard. This application can consume multiple instance 
documents and, by specifying a base taxonomy, users can perform some comparison 
analysis, though limited to facts in a taxonomy that appears in all the filings. 

As it can be noted from the previous analysis, the main limitation of XBRL tools is 
their limited support for cross analysis of financial information, not just among data 
based on different taxonomies, even when comparing filings for different companies 
based on the same taxonomies. 

This limitation is inherited from the technologies underlying XBRL, especially 
from XML. XML takes a document-oriented approach, where each document pre-
sents a tree structure. This makes it difficult for XML-based tools to provide func-
tionalities that blur this separation into documents and that overcome the limitations 
of a tree structure when mashing-up data from different sources.  

Consequently, Semantic Web tools are being considered by people like Charles 
Hoffman, the father of XBRL: “This field [W3C semantic standards] is rich with pos-

                                                           
3 Fujitsu XBRL Tools,  http://www.fujitsu.com/global/services/software/interstage/xbrltools/ 
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sibilities and stands as the next logical step in the natural progression of information 

technology to seek a higher value proposition” [3].  
This interest is materializing, and the combination of XBRL and the Semantic Web 

has been receiving some attention in different blogs [4,5], mailing lists and web 
groups4. The first attempts to combine both technologies focused on specific for some 
parts of XBRL. For instance, there is an ontology about financial information based 
on XBRL that is specific for investment funds [6] and, though it is generated using a 
generic XBRL taxonomy to OWL ontology algorithm, there is not and equivalent tool 
that maps generic XBRL instance data.  

Another quite specific tool maps quarterly and semester accounting information 
submitted to the Spanish securities commission (CNMV) to RDF [2]. Both approach-
es are based on procedural code specially developed in order to extract specific pat-
terns from the XBRL data. Consequently, they are difficult to scale to the whole 
XBRL specification and sensible to minimal changes in it.  

More recent attempts have widened and generalised their scope. For instance, 
eTEN was an European Community programme providing funds to help make e-
services available throughout the European Union. This programme ended in 2006. 
Within this programme there was the WINS project: Web-based Intelligence for 
common-interest fiscal Networked Services. 

WINS provides a Web-based Business Intelligence (BI) Service to public and pri-
vate Financial Institutions by integrating BI products and knowledge discovery tools 
to produce new financial knowledge on companies from information gathered through 
interoperable information services. Within the WINS context, Declerk and Krieger [7] 
pointed out some limitations encountered in the XBRL schema documents mainly due 
to the lack of reasoning support over XML-based data. They proposed the “ontologi-
zation” or process to translate XBRL taxonomies into OWL to overcome these limita-
tions. 

The “ontologization” starts from the WINS information extraction (IE) task, which 
gathers financial facts from PDF files and converts them into XBRL documents. From 
these document, the process continues based on a hand-made translation of XBRL 
facts into OWL ontologies that then helps classifying the facts into higher-level con-
cepts like Balance Sheet or Statement of Income. However, the ontologies are not ex-
ploited beyond this point in order to facilitate the comparability of the financial facts 
across different accounting standards. 

Another example of mapping from XBRL to Semantic Web technologies is 
OpenLink XBRL Sponge, which maps generic XBRL instance data to RDF [8]. 
However, in this case, there is not and associated mapping from the taxonomies in-
stance data is based on to ontology languages. Therefore, it is not easy to facilitate the 
comparability of the financial facts by working at the conceptual level provided by the 
ontologies. 

Bao et al. [9] do consider the comparability issue and they point out the tremen-
dous human cognitive effort that must be done when comparing financial data written 
in XBRL. Their proposal is to overcome this problem by defining the logic model of 
XBRL reports using the Web ontologies language OWL to design ontologies that cap-

                                                           
4 XBRL Ontology Specification Group,  

http://groups.google.com/group/xbrl-ontology-specification-group 
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ture the meaning of the reports beyond just their structure. They transform concepts 
into classes and arcroles into properties. However, the possibilities of the logic mod-
els generated are not put into practice in comparability scenarios that involve different 
accounting regulations. 

Finally, latest approaches start to focus on comparability and attempt to profit from 
Semantic Technologies and Linked Data principles to attain it [10]. For instance, the 
XBRL European Business Registry (xEBR) is an XBRL Europe project to create a list 
of concepts, which are common across the various European business registries. The 
concepts encompass basic financial data as well as company profiles. However, this 
Project is still limited by the fact that there is no common regulation for Business 
Registries in Europe. Therefore, many Registries in Europe have built their own set of 
taxonomies. 

Our proposal, as detailed in the next sections, focuses on facilitating comparability 
at the semantic level, where it is easier to establish the equivalences among financial 
facts independently of the particular taxonomies and associated accounting standards 
they come from. In order to do that, we propose an approach that, instead of directly 
processing XBRL data, takes profit from the fact that it is expressed using XML and 
specified using XML Schemas. The instance XML documents are translated into RDF 
that models the financial facts and refers to the concepts modelled in ontologies gen-
erated from the schemas. From this point, it is now possible to establish equivalences 
that facilitate comparability at the ontology level use inference to benefit from this 
knowledge at the instance level. 

3 Approach 

The proposed approach is based on the transfer of existing XBRL taxonomies and in-
stance data to Semantic Web technologies. This transfer is based on the XML Seman-
tics Reuse methodology [11,12] and the XML Schema to OWL and XML to RDF 
tools implemented in the ReDeFer project5.  

This methodology combines an XML Schema to web ontology transformation, 
XSD2OWL, with a transparent translation from XML to RDF, XML2RDF. The on-
tologies generated by XSD2OWL are used during the XML to RDF step to generate 
semantic metadata that takes into account the XML Schema intended meaning. 

This approach differs from other attempts to move metadata from the XML domain 
to the Semantic Web. Some of them just model the XML tree using the RDF primi-
tives [13]. Others concentrate on modelling the knowledge implicit in XML lan-
guages definitions, i.e. DTDs or the XML Schemas, using web ontology languages 
[14,15]. Finally, there are attempts to encode XML semantics integrating RDF into 
XML documents [16,17]. 

However, none of them facilitate an extensive transfer of XML metadata to the 
Semantic Web in a general and transparent way. Their main problem is that the XML 
Schema implicit semantics are not made explicit when XML metadata instantiating 
this schemas is translated. This is so because the RDF data produced from XML in-

                                                           
5 ReDeFer project, http://rhizomik.net/redefer 
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stance data looses its links to the XML Schemas that structure them and model the re-
lations among different XML entities. 

These relations among different XML entities are what carry the XML Schema 
implicit semantics. They capture part of the meaning intended by the schema devel-
oper that, though XML Schema does not provide a way to encode semantics, is rec-
orded in the way XML Schema constructs are used. For instance, by modelling that 
element “father” is a subtitutionGroup for element “parent”, it is possible to interpret 
that “parent” is more general than “father” and that “father” can appear where “par-
ent” appears. More details about the implicit semantics of XML Schema constructs as 
compared to OWL ones are provided in Section 3.2. 

Therefore, the previous transformations from XML to RDF do not take profit from 
the meaning encoded in XML Schemas and produce RDF metadata almost as seman-
tics-blind as the original XML. Or, on the other hand, they capture this semantics but 
they use additional ad-hoc semantic constructs that produce less transparent metadata. 

3.1 XML2RDF 

The XML to RDF transformation follows a structure-mapping approach [13] and tries 
to represent the XML metadata structure, i.e. a tree, using RDF. The RDF model is 
based on the graph so it is easy to model a tree using it. Moreover, we do not need to 
worry about the loss of semantics produced by structure-mapping. We formalised the 
underlying semantics into the corresponding ontologies and we will attach them to 
RDF metadata using the instantiation relation rdf:type. 

The structure-mapping is based on translating XML metadata instances to RDF 
that instantiates the corresponding constructs in OWL. The more basic translation is 
from xsd:elements and xsd:attributes to rdf:Properties (owl:ObjectProperties for 
node to node and owl:DatatypeProperties for node to value relations).  

Values are kept during the translation as simple types and RDF blank nodes are in-
troduced in the RDF model in order to serve as the source and destination for proper-
ties. They will remain blank until they are enriched with semantic information.  

The resulting RDF graph model contains all that we can obtain from the XML tree. 
It is already semantically enriched thanks to the rdf:type relation that connects each 
RDF property to the owl:ObjectProperty or owl:DatatypeProperty it instantiates. It 
can be enriched further if the blank nodes are related to the owl:Class that defines the 
package of properties and associated restrictions they contain, i.e. the corresponding 
xsd:complexType. This semantic decoration of the graph is formalised using rdf:type 
relations from blank nodes to the corresponding OWL classes. 

At this point we have obtained a semantically enabled representation of the input 
metadata, a representation that makes the meaning intended by the XML and XML 
Schema modelers explicit from a computer point of view. The instantiation relations 
can now be used to apply OWL semantics to metadata. Therefore, the semantics de-
rived from further enrichments of the ontologies, e.g. integration links between differ-
ent ontologies or semantic rules, are automatically propagated to instance metadata 
thanks to inference. 

Focusing on XBRL data, what we get by applying this triplification process of the 
corresponding XML data is summarised in Fig. 1. This figure shows the XBRL core 
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concepts as they are modeled in the resulting RDF data. The report is modelled as an 
instance of the class “ReportType” and facts are modelled as instances of “FactType”. 

In fact, if a direct modelling of the underlying XML tree was performed, facts 
should be modelled as RDF Properties because they correspond to XML elements. 
However, in order to make the resulting RDF data more usable as it is more intuitive 
to view a fact as class instance than as a relation one, we have introduce a modifica-
tion in the basic XML2RDF algorithm as it is detailed in the next subsection. 

Then, continuing from the “FactType” instance, there are relations to the actual 
value of the financial fact modelled using rdf:value and two properties stating the dec-
imals and unit used for that value. There is also a property linking the fact to its con-
text, which details the involved entity, the time period and the scenario. 

 

Fig. 1. RDF model for the core XBRL concepts generated using XML2RDF and XSD2OWL 
(boxes correspond to classes and arrows to properties having them as domain/ranges) 

3.2 XBRL Schema to OWL Mapping  

The XML Schema to OWL transformation is responsible for capturing the schema 
implicit semantics, which is determined by the combination of XML Schema con-
structs. The transformation is based on translating these constructs to the OWL ones 
that best capture their intended meaning. These translations are detailed in Table 2. 

The XML Schema to OWL transformation is quite transparent and captures a great 
part XML Schema semantics. The same names used for XML constructs are used for 
OWL ones, although in the new namespace defined for the ontology. XSD and OWL 
constructs names are identical; this usually produces uppercase-named OWL proper-
ties because the corresponding element name is uppercase, although this is not the 
usual convention in OWL. Therefore, XBRL Schema to OWL produces OWL ontol-
ogies that make explicit the semantics of the corresponding XBRL taxonomies. 

The only caveats are the implicit order conveyed by xsd:sequence and the exclusiv-
ity of xsd:choice. For the first problem, owl:intersectionOf does not retain its oper-
ands order, there is no clear solution that retains the great level of transparency that 
has been achieved. The use of RDF Lists might impose order but introduces ad-hoc 
constructs not present in the original metadata. 
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Table 2. XBRL Schema to OWL translations for the XML Schema constructs 

XML Schema OWL Mapping motivation 

element[ 
@substitutionGroup= 
"xbrli:item"] 

owl:Class 
Facts, though elements, are 
mapped to classes 

element | attribute 
rdf:Property 
owl:DatatypeProperty 
owl:ObjectProperty  

Named relation between nodes or 
nodes and values 

element@substitutionGroup="xb
rli:item" 

rdfs:subClassOf 
The corresponding element is 
mapped to a owl:Class 
rdfs:subClassOf xbrli:item 

element@substitutionGroup rdfs:subPropertyOf 
Relation can appear in place of a 
more general one 

element@type rdfs:range The relation range kind 
complexType|group 
|attributeGroup 

owl:Class 
Relations and contextual re-
strictions package 

complexType//element owl:Restriction 
Contextualised restriction of a re-
lation 

extension@base | 
restriction@base 

rdfs:subClassOf 
Package concretises the base 
package 

@maxOccurs 
@minOccurs 

owl:maxCardinality 
owl:minCardinality 

Restrict the number of occur-
rences of a relation 

sequence 
choice 

owl:intersectionOf 
owl:unionOf 

Combination of relations in a 
context 

 
Moreover, as it has been demonstrated in the Semantic Web community, the ele-

ment ordering does not contribute much from a semantic and knowledge representa-
tion point of view [18] in most cases and when it is a requirement it is more conven-
ient to explicitly represent it using some sort of order attribute or property. For the 
second problem, owl:unionOf is an inclusive union, the solution is to use the disjoint-
ness OWL construct, owl:disjointWith, between all union operands in order to make it 
exclusive. 

4 Results 

First of all, we have generated an ontological infrastructure for the XBRL core, cur-
rently XBRL 2.1. It is composed by the ontologies resulting from mapping the XBRL 
core XML Schemas using the XBRL Schema to OWL mapping: XBRL Instance, 
XBRL Linkbase, XBRL XL and XBRL XLink. These ontologies have been adapted 
to accommodate the changes introduced by XBRL to RDF that make the output se-
mantic data more usable, basically by making facts classes and no longer properties. 

Apart from the previous schemas, the following schemas have been also mapped in 
order to be able to map the XBRL data submitted to the US SEC.  

From US GAAP (Generally Accepted Accounting Principles) the schemas, and 
corresponding ontologies, are: Primary Terms Elements (USFR-PTE), Primary Terms 
Relationships (USFR-PTR), Financial Services Terms Elements (USFR-FSTE), Fi-
nancial Services Terms Relationships (USFR-FSTR) and Investment Management 
Terms Relationships (USFR-IME). For specific industries: Banking and Savings In-
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stitutions (US-GAAP-BASI), Commercial and Industrial (US-GAAP-CI), Insurance 
(US-GAAP-INS) and Investment Management (US-GAAP-IM).  

There are also some non-GAAP schemas that have been also mapped to OWL on-
tologies: Accountants Report (USFR-AR), Management Discussion and Analysis 
(USFR-MDA), Management Report (USFR-MR) and SEC Certifications (USFR-
SECCERT).  

The same approach has been followed to map the IFRS taxonomies and the ones 
used by the Spanish securities commission (CNMV). Most of the previous ontologies 
are available from the BizOntos Business Ontologies web page6 and the semantic data 
for all the processed filings can be queried and browsed from the Semantic XBRL 
site7. Currently, more than 25 thousand filings have been processed from the US SEC, 
plus some from the CNMV. The combination of all these filings once mapped to RDF 
amounts slightly more than 100 million triples. At this step, it is possible to take profit 
from semantic web technologies in order to improve the interconnectedness of the da-
taset by means of semantics-enabled data integration. 

5 Evaluation 

The proposed approach has been evaluated using two input XBRL reports for the 
same company but based on different accounting principles, and consequently differ-
ent taxonomies. The input data is from Telefonica S.A., one of the reports was sub-
mitted to the Spanish CNMV and the other to the US SEC8, more specifically the 
consolidated Balance Sheet for the years 2009 and 2008.  

The motivation is that Telefonica is one of the few Spanish corporations that files 
their financial statements to the Spanish securities commission (CNMV) in XBRL 
format and also to the American Securities Exchange Commission (US SEC). The 
2009 period was the last period available in the CNMV and SEC websites, at the time 
of the elaboration of the present evaluation. 

The elaboration of the financial statements for the CNMV has been done under the 
Spanish GAAP regulations9, i.e. Plan General de Contabilidad, issued in 2007 and 
based on IFRS. Meanwhile, financial information filled to the US SEC was elaborated 
under the IFRS, following SEC’s provisions for foreign corporations.  

Therefore, it could be expected that both XBRL financial reports would be the 
same or at least quite similar. However, as the Table 4 shows, there are some differ-
ences mainly due to different levels of disaggregation. The totals for assets or liabili-
ties coincide but not the figures contained under these main sections.  

Fig. 2 highlights the accounts where quantity differences are found. For instance, 
in the 2009 balance sheet for the SEC (on the left), “Non-current financial assets” 

                                                           
6 BizOntos, http://rhizomik.net/ontologies/bizontos 
7 SemanticXBRL, http://rhizomik.net/semanticxbrl 
8 Telefonica’s report to the CNMV is available from http://www.cnmv.es/ipps/default.aspx  and 

the one sent to SEC is available from  
http://www.sec.gov/Archives/edgar/data/814052/000095010310000881/dp16939_20f.htm 

9 Models recently modified by Ministerial Oder JUS/1698/2011 of June 13, approving the 
model for presentation at the Mercantile Registry of the consolidated financial statements 
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amounts 5,988 millions of euros, meanwhile in balance sheet for the CNMV (on the 
right) “Inversiones financieras a largo plazo” (long-term financial investments) 
amounts 5,499 millions and “Otros activos no Corrientes” (Other non-current assets) 
amounts 489 millions. Both accounts sum up 5,988 millions, so the sum of “Inver-
siones financieras a largo plazo” and “Otros activos no Corrientes”, two terms specif-
ic to CNMV taxonomies, is equivalent to the IFRS term “Non-current financial as-
sets”. 

 

 

Fig. 2. Assets section Telefonica’s Balance Sheet filled to the US SEC 

Other equivalences requiring the addition of different account are also highlighted 
in Fig. 2 and marked using dark grey. The accounts marked with light grey have di-
rect equivalences between the taxonomies used by the US SEC and the CNMV. For 
instance, “Intangible assets” in the US SEC document is equivalent to “Otro inmobi-
lizado intangible”. 

The instance document from Telefonica filed to the Spanish CNMV includes terms 
specific to the Spanish terminology, defined in the “ipp-gen” namespace in the XBRL 
instance documents, but with an equivalent term in IFRS. Other terms reuse the inter-
national standard, and thus are in the “ifrs-gen” namespace, but in some cases they do 
not coincide with the terms specified in the IFRS taxonomy. Finally, some elements 
are specific to the CNMV, e.g. “ipp-gen:TotalActivoNiif”. 

Both, numerical and terminological differences, dramatically decrease the compa-
rability of the two consolidated balance sheets. However, it is possible to establish 
equivalences at the conceptual level, and arithmetic operations among them when 
there is not a direct equivalence. This is easily achievable thanks to Semantic Web 
technologies once the involved taxonomies have been mapped to OWL and the corre-
sponding instance documents to RDF. The next section presents some examples. 
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5.1.1 Mappings between Spanish PGC and IFRS 

Table 3 shows some of the semantic mappings generated for the Telefonica scenario 
between the ontologies corresponding to the IFRS taxonomies and thus for the 
CNMV taxonomies. 

Table 3. Mappings between Spanish PGC and IFRS 

Spanish CNMV  

(PGC taxonomies) 
US SEC 

(IFRS taxonomies) 
Semantic Mappings 

ipp-gen:  
ActivoNoCorrienteNiif 
84.311 € 

ifrs: 
NoncurrentAssets 
84.311 € 

ipp-gen:ActivoNoCorrienteNiif  
owl:equivalentClass 

ifrs:NoncurrentAssets 

ifrs-gp: 
TradeAndOtherReceivablesNet 
Current =  
ipp-gen: 
ClientesVentasPrestaciones 
Servicios +  
ipp-gen: 
OtrosDeudores 
8.288€ + 2.334€ 

ifrs: 
TradeAndOtherCurrentReceivables  
10.622€ 

ifrs-gp:TradeAndOtherReceivablesNetCurrent 
owl:equivalentClass 
ifrs:TradeAndOtherCurrentReceivables 
 
CONSTRUCT { 
   [] a ifrs-gp: 
      TradeAndOtherReceivablesNetCurrent; 
   xbrli:contextRef ?context; 
   xbrli:unitRef ?unit; 
   xbrli:decimals ?decimals; 
   rdf:value ?value. } 
WHERE {  
   ?cvps a ipp-gen:  
      ClientesVentasPrestacionesServicios; 
   xbrli:contextRef ?context; 
   xbrli:unitRef ?unit; 
   xbrli:decimals ?decimals; 
   rdf:value ?cvps-value. 
 
   ?od a ipp-gen:OtrosDeudores; 
   xbrli:contextRef ?context; 
   xbrli:unitRef ?unit; 
   xbrli:decimals ?decimals; 
   rdf:value ?od-value. 
   BIND(?cvps-value+?od-value AS ?value) } 

 
The approach is to model the accounts determined to be equivalent, because the are 

in the same part of the balance sheet and correspond to the same quantity, as equiva-
lent at the ontology level using the equivalentClass10 OWL construct. When the rela-
tion is more complex than a simple equivalence, for instance when the value for a 
term in one vocabulary is the sum of more than one value in other vocabularies, then 
the approach is to use a Construct11 SPARQL query that computes the combined val-
ue, for instance the sum, and creates the computed fact. 

The complete set of mappings is available from an online demo12, where they are 
also put into practice using a Semantic Web repository that includes an inference an 
inference and a SPARQL engine that “execute” these mappings. For the demo, just 
the CNMV XBRL document is loaded into the repository and the mappings are used 
to generate most of the IFRS version of the assets part of the balance sheet using the 
semantic mappings. 

                                                           
10 OWL Equivalent Class, http://www.w3.org/TR/owl-ref/#equivalentClass-def 
11 SPARQL Construct, http://www.w3.org/TR/sparql11-query/#construct 
12 SemanticXBRL Demo, http://rhizomik.net/semanticxbrl-demo/ 
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6 Conclusions and Future Work 

As it has been shown, it is possible to map the XML data for XBRL filings in order to 
generate semantic data that keeps all the original information and structure. This 
mapping also includes the involved XML Schemas that structure the XML data. The-
se schemas are mapped to Web ontologies, which make all the semantics implicit in 
the original XML Schemas explicit and available when querying semantic data. 

Moreover, it is also possible to take profit from Web ontology primitives in order 
to semantically integrate different filings following different XML Schemas, i.e. 
XBRL taxonomies. Once mapped to ontology concepts and relations, the XBRL con-
texts, facts and other resources defined for different filings can be related as more 
specific, more general or equivalent. 

This approach has been put into practice in the context of the US SEC’s XBRL 
program. It has been possible to apply the previous XML to RDF and XML Schema 
to Web ontology mappings to filings sent to the US SEC and some from the Spanish 
CNMV. More than 100 million triples have been obtained, which are structured by 
the ontologies generated from the corresponding taxonomies.  

Moreover, the benefits of the approach have been validated in a real scenario 
where it is possible to generate an XBRL report following the IFRS taxonomies start-
ing from one based on the Spanish CNMV taxonomies using semantic mappings es-
tablished at the ontology level. 

Future work focuses on, once we establish more semantic mappings at the concep-
tual level that can be reused to map instance documents for different companies, ob-
taining financial statement analysis ratios, taking profit from the semantic data al-
ready available.  

For instance, to compute the debt ratio (equivalent to total liabilities / total assets), 
and current ratio (equivalent to total liabilities / total assets) by analysing the balance 
sheets, or the Return on Sales (ROS, equivalent to net income / sales revenue).  From 
these ratios and the semantic mapping, we will be able to create a ranking showing 
the best-positioned international companies for each ratio mixing the data they submit 
to different regulators. 
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Abstract. In the world, where computers assist humans in information 
processing in almost every aspects of our lives, there are still huge gaps of 
unsurveyed areas, where data exists in an unstructured or unprocessable form 
limiting its usefulness and requiring extra human effort. Many times such data 
is extremely useful for many parties, as is the case of financial data. This paper 
describes an ongoing work of the FLORA system that aims at transforming 
unstructured financial data into Linked Data form and interlinking it with other 
relevant datasets of LOD initiative in order to provide a financial 
knowledgebase for financial data analysis framework. 

Keywords: linked open data, financial data, data integration, data publishing 

1   Introduction 

With increasing number of financial data sources being published on the web, still 
doesn’t come the easiness of analysis and retrieving relevant information. Documents 
containing financial statements appear to be structured, however many times only its 
content is structured, but not the data itself. Therefore any analysis or further 
processing of such datasets are limited by high cost of transformation in order to be fit 
into existing analytic models and tools [1]. This situation is also keeping the bar of 
multisource data integration very high. On the other hand we experience the 
blossoming development of Linked Open Data [2] cloud that offers best practices of 
sharing the data across the Web with great integration capabilities. Apart from 
bringing transparent access, Linked Open Data allows for easy combination of many 
information sources thus allowing for better data analysis. Financial information in 
such form could be of use by many entities, such as regulatory bodies detecting 
market anomalies, banks analyzing the risk of held assets or investors making better 
informed decisions. 

Such semantic information integration starts to play crucial role in many domains 
such as bioinformatics, medical domain and other life sciences with growing amount 
of data gathered in repositories such as Bio2RDF [3] or Linked Life Data [5]. 
Integrating those dataset using Linked Data approach opens new possibilities for 
better data discovering, querying and visualization. 
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This paper presents a high level overview of an ongoing work in the FLORA 
project. FLORA aims at bringing the advantages of Linked Data (and Linked Open 
Data) to lower the integration obstacles [4] and to transform financial data into the 
form which can be used in automated environments in the interoperable way. 
Employing NLP techniques for information extraction will foster transforming 
unstructured data from public companies’ statements dealing with accounting and 
financial perspective. Linked Data cloud of computation results is not only a suitable 
format for browsing and querying, but it also forms an input for further analysis 
services for decision support, multi-faceted data presentation [6] and visualization [7]. 

2   Related Work 

There are several initiatives related with extracting unstructured information in the 
financial domain. Some of these works have obtained outstanding results through 
applying semantic technologies. In this section some of this works are described 
briefly. 

The MONNET project [8] proposes a solution to the cross-language information 
access problem by using a novel combination of Machine Translation and Semantic 
Web Technology [9] for the public and financial sector. MONNET achieves this 
through semantically aware term translation based on a novel approach that integrates 
ontology-based domain semantics with linguistic information from the domain 
lexicon. MONNET project provides several benefits of scientific innovation and 
scientific impact  as: ontology-lexicon model, multilingual ontology localization, 
cross-lingual ontology-based information extraction, cross-lingual knowledge access, 
presentation framework, formal model for multilingual, lexicalized knowledge 
representations, ontology localization services, methodology for developing cross-
lingual information access applications, integrated approach to ontology localization, 
cross-lingual ontology-based information extraction, ontology-based language-
independent information access, to mention a few.  

The FIRST project [10] addresses the challenges of dealing with financial data in a 
near real-time with vast and constantly growing amounts of heterogeneous sources 
from financial markets. It aims at providing a large-scale information extraction and 
integration infrastructure for supporting financial decision-making process. The main 
result, Integrated Financial Market Information System, is based on a pluggable open 
architecture framework for non-ICT skilled end-users for on-demand information 
access and highly scalable execution of financial market analyses. 

The XLite [11] project’s main goal is to develop technology to monitor and 
aggregate knowledge that is currently spread across mainstream and social media, and 
to enable cross-lingual services for publishers, media monitoring and business 
intelligence. By combining modern computational linguistics, machine learning, text 
mining and semantic technologies with the purpose to deal with the following two key 
open research problems: the first is extract and integrate formal knowledge from 
multilingual texts with cross-lingual knowledge bases, and the second to adapt 
linguistic techniques and crowd-sourcing to deal with irregularities in informal 
language used primarily in social media. 

32



LOD2 project [12] aims at developing technologies for scalable management of 
Linked Data collections in the many billions of triples and progress the state of the art 
of Semantic Web in data management, both commercial and open-source. It assumes 
RDF data representation as a viable choice for organizations worldwide and a premier 
data management format [13]. The LOD2 project contributes high-quality interlinked 
versions of public Semantic Web data sets, promoting their use in new cross-domain 
applications by developers across the globe. LOD2 also develops a suite of tools for 
data cleaning, linking and fusing that will help bootstrapping creation of datasets for 
new domains1. 

In [14] the lack of a well-documented software library for access and publication 
of data throughout the lifecycle of Linked Open Data and the problems related with 
the amount and quality sparse of the links among Linked Open Data Sources because 
of its growth were mentioned. The LATC project provides an alternative of solution 
to the problems previously mentioned. To support interested parties in Linked Data 
publication and consumption, LATC publishes and maintains a publication & 
consumption tools library along with screen-casts and tutorials. To provide an in-
depth test-bed for data intensive applications, LATC publishes data produced by the 
European Commission, the European Parliament, and other European institutions as 
Linked Data. 

In [15], the authors discuss how semantics can improve XBRL (Extensible 
Business Reporting Language) characteristics of expressiveness and interoperability 
beyond plain XML data representation. In a practical sense XBRL provides a 
potential platform for wide acceptance and adoption of Semantic Web. Finally the 
knowledge representation and Semantic Rules on the Web were mentioned. 

These initiatives offer alternatives of solution to different problematic situations as: 
provide a solution for cross-language information access problem in public and 
financial sector, offer a large-scale information extraction and integration 
infrastructure for supporting financial decision-making process, develop technology 
to monitor and add knowledge that are spread across mainstream and social media, 
the develop a technology that allows the management of increased of Linked Data 
collections and the management of quality of the links among Linked Open Data 
Sources, to mention a few. 

In comparative with the previously mentioned proposals, the main idea of our 
approach is based in obtaining large sets of unstructured financial information with 
the aim of use it in the creation of financial knowledge after the appliance of natural 
language processing techniques to filter out such information and get more accurate 
information which will be offered to stakeholders through after its publication in 
Linked Open Data cloud. 

3   Conceptual Model 

Financial data, both public and undisclosed, is traditionally represented in a vast 
number of different formats, ranging from textual descriptions to XML documents, 

                                                         
1 LOD2 project objectives, as of February 2011: http://lod2.eu/WikiArticle/Project.html 
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such as XBRL format for public financial disclosures [16]. Although the terms and 
meaning is well known to those financial analysts that are dealing with it on a daily 
basis, it is still an enormous obstacle for machines that results in big integration 
efforts. Activities such as moving data between systems, getting data from quarterly 
reports for fundamental analysis or cross-domain data breakout need substantial 
manual effort of analyst. Even though there are numerous systems and formats 
dealing with financial data, they still need proper transformations for enabling 
interoperability. The idea of having data that is only usable within specific system is 
becoming out of fashion. On the other hand FLORA proposes data-driven approach 
for financial data integration, by following Linked Data principles, where the data 
instead of systems is the center of the overall process. 

 

 

Figure 1: Overview of the FLORA information extraction process 

 
Transforming unstructured data into the structured form (as presented on Figure 1) 

comprise multiple steps that usually devise a similar high-level pattern that can be 
described as follows: 

 Raw data is acquired and preprocessed in order to capture and extract the 
structure and isolate relevant data. Documents are cleaned and filtered 
according to input constraints. In case of documents having no defined 
structure, further NLP processes and ontology based information retrieval 
techniques, e.g. using GATE [17] for information retrieval. 

 The data is lifted to the semantic form, using established ontologies and 
vocabularies that describe the dataset’s domain. At this point, user-assisted 
data curation might be needed in order to improve the overall quality of data. 

 Data can be published and interlinked with other datasets on the basis of 
using the same ontologies or describing same concepts. Linking and locating 
corresponding concepts across different datasets can be done automatically 
or semi-automatically, following approaches of LIMES [18] or SILK [19] 
projects. 

 For improved data discovery, an indexing service is constantly traversing 
whole dataset facilitating full text search and results ranking. 

 
Once published, the access to LOD dataset is realized by exposed SPARQL 

endpoint for data querying and HTTP access for data navigation. As it might be useful 
for lightweight data browsing and analysis, more sophisticated use cases might need 
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the access to the whole RDF dataset. Such analysis services running on top of the 
dataset may provide further features, such as multi-faceted financial data 
visualizations (e.g. financial cockpit), decision support and data mining algorithms 
execution.  

Adding reasoning capabilities on top of the RDF dataset will further improve of the 
data, as any data inconsistency can be easily detected and contradicting data removed 
or corrected. 

4   Linked Data infrastructure for data-driven integration 

Publishing results from previous steps in a form of Linked Data (and Linked Open 
Data in case of data with open license) forms an important part of the overall 
architecture. Most important building blocks of the Linked Data stack are show in the 
Figure 2. FLORA project covers all infrastructure blocks for making data available in 
the LOD cloud, following best practices in data publishing [20]. 

 

 

Figure 2: Building blocks of the Linked Data stack2 

                                                         
2 Elements of the Linked Open Data stack, rev 3, May 2011 

http://www.practicalparticipation.co.uk/odi/2011/05/whats-in-the-linked-open-data-stack/ 
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Combining the data from different datasets is possible by reusing the same 
vocabularies and ontologies for defining financial statements. Establishing links 
between corresponding concepts allows for augmenting financial reports with 
contextual information. In certain cases, such “data fusion” may result in the 
inference of the new knowledge, not explicitly stated before. Therefore the value of 
FLORA is higher that only the sum of its data. 

For the data annotation, established financial ontologies are analyzed in order to be 
reused. Due to the broad scope of financial aspects covered by FLORA an upper 
ontology is considered to bridge different domains in the financial area. Further step 
is to provide necessary mappings to the concepts from to the core LOD dataset, 
DBpedia [21]. On top of the LOD stack, FLORA will provide services for data 
exploration and analysis, tailored to the financial domain.  

7   Conclusions and Future Work 

This article presents a complex, unified process of transforming unstructured financial 
data into an interlinked, navigable knowledge base for financial information 
management and information discovery. We described the system that is using 
ontology-based information extraction and data annotation for extracting relevant data 
that is further interlinked with appropriate LOD datasets. The whole underlying data 
infrastructure serves as a basis for providing services for data exploration, querying, 
discovery and visualizations. 

In the broader sense this work will facilitate the financial data reuse and integration 
by following established data publication techniques. As presented in this paper, 
Linked Data-based approach adopted by FLORA is slowly becoming de-facto 
standard for structured data publication. 

In the future work we aim at implementing envisaged system architecture and 
evaluate results based on such metrics as data quality and accuracy of the information 
extraction. We are also working on developing market surveillance and financial 
accounting use cases based on the FLORA results. 
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Abstract. Sentiment analysis deals with the computational treatment of 
opinions expressed in written texts. The addition of the already mature semantic 
technologies to this field has proven to increase the results accuracy. In this 
work, a semantically-enhanced methodology for the annotation of sentiment 
polarity in financial news is presented. The proposed methodology is based on 
an algorithm that combines several gazetteer lists and leverages an existing 
financial ontology. The financial-related news are obtained from RSS feeds and 
then automatically annotated with positive or negative markers. The outcome of 
the process is a set of news organized by their degree of positivity and 
negativity.  

Keywords: opinion mining, sentiment analysis, financial news, ontologies, 
semantic web. 

1   Introduction 

The success of Web 2.0 technologies along with the growth of social content 
available online have stimulated and generated many opportunities for understanding 
the opinions and trends, not only of the general public and consumers, but also of 
companies, banks, and politics. Many business-related research questions can be 
answered by analyzing the news and, for this reason, sentiment analysis and opinion 
mining is a burning issue, specifically in the financial domain. 

Opinion mining, a subdiscipline within data mining and computational linguistics, 
refers to the computational techniques for extracting, classifying, understanding, and 
assessing the opinions expressed in various online news sources, social media 
comments, and other user-generated content. Sentiment analysis is often used in 
opinion mining to identify sentiment, affect, subjectivity, and other emotional states 
in online texts [1]. 

Originally, the task of sentiment analysis was performed on product reviews by 
processing the products’ attributes [2-4]. However, nowadays sentiment polarity 
analysis is used in a wide range of domains such as for example the financial domain 
[5-7]. Millions of financial news are circulating daily on the Web and financial 
markets are continuously changing and growing. In this scenario, as Ahmad et al. [5] 
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point out, the creation of a framework with which sentiments can be extracted without 
relying on the intuition of the analysts as to what is good or bad news is both a 
necessity and a challenge. 

In this paper, we present a semantic-based algorithm for opinion extraction applied 
to the financial domain. The proposed methodology is supported by natural language 
processing methods to annotate financial news in accordance with a financial 
ontology. Then, the annotated financial news are analyzed by passing them through a 
number of gazetteer lists, which results in two separate sets, one with positive 
financial news and the other with negative financial news.  

The rest of paper is organized as follows. Some relevant related works are shown 
in Section2. Section 3 presents the technological background necessary for the 
development of the methodology. In Section 4, the platform and the way it works is 
described in detail. In Section 5, the experimental results of the evaluation are shown. 
Finally, some conclusions and future work are put forward in Section 6.  

2   Related works 

In the literature, a number of methods for the automatic sentiment analysis from 
financial news streams have been described. The proposal of [6] uses theories of 
lexical cohesion in order to create a computable metric to identify the sentiment 
polarity of financial news texts. This metric is readapted in [5] to Chinese and Arabic 
financial news. The analysis of financial news is a particularly relevant topic in the 
prediction of the behaviour of stock markets. For example, in [7] the authors use some 
simple computational linguistic techniques, such as bag of words or named entities, 
together with support vector machine and machine learning techniques to assist in 
making stock market predictions. In fact, in real life, stock market analysts’ 
predictions are usually based on the opinions expressed in the news. 

Semantic technologies have been around for a while, offering a wide range of 
benefits in the knowledge management field. They have revolutionized the way that 
systems integrate and share data, enabling computational agents to reason about 
information and infer new knowledge [8]. The accuracy results of opinion mining and 
sentiment polarity analysis can be improved with the addition of semantic techniques, 
as shown in [9]. In that work, some semantic lexicons are created in order to identify 
sentiment words in blog and news corpora. Then, a polarity value is attached to each 
word in the lexicon and such polarity is revised when a modifier appears in the text. 

The FIRST project1 provides an information extraction, information integration 
and decision making infrastructure for information management in the financial 
domain. The decision making infrastructure includes a module responsible for the 
sentiment annotation from financial news and blog posts. Its main aim is to classify 
the polarity of sentiment with respect to a sentiment object of interest [10]. These 
sentiment objects are classified by means of an ontology-guided and rule-based 
information extraction approach. Even though the ontology contains the financial-
domain related relevant objects, the classification process is carried out entirely using 

                                                           
1 http://project-first.eu/ 
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JAPE rules. Therefore, it can be concluded that this approach does not leverage the 
reasoning capabilities of the ontology. 

3   Technological background 

The methodology proposed here is based on two main elements, namely, ontologies 
and natural language processing tools. In this section, the key features of these 
technologies are pointed out. 

3.1   Ontologies and the Semantic Web 

Ontologies constitute the standard knowledge representation mechanism for the 
Semantic Web [8]. The formal semantics underlying ontology languages enables the 
automatic processing of the information and allows the use of semantic reasoners to 
infer new knowledge. In this work, an ontology is seen as “a formal and explicit 
specification of a shared conceptualization” [8]. Ontologies provide a formal, 
structured knowledge representation, and have the advantage of being reusable and 
shareable. They also provide a common vocabulary for a domain and define, with 
different levels of formality, the meaning of the terms and the relations between them. 
Knowledge in ontologies is mainly formalized using five kinds of components: 
classes, relations, functions, axioms and instances [11].  

Ontologies are thus the key for the success of the Semantic Web vision. The use of 
ontologies can overcome the limitations of traditional natural language processing 
methods and they are also relevant in the scope of the mechanisms related, for 
instance, with Information Retrieval [12], Semantic Search [13], Service Discovery 
[14] or Question Answering [15].  

Next, the financial ontology that has been developed for the purposes of this work 
is described. 

3.1.1   Financial Ontology 

The financial domain is becoming a knowledge intensive domain, where a huge 
number of businesses and companies hinge on, with a tremendous economic impact in 
our society. Consequently, there is a need for more accurate and powerful strategies 
for storing data and knowledge in the financial domain. In the last few years, several 
finances-related ontologies have been developed. The BORO (Business Object 
Reference Ontology) ontology is intended to be suitable as a basis for facilitating, 
among other things, the semantic interoperability of enterprises' operational systems 
[16]. On the other hand, the TOVE ontology (Toronto Virtual Enterprise) [17], 
developed by the Enterprise Integration Laboratory from the Toronto University, 
describes a standard organization company as their processes. A further example is 
the financial ontology developed by the DIP (Data Information and Process 
Integration) consortium, which is mainly focused on describing semantic web services 
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in the stock market domain [18]. Finally, the XBRL Ontology Specification Group, 
developed a set of ontologies for describing financial and economical data in RDF for 
sharing and interchanging data. This ontology is becoming an open standard means of 
electronically communicating information among businesses, banks, and regulators 
[19]. 

As part of this work, a financial ontology has been developed on the basis of the 
above referred ontologies, with the focus set on the stock exchange domain. The 
ontology, created from scratch, has been defined in OWL 2. This ontology covers 
three main financial concepts (see figure 1):  

 A financial market is a mechanism that allows people to easily buy and sell 
financial assets such us stocks, commodities and currencies, among others. 
The main stock markets such as New York Stock Exchange, NASDAQ or 
London Stock Exchange have been modelled in the ontology as subclasses of 
the Stock_market class. 

 The Financial Intermediary class represents the entities that typically invest 
on the financial markets. Examples of such entities are banks, insurance 
companies, brokers and financial advisers. 

 The Asset class represents everything of value on which an Intermediary can 
invest, such as stock market indexes, commodities, companies, currencies, to 
mention a few. So, for instance, enterprises such as Apple Inc., General 
Electric or Microsoft belong to the Company concept and currencies such as 
US dollar or Euro are included as individuals of the Currency concept. 

 

 

Figure 1. An excerpt of the financial ontology 
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3.2   Natural Language Processing and Sentiment Analysis 

Sentiment annotation can be seen as the task of assign positive, negative or neutral 
sentiment values to texts, sentences, and other linguistic units [20]. In this work, the 
values positive, negative and neutral have been assigned to general terms, which 
express some kind of sentiment (e.g. ‘benefit’, ‘positive’, ‘danger’) and to financial 
terms (e.g. ‘risk capital’, ‘rising stock’, ‘bankruptcy’). Moreover, terms pertaining to 
the financial domain have been semantically annotated as ‘risk premium’, ‘capital 

market’ or ‘Ibex35’ for example. 
The open source software GATE2 carries out sentiment and semantic annotation by 

means of gazetteers lists. GATE is an infrastructure for developing and deploying 
software components that process human language. One of the GATE’s key 
components is gazetteer lists. A gazetteer list is a plain text file with one entry (a 
term, a number a name, etc.), which permits to identify these entries in the text. In this 
work, the lists have been developed using BWP Gazetteer3. This plugin provides an 
approximate gazetteer for GATE, based on Levenshtein's Edit Distance for strings. Its 
goal is to handle texts with noise and errors, in which GATE's default gazetteers may 
have difficulties. The implemented lists are based on the linguistic particularities of 
the financial domain. 

Grishan and Kittredge [21] define a sublanguage as the specialized form of a 
natural language that is used within a particular domain or subject matter. A 
sublanguage is characterized by a specialized vocabulary, semantic relationships, and 
in many cases specialized syntax [22]. The boundaries of financial news domain are 
non very sharply defined [22]. For example, “Euribor rates rise after ECB interest 

warnings” or “Portugal needs the luck of Irish” are both headline of financial news, 
although the second one does not contain any financial term or a particular syntactic 
structure. Nevertheless, it is possible to define a wide set of financial specialized 
vocabulary (e.g. ‘Euribor’, ‘Ibex35’, ‘investors’) which coexists with frequently used 
non-specialized terms (e.g. ‘to rise’, ‘unemployed’, ‘construction’). 

In this work, the semantic and sentiment gazetteers developed are employed to 
mark up all sentiment words and associated entities in our ontology. Six different 
kinds of gazetteers have been developed on the basis of the common characteristics 
and vocabulary of financial domain. The lists are used by the system in order to create 
three different types of annotations, that is, semantic annotations, sentiment 
annotations and modifier annotations. Semantic annotation refers to financial terms 
that are present in the financial ontology. Sentiment annotation indicates the polarity 
of selected terms. Modifiers annotation refers to elements that can invert or increase 
the polarity of the previously annotated terms. For each kind of annotation a gazetteer 
category has been created. Thus, semantic, sentiment and modifiers gazetteers have 
been developed. Each gazetteer category consists of one or more gazetteer lists, as 
explained below. 
 
i. Semantic gazetteer 

 

                                                           
2 http://gate.ac.uk/ 
3 http://gate.ac.uk/gate/doc/plugins.html#bwp 
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a. Financial domain vocabulary gazetteer. This gazetteer contains the most 
relevant domain terms and entities. It has been directly mapped onto the 
ontology classes and individuals and their corresponding labels including 
synonyms. Examples in this category are ‘Annual Percentage Rate’ (APR), 
‘Compound Interest’, ‘Dividend’, ‘Income Tax’, ‘Apple’ and ‘BBVA’. This 
list is used for the semantic annotation and it does not contain any 
information related with opinions. 
 

ii. Sentiment gazetteer 

 
a. Positive sentiment gazetteer. It contains general terms that imply a positive 

opinion such as, for example, ‘growth’, ‘trust’, ‘positive’ or ‘rising’. 
b. Negative sentiment gazetteer. It contains general terms that imply a negative 

opinion such as, for example, ‘danger’, ‘doubts’ or ‘to cut’.  
c. Financial positive sentiment gazetteer. It contains terms related to the 

financial domain that imply a positive opinion. For example, ‘earning’, 
‘profitability’ or ‘appreciating asset’. 

d. Financial negative sentiment gazetteer. It contains terms related to financial 
domain that imply a negative opinion. For example, ‘depreciation’, 
‘Insufficient Funds’ or ‘creditor’. 
 

iii. Modifier gazetteer 

 
a. Intensifier gazetteer. It contains terms that are used to change the degree to 

which a term is positive or negative such as, for example, ‘very’, ‘most’ or 
‘extremely’. 

b. Negation gazetteer. It contains negation expressions such as, for example, 
‘no’, ‘never’ or ‘deny’. 

c. Temporal sentiment gazetteers. They contain temporal expressions that 
imply a modification in the whole news. These expressions appear in 
conjunction with positive or negative linguistic expressions modifying their 
meaning. They usually increase or decrease negative or positive sentiment. 
There are two temporal gazetteers, one with long-term expressions and the 
other with short-term expressions. “Last year”, “trimester” or “several 

weeks” are examples of the first type, while “this morning”, “today” “this 

week” are examples of the second type. The following sentences show an 
example of the modification capacity of temporal terms in the financial 
domain: 
(1) Apple shares have risen around 17% in the last month.  
(2) Apple shares have fallen 4.5% this morning. 
Here, “last month” and “this morning” can relativize the weight of the global 
meaning. In general, long-term positive or negative opinions are more 
reliable than short-term opinions. That is, if the user searches for the general 
status of Apple shares and the system retrieves these two entries, then the 
general opinion should be positive. 
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4   Platform Architecture 

The architecture of the platform is shown in figure 2. The architecture is composed of 
four main components: the financial news extraction module, the semantic annotation 
module, the opinion-mining module and the search engine. Next, these components 
are described in detail. 
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Semantic annotation module
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User
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- Term extraction tools
- Syntactic Parsers
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RSS Feedn

...

Financial news
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Figure 2. Architecture of the system.  

4.1   Financial news extraction module 

This module manages the list of RSS feeds. RSS is a family of Web feed formats used 
for syndicating content from blogs or Web pages and is commonly used by 
newspapers. RSS is an XML file that summarizes information items and links to the 
information sources [23]. Once the resources have been selected, this module 
generates a set of abstracts, which will be used as input for the system. An example 
list of financial news-related RSS feeds is shown in table 1.  
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Table 1. Example of RSS feeds 
 

http://www.economist.com/feeds/print-sections/75/europe.xml 

http://feeds.reuters.com/reuters/USpersonalfinanceNews 

http://feeds.nytimes.com/nyt/rss/Business 

http://feeds.bbci.co.uk/news/business/rss.xml 

 
For each RSS source the last news are obtained and stored in a database. The 

information that is retrieved from each news is the date of publication, the 
information source, the url and the abstract. Abstracts constitute the corpus from 
which the system extracts the information. We only consider the abstract and the 
headline because they usually condense the polarity of news. Indeed, the analysis of 
the whole text can induce to error, since the sentiment polarity of an entire document 
is not necessarily the sum of its parts.  

4.2   Semantic annotation module 

This module identifies the most important linguistic expressions in the financial 
domain using the previously described semantic gazetteer. For each linguistic 
expression, the system tries to determine whether the expression under question is an 
individual of any of the classes of the domain ontology. Next, the system retrieves all 
the annotated knowledge that is situated next to the current linguistic expression in the 
text, and tries to create fully-filled annotations with this knowledge.  

Each class in the ontology is defined by means of a set of relations and datatype 
properties. Then, when an annotated term is mapped onto an ontological individual, 
its datatype and relationships constitute the potential information which is possible to 
obtain for that individual. For example, a company has associate relationships such as 
‘Moody’sRate’, ‘tradeMarket’ or ‘isLegalRepresentativeFor’. In figure 3, an example 
of the annotation process of financial news using GATE is depicted. 
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Figure 3. Example of knowledge entities identified in financial news. 

4.3   Opinion mining module 

The main objective of this module is to classify the set of news obtained in the 
previous module according to their polarity: positive, negative or neutral. For any 
retrieved news which has been annotated, the sentiment orientation or sentiment 
polarity value is computed. For this, the module makes use of the previously 
described gazetteer lists.  

The sentiment polarity (SP) value for each news item is calculated by summing the 
polarity values of all annotated terms in the news. In this process, the system must 
consider both the terms polarity included in the positive and negative gazetteers and 
the contextual valence shifters included in the negation and intensifier gazetteers. 

For any annotated term (at) in a sentence sS, its SP value (SP(at)) is computed as 
follows: 

1. If at GeneralPositivek, SP(at) = Positive1 
2. If at DomainPositivek, SP(at) = Positive2 
3. If at GeneralNegativek, SP(at) = Negative1 
4. If at DomainNegativek, SP(at) = Negative2 
5. If within the relevant cotext of at, there is a term at’Negation, SP(at)=  

-SP(at) 
6. If within the relevant cotext of at, there is a term at’Intensifier, SP(at) = 

2xSP(at) 
7. When within the relevant cotext of at, there is a term at’Temporal, if… 

7.1. at’LongTerm, SP(at) = 2xSP(at)  
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7.2. at’ShortTerm + Negative(SP), SP(at) = 2xSP(at) 
7.3. at’ShortTerm + Positive(SP), SP(at) = 1xSP(at) 

 
Then the polarity of each news item is represented as the sum of all SP(at) present 

in such news item (n): 
 





na t

kk atSPnSPf )()(  

In the above algorithm, the term ‘cotext’ refers to the linguistic set that surrounds 
an annotated term within the limit of a sentence, i.e. the rest of annotated terms 
present before and after it and pertaining to the same sentence. ‘Positive1’ and 
‘Positive2’ refer to the degree of positivity of an annotated term, while ‘Negative1’ 
and ‘Negative2’ refer to the degree of negativity of an annotated term. 

When a long-term temporal expression is found, its value is calculated taking into 
account the at pertaining to its cotext. If a positive at is found, then its value is 2. On 
the contrary, if a negative at is found its value is -2. Sort- term temporal expressions 
are calculated in the same way for negative value, i.e adding -2. However, for positive 
value the system only adds 1positive. This is because we consider that financial short-
term positive values change too frequently to consider them at the same level as long-
term values. 

Next, if the semantic polarity value of a news is less than 0, the news is labelled as 
negative. In contrast, if the value is higher than 0, the news is labelled as positive. 
Finally, if the sum of all values is 0 the news is labelled as neutral. An example of 
how the algorithm works is shown in figure 4.  
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Figure 4. Semantic Polarity annotation example 
 
Let us suppose that a user searches for the company ‘Adidas’. In the example 

depicted in figure 4, four different news items are retrieved. In the figure, semantic 
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annotations are the elements surrounded by a rectangle, which have been mapped 
onto ontology instances. GeneralPositive are indicated with one ‘+’ sign and 
DomainPositive with two, ‘++’. On the other hand, GeneralNegative are indicated 
with one ‘–‘ sign and DomainNegative with two, ‘--'. The modifiers Negative, 
Temporal and Intensifier are indicated with ‘N’, ‘T’, ‘I’ respectively, together with 
the corresponding positive or negative symbol. 

The outcome of the process is three positive and one negative news items. In this 
particular example, the presence of long-term temporal expressions, such as ‘2012’ or 
‘year’, in conjunction with positive annotated terms, gives to the news a high positive 
value. The user can organize the final results in accordance with their degree of 
positivity and negativity. 

4.4   Semantic search engine 

In OWL-based ontologies, ‘rdfs:label’ is an instance of ‘rdf:property’ that may be 
used to provide a human readable version of a resource name. In this work, all the 
resources in the ontology have been annotated with the ‘rdfs:label’ descriptor. By 
considering that, the main objective of this module is to identify the financial news 
items that are related to the query issued by a user. Besides, this module is responsible 
for classifying and sorting the results in accordance with the sentiment classification 
that was described in the previous section.  

The system is constantly crawling news information from RSS feeds and creating 
semantic annotations for the news pages. If no annotations are created for a news 
item, then such news item is not stored in the database. On the other hand, the news 
items that have been successfully annotated are processed to obtain their sentiment 
classification, which is also stored in the database. For example, let us suppose that 
the ontology contains the taxonomy presented in figure 3. There are two kinds of 
companies, namely, “Energy company” and “ICT company”. Each of these classes 
contains a set of individuals such as “Microsoft” and "GE energy", respectively. If the 
user is searching for news about “Microsoft”, the system will certainly return all the 
news annotated with the individual Microsoft. Moreover, news related to other ICT 
companies could be relevant to the user, so the system also shows other news about 
companies such as Google, Apple and Nokia. If the user queries the system for 
“Energy companies”, then the result will include all the news that contains the 
concept “Energy company” and therefore the news related to the “GE Energy”, 
"Texaco” and “Shell" companies will be retrieved. Furthermore, if the query is such a 
general word as “Company”, the user is given the possibility of filtering the results 
according to the subclasses of “Company”, namely, “Energy company” and “ICT 
company”.  

5   Evaluation 

In this section, the experimental results obtained by the proposed method in the 
financial news domain are presented. The corpus of the experiment contains 57.210 
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words and comprises 900 abstracts of financial news (512 negative and 388 positive). 
This corpus has been extracted from the RSS feeds shown in table 1 and each news 
item has been manually labelled, either as a positive news or a negative one, by two 
different annotators. This constitutes the baseline for the evaluation, which works as 
follows: if the result displayed by the system fits in with the manually annotated 
news, the result is considered correct, otherwise, incorrect. In the sentiment analysis 
field, it is agreed that human-based annotations are around 70-80% precise (i.e. 2 
different humans can disagree in 20-30% of cases). However, for the purposes of this 
experiment, the news items that have been source of disagreement between annotators 
have been removed. 

In the experiment, a total of five queries are issued to the system to find 
information in the financial domain. The results of the experiment are shown in table 
2. It is possible to observe that the sentimental analysis accuracy results are very 
promising, with an aggregate accuracy mean of 87%. These results take into account 
the system’s final decision (positive or negative) and not the process that the system 
carries out to produce such decision. 

 
Table 2. Hits results in information retrieval. 

 

Query  Baseline Our approach Accuracy 

1 Pos 33 28 84.85% 

 Neg 11 9 81.82% 

 Total 44 37 84.09% 

2 Pos 13 13 100% 

 Neg 36 34 94.44% 

 Total 49 47 95.92% 

3 Pos 15 14 93.33% 

 Neg 29 24 82.76% 

 Total 44 38 86.36% 

4 Pos 25 21 84% 

 Neg 97 86 88.66% 

 Total 122 107 87,70% 

5 Pos 66 55 83.33% 

 Neg 14 12 85.71% 

 Total 80 67 83.75% 

Total  678 592 87.32% 

6. Conclusions 

This paper proposes an algorithm for opinion extraction in financial news. Different 
gazetteer lists have been created as specialized lexicons in financial sentiment. The 
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sentiment algorithm assigns different degrees of positivity or negativity to relevant 
annotated terms and calculates what the polarity of the news is. 

This approach contributes to the research on financial sentiment annotation, and 
the development of decision support systems (1) by proposing a novel approach for 
financial sentiment determination in news which combines ontological resources with 
natural language processing resources, (2) by describing an algorithm for assigning 
differential degrees of positivity or negativity to classifier results on different 
categories identified by the classifier, and (3) by proposing a set of resources, i.e. 
gazetteer lists and an ontology, for sentiment annotation. 
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Preface

This volume contains abstracts from the technical program of the Fifth International Work-

shop on REsource Discovery, held on May 27th, 2012. After four successful events, first

in Linz, Austria, joined to IIWAS (2008), then in Lyon, France, collocated with VLDB

(2009), next in Pontoise, France, joined again to IIWAS (2010), and the fourth edition in

conjunction with ESWC11. Finally, the fifth International Workshop on REsource Dis-

covery (RED 2012) was run again together with ESWC in Heraklion, Greece.

A resource may be a data repository, a database management system, a SPARQL endpoint,

a link between resources, an entity in a social network, a semantic wiki, or a linked ser-

vice. Resources are characterized by core information including a name, a description of

its functionality, its URLs, and various additional Quality of Service parameters that ex-

press its non-functional characteristics. Resource discovery is the process of identifying,

locating and selecting existing resources that satisfy specific functional and non-functional

requirements; also, resource discovery includes the problem of predicting links between

resources. Current research includes crawling, indexing, ranking, clustering, and rewriting

techniques, for collecting and consuming the resources for a specific request; additionally,

processing techniques are required to ensure an efficient and effective access of the re-

sources.

The Fifth International Workshop on Resource Discovery aimed at bringing together re-

searchers from the database, artificial intelligence and semantic web areas, to discuss re-

search issues and experiences in developing and deploying concepts, techniques and appli-

cations that address various issues related to resource discovery. This fifth edition focused

on techniques to efficiently collect and consume resources that are semantically described.

Approaches of special interest contribute to solve the resource discovery problem such as

query rewriting in Databases, service selection and composition in Service Oriented Archi-

tectures, social network navigational techniques, link prediction techniques, and strategies

to process queries against Linked Data or SPARQL endpoints.

We received seven submissions, out of which we selected five for inclusion in the digital

and printed proceedings. We set up an exciting program which included three invited talks.

The first on Semantic Source Modeling given by our invited speaker, José Luis Ambite;

the second, on the advantages of using semantic annotations in medical image visualiza-

tion given by Alexandra La Cruz; finally, Edna Ruckhaus presented Probabilistic Models

and Reasoning Techniques to Detect Inconsistencies in Linked Data. We organized two

sessions, one on Techniques for Resource Discovery and another section on Applications

of Resource Discovery.

We thank the 25 members of our Program Committee, the invited speakers and the authors

for their valuable contribution to the workshop. We are also grateful to ESWC organizers

for their support in making this meeting successful. We kindly acknowledge the National

Science Foundation (grant IIS 0944126), and the DID-USB.

May 2012 Zoé Lacroix, Edna Ruckhaus, Maria-Esther Vidal
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Abstract. Despite hierarchical Distributed Hash Table (DHT) systems have 

addressed flat overlay system problems, most of the existing solutions add a 

significant overhead to large scale systems. In this paper, we propose a 

hierarchical DHT solution based on scalable distributed data structures (SDDS) 

for an efficient data sources discovery in data Grids. Our solution deals with a 

reduced number of gateway peers running a DHT protocol. Each of them serves 

also as a proxy for second level peers in a single Virtual Organization (VO), 

structured as an SDDS. The proposed solution offers good performances 

especially for intra-VO resource discovery queries since they are completely 

transparent to the top level DHT lookups. The analysis results proved 

significant system maintenance save especially when nodes join/ leave the 

system.  

Keywords: Resource discovery, Data Grid, Peer to peer system, Distributed 

hash table, Scalable distributed data structure, Super peer models. 

1   Introduction 

A resource discovery consists to discover resources (e.g., computers, data) that are 

needed to perform distributed applications in large scale environments [21]. It 

constitutes an important step in a query evaluation in such environments. Throughout 

this paper, we focus on the discovery of metadata describing data sources in data Grid 

systems. 

    Several research works have adopted the Peer-to-Peer solutions to deal with 

resource discovery in Grid systems [19] and [26]. P2P routing algorithms have been 

classified as structured or unstructured [27]. Although the good fault tolerance 

properties in P2P unstructured systems (e.g., KaZaa [13]), the flooding –used in each 

search- is not scalable since it generates large volume of unnecessary traffic in the 

network. Structured Peer-to-Peer systems as DHT are self-organizing distributed 

systems designed to support efficient and scalable lookups in spite of the dynamic 

properties in such systems. Classical flat DHT systems organize peers, having the 

same responsibility, into one overlay network with a lookup performance of 

O(log(N)), for a system with N peers. However, the using of a flat DHT do not 

consider neither the autonomy of virtual organizations and their conflicting interests 
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nor the locality principle, a crucial consideration in Grids [10]. Moreover, typical 

structured P2P systems as Chord [25] and Pastry [24] suffer not only from temporary 

unavailability of some of its components but also from churn. It occurs in the case of 

the continuous leaving and entering of nodes into the system. Recent research works 

as [21] proved that hierarchical overlays have the advantages of faster lookup times, 

less messages exchanged between nodes, and scalability. They are valuable for small 

and medium sized Grids, while the super peer model is more effective in very large 

Grids [30]. In this context, several research works [5], [6], [12], [17], [18], [20] and 

[31] proved that hierarchical DHT systems based on the super peer concept can be 

advantageous for complex systems. A hierarchical DHT employ a multi level overlay 

network where peers are grouped according to a common property such as resource 

type or locality for a lookup service used in discovery [5]. In this context, a Grid can 

be viewed as a network composed of several, proprietary Grids, virtual organizations 

(VO) [18] where every VO is dedicated to an application domain (e.g., biology, 

pathology). Within a group, one or more peers are selected as super peers to act as 

gateways to peers in the other groups. Furthermore, most existing hierarchical DHT 

solutions neglect the churn effect and deal only with the improving performance of 

the overlay network routing. They mainly generate significant additional overhead to 

large scale systems. Several proposals for reducing maintenance costs, have also 

appeared in the literature [7], [9], [14], [16], [23] and [32]. Despite a good strategy to 

manage a churn in [14] through a lazy update of the network access points, inter-

organizations lookups were expensive because of the complex addressing system. 

[16] proposed the SG-1 algorithm, based on the information exchange between super 

peers through a gossip protocol [1], to find the optimal number of super peers in order 

to reduce maintenance costs. However, most of these solutions add significant load at 

some peers which generates an additional overhead to large scale systems. 

    In this paper, we propose a scalable distributed data structure (SDDS) based 

Hierarchical DHT solution (SDDS- HDHT) for an efficient resource discovery in data 

Grids. It combines SDDS routing scheme [15] with DHT systems and aims to 

improve both lookup and maintenance costs while minimizing the overhead added to 

the system. Our solution consists of a two level hierarchical overlay network dealing 

with super peers (called also gateways) and second level peers. Gateway peers 

establish a structured DHT based overlay. Only one peer per VO is considered as a 

gateway. Then, each of them serves as a proxy for second level peers in a single VO, 

structured as an SDDS. SDDS were among the first research works dealing with 

structured P2P systems. [29] noted numerous similarities between Chord and the best 

known SDDS scheme: LH* (Linear Hashing) [15]. Both implement key search and 

have no centralized components. Resource discovery queries, in our system, are 

classified into intra-VO and inter-VO queries. The intra-VO discovery consists to 

apply the principle of locality by favoring the metadata discovery in a local VO 

through the efficient LH* routing system. Key based queries in LH*, in its LH*RS
P2P

 

versus, need at most two hops to find the target when the key search in a DHT needs 

O(log N) hops, N is the number of peers in the system [29]. In fact, super peers are 

not concerned by intra-VO queries unlike previous solutions as [31] which put super 

peers more under stress. Regarding Inter-VO queries, they are first routed to the 

reduced DHT overlay which permits to locate the gateway peer affected to the VO 

containing the resource to discover. Then, another LH*RS
P2P

 lookup is done in order to 
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discover metadata of this resource. The proposed solution takes also into account the 

continuous leaving and joining of nodes into the system (dynamicity properties of 

Grid environments). Only the arrival of a new VO requires the DHT maintenance. 

The connection/ disconnection of gateways do not require excessive messages 

exchanged between peers in order to maintain the system. This is done through a lazy 

system update which avoids high maintenance costs [14].  

    A simulation analysis evaluates performances of the proposed solution through 

comparison with previous solution performances. It shows the reduction of lookups 

costs especially for intra-VO queries. It also provides a significantly maintenance 

costs reduction, especially when peers frequently join/leave the system. The rest of 

the paper is structured as follows. Section 2 recalls hierarchical DHT and SDDS 

principles. Section 3 presents our resource discovery solution through the proposed 

protocol. It also describes the maintenance process. The simulation analysis study 

section shows the benefit of our proposition. Section 5 details related work. The final 

section contains concluding remarks and future works. 

2. Preliminaries  

2.1 Scalable Distributed Data Structure 

Scalable Distributed Data Structures (SDDS), designed for P2P applications, are a 

class of data structures for distributed systems that allow data access by key in 

constant time [29]. Many variant of SDDS were proposed. In this paper, we deal with 

LH*RS
P2P

 scheme which improves later LH* variants (LH*RS, LH*g…). We assume 

that the reader is familiar with a linear hashing algorithm LH* as presented in [15]. 

Each node stores records in a bucket which splits when the file grows. Every LH* 

peer node is both client and, potentially, data or parity server which interacts with 

application using the key based record search, insert, update or delete query or a scan 

query performing non key operations.  

    Each record in LH * is identified by its key whivh determines the record location 

according to the linear hashing Algorithm described in [29]. The file starts with one 

data bucket and one parity bucket. It scales up through data bucket splits, as the data 

buckets get overloaded. It can be occurred when a peer splits its data bucket. In old 

SDDS scheme, one peer acted as a coordinator peer. It was viewed as the single node 

knowing the correct state of the file or relation. However, [29] ameliorates this 

scheme. Split coordinator does not constitute a centralized node for the SDDS 

scheme. It intervenes only to find a new data server when a split occurs and never in 

the query evaluation process. Any other peer uses its local view ‘image’, which may 

be not adjusted, to find the location of a record given in the key based query. The peer 

server applies another algorithm LH*RS
P2P

 described in [29]. It first verifies whether 

its own address is the correct one. If needed, the server forwards this query. The query 

always reaches the correct bucket in this step. Then,  it sends an Image Adjustment 

Message (IAM) informing the initial sender that the address was incorrect and the 

sender adjusts its image reusing the LH* image adjustment algorithm described in 

[29]. Hence, the most important property here is that the maximal number of 
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forwarding messages for key-based addressing is one. Another advantage of using 

SDDS is the possibility to support range queries very well and the less vulnerability in 

the presence of high churn [29]. 

2.2 Principles of Hierarchical Distributed Hash Tables  

Structured systems such as DHT offer deterministic query search results within 

logarithmic bounds as sending message complexity. In systems based on DHT as 

Chord [25], Pastry [24] and Tapestry [33], the DHT protocol provides an interface to 

retrieve a key-value pair. Each resource is identified by its key using cryptographic 

hash functions such SHA-1. Each peer is responsible to manage a small number of 

peers and maintains its location information. In this paper, we have focused on a 

Pastry DHT system [24]. But, our method can be applied to other DHT systems. 

Pastry DHT system offers deterministic query search results within logarithmic 

bounds. It requires LogB (N) hops, where N is the total number of peers in the system 

and B typically equal to 4 (which results in hexadecimal digits). Pastry system also 

notifies applications of new peers arrivals, peer failures and recoveries. Unlike Chord 

peers, Pastry peer permits to easily locate both the right ad left neighbors in the DHT. 

These reasons motivate us to choose the Pastry routing system. Hierarchical DHT 

systems partition its peers into a multi level overlay network. Because a peer joins a 

smaller overlay network than in flat overlay, it maintains and corrects a smaller 

number of routing states than in flat structure. In such systems, one or more peers are 

often designated as super peers. They act as gateways to other peers organized in 

groups in second level overlay networks. Throughout this section, we interest to two 

previous hierarchical DHT solutions which we consider comparable to our solution. 

 

 

 

 

 

 

 

Fig. 1. SP-HDHT (left) and MG-HDHT (right) solutions. 

    In Fig. 1-left, super peers establish a structured DHT overlay network when 

second level peers (called leaf nodes) maintain only connection to their super peers. 

This corresponds to the Super Peer HDHT (SP-HDHT) solution [31]. However, [17] 

proved that this strategy can maintain super peers more under stress by maintaining 

pointers between super peers and their leaf nodes. Furthermore, a super peer stores 

information’s of all leaf nodes which it is responsible and acts as a centralized 

resource for them. Then, performances depend on the ratio between super peer’s 

number and the total number of peers in the system. Multi-Gateway Hierarchical 

DHT (MG-HDHT) solution [18] is another example of 2-levels hierarchy system 

having multiple gateways by VO (Fig. 1- right). The system forms a tree of rings 

(DHTs in this example). Typically, the tree consists of two layers, namely a global 
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ring as the root and organizational rings at the lower level. A group identifier (gid) 

and a unique peer identifier (pid) are assigned to each peer. Groups are organized in 

the top level as DHT overlay network. Within each group, nodes are organized as a 

second level overlay. This solution provides administrative control and autonomy of 

the participating organizations. Unlike efficient intra-organization lookups, inter-

organization lookups are expensive since the high maintenance cost of the several 

gateway peers. Hence, there is a trade-off between minimizing total network costs and 

minimizing the added overhead to the system. 

3. Resource Discovery through SDDS based Hierarchical DHT 

Systems 

A resource discovery is a real challenge in unstable and large scale environments. It 

constitutes an important step in the evaluation of a query in Grid environment [22]. 

The fact that users have no knowledge of the resources contributed by other 

participants in the grid poses a significant obstacle to their use. Hence, a centralized 

scheme forms naturally a bottleneck for the system [20]. The duplicated approach 

forces the update in every peer which will result in flooding the network. The 

distributed approach is more appropriate in such systems [19]. In this context, 

distributed Peer to Peer techniques are used to discover resources in data Grids. 

Furthermore, Grid environment is likely to scale to millions of resources shared by 

hundreds of thousand of participants. In consequence, the fact that peers frequently 

leave/join the system generates high maintenance costs especially on the presence of a 

churn effect. We have first study a flat DHT resource discovery solution. When one 

searches a peer responsible for some resource, the typical number of hops in DHT is 

O (logB(NT)) when NT is the total number of nodes in the system. However, value of 

NT can be a greater number and the maintenance of the DHT will be more complex. 

More, this solution does not take into account the autonomy of organizations. One 

solution to this problem is to deal with a super peer model. However, a super peer acts 

as a centralized resource for a number of peers which depend on the availability of the 

super peer. Also, a single point of failure of this peer constitutes a serious problem. 

We have study some previous hierarchical DHT solutions. Existing solution as [31] 

improves significantly the routing performance. But, complex algorithms are  suitable 

to manage connection between nodes and  performances depend on the ratio between 

super peers and total number of peers.  

3.1 Architecture 

 

Instead to adopt one of these solutions, we propose an SDDS based hierarchical DHT 

solution for resource discovery in data Grids. It aims to reduce both lookup and 

maintenance costs while minimizing overhead added to the system. Resource 

Discovery through our solution deals with two different classes of peers: gateways 

(called also super peers) and second-level peers. A Grid can be viewed as a network 
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composed of several, proprietary Grids, virtual organizations (VO) [11] as shown in 

Fig. 2. Every VO is dedicated to an application domain (e.g., biology, pathology) 

[14]. It permits to take into account the locality principle of each VO [10]. Within a 

VO, one peer is selected as a super peer. It acts as a gateway (or a proxy) for other 

peers, called second level peers, in the other VOs. Gateways communicate with each 

other through a DHT overlay network. Each of them knows, through the LH*RS
P2P

 

routing system, how to interact with all second level peers belonging to the same VO. 

In this context, [5] proved that a DHT lookup algorithm required only minor 

adaptations to deal with groups instead of individual peers. In order to make a 

resource in VOi visible through the top level DHT, hash join H is applied to this 

resource, when it joins the system, to generate a group identifier gid. Then, an other 

hash function h is applied to this resource in order to generate a peer identifier pid. 

This permits to associate each resource to its VO [17]. We may assume that gateway 

peers are relatively more stable than second level peers. In contrast, gateways 

establish a structured DHT based overlay when each VO -regrouping second level 

peers- is structured as an SDDS. We consider here the peers as homogenous. Recall 

also that we have not interesting on the assignment of a joining second level peer to 

an appropriate gateway, i.e., loads balancing. We defer these issues to future work. 

 

 

 

 

 

 

 

 

 

 
 

Fig. 2. SDDS based hierarchical DHT architecture. 

3.2 Resource Discovery Protocol 

In this section, we describe the resource discovery protocol used in the proposed 

SDDS-HDHT solution. Suppose that a second level peer pi Є VOi wants to discover a 

resource Res through a resource discovery query Q. Let the peer pJ the peer 

responsible for Res. Let Gpi the gateway peer responsible for VOi, Gpi_list the list of 

its neighbors in the top level DHT (e.g., the left and right neighbor) and Response the 

metadata of Res. Thus, a lookup request for Res implies locating the peer responsible 

for Res. Hence, we distinguish two scenarios classifying resource discovery queries:  

(i)  Peers pi and pj belong to the same VO. Then, the query Q corresponds to an 

intra-VO resource discovery query. 

(ii)  Peers pi and pj are in different VOs. Then, the query Q corresponds to an 

inter-VO resource discovery query. 
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    Intra-VO resource discovery queries are evaluated through a classical LH*RS
P2P

 

routing system which is completely transparent to the top level DHT. Generally, users 

often access data in their application domain, i.e. in their VO. In consequence, it is 

important to search metadata source first in the local VOi before searching in other 

VOs. This solution favors principle of locality [10]. Recall that finding a peer 

responsible of metadata of the searched resource requires only two messages. Finally, 

the peer pJ sends metadata describing Res (if founded) to pi, the peer initiator of Q. 

    When the researched resource Res is not available in the local VOi, resource 

discovery is required in other VOs. This corresponds to an inter-VO resource 

discovery process. Before introducing the resource discovery process, let’s recall that 

we have defined a certain period of time (e.g. Round- Trip Time RTT) as in [21]. The 

manner in which the RTT values are chosen during lookups can greatly affects 

performances under churn. [23] has demonstrates that a RTT is a significant 

component of lookup latency under churn. In fact, requests in peer to peer systems 

under a churn are frequently sent to a peer that has left the system. At the same time, 

A DHT rooting has several alternate paths to complete a lookup. This is not the case 

when a failure concerns the gateway peer. In our solution, a RTT is mainly useful to 

maximize time to discover resources when a failure occurred in a gateway peer. In 

this case, pi do not expect indefinitely. When RTT is exceeded, it considers that Gpi is 

failed and consults the gateway neighbours list Gpi_list received in the connection 

step. Then, pi sends its query to one of the peers founded in Gpi_list. Let’s recall that 

in the connection step of any gateway peer Gpi, this latter sent its list neighbors 

Gpi_list to p0 in its VO. Then, p0 forwards Gpi_list to all other second level peers. It i 

the nearest second level peer s done just on the connection step.   

    Let now examine an inter-VO lookup cost in SDDS-HDHT solution. When Res is 

not found in VOi, the query is propagated to the gateway Gpi. The localisation of the 

gateway responsible for the VOJ containing Res requires LcG=O(logB(NG)) hops. 

After that, another lookup through the LH*RS
P2P

 routing system is required to search 

metadata of Res in VOJ. It requires two additional hops at most. Then, the total lookup 

cost for an inter-VO resource discovery query is Lc=O(logB(NG))+4 messages. In 

summary, the resource discovery process is defined in four steps:  

(i) The peer pi routed the query to the gateway Gpi. If a Gpi failure is detected 

(RTT is elapsed), it requests one neighbor of Gpi, already received.  

(ii) Once the query reaches a gateway peer Gpi, a hash function H is applied to 

Res in order to discover the gateway responsible for the VO that containing 

Res. The query arrives at some GpJ. This is valid whenever a resource, 

matching the criteria specified in the query, is found in some VOJ.  

(iii)  Using the LH*RS
P2P

 routing system in the founded VOJ, GpJ routes the query 

to the peer pJ Є VOJ that is responsible for Res.  

     (iv)     Metadata of Res are sent to Gpj which forward it to pi via the reversing path. 

3.3 System Maintenance 

The continuous leaving and entering of nodes into the system is very common in Grid 

systems (dynamicity proprieties). In consequence, updating the system is required. 

Peer departures can be divided into friendly leaves and peer failures. Friendly leaves 
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enable a peer to notify its overlay neighbors to restructure the topology accordingly. 

Peer failures possibility seriously damages the structure of the overlay with data loss 

consequences. Remedying this failure generates additional maintenance cost. In 

structured peer-to-peer systems, such as Pastry [24] used in our system, the 

connection / disconnection of one peer generates 2B*LogB(NT) messages [24]. 

Furthermore, the maintenance can concern the connection/ disconnection of one or 

more peers. Throughout this section, we explore the different factors that affect the 

behavior of hierarchical DHT under churn (super peer failure addressing, timeouts 

during lookups and proximity neighbor selection) [23]. Then, we discuss the 

connection/ disconnection of both gateways and second level peers. 

Second Level Peer Connection/ Disconnection. The connection/ disconnection of a 

second level peer pi do not affect lookups in other peers except the possible split of a 

bucket if this latter gets overloaded. Let’s discuss the only one required maintenance. 

When pi joins some VOi, it asks its neighbor about Gpi_list. In consequence, only two 

messages are required. This process avoid that several new arrival peers asked 

simultaneously the same gateway which can constitute a bottleneck as in SP-HDHT 

solution. In other terms, when a new second level peer arrives, it searches its gateway 

(only one) and neighbors of this one. This process permits also to reduce messages 

comparing to the complex process in the MG- HDHT solution in which the new 

second level peer should retrieve all gateways. 

Gateway Peer Connection/ Disconnection. For this aim, we propose a protocol in 

order to reduce the overhead added to the system. When a gateway peer connection/ 

disconnection occur, we distinguish two types of maintenance: (i) maintenance of the 

DHT and (ii) maintenance of the neighbour’s lists. We will not discuss the first 

maintenance since it corresponds to a classical DHT maintenance [25].  In the other 

hand, without any maintenance protocol, a disconnection or a failure of a gateway 

peer paralyzes access to all second level peers which is responsible for them. 

Addressing this failure generates additional maintenance cost. Before describing the 

maintenance process, let’s analyze the connection of a gateway peer Gpi to VOi. 

(i) Gateway peer Gpi sent its list neighbors Gpi_list (the left and right 

neighbor) to the nearest second level peer p0 in VOi. 

(ii) Peer p0 contacts peers in Gpi_list to inform them about its existence (in 

order to have an entry to VOi in the case of Gpi failure).  

(iii) Peer p0 sent this list to all second level peers in VOi via a multicast 

message. Recall that other second level peers do not report their existence 

to neighbors of Gpi. 

    Recall also that this process is done just once at the initial connection of Gpi and 

only p0 periodically executes a Ping/Pong algorithm with iGpi. It sends a Ping 

message to Gpi and this one answers with a Pong message in order to detect any 

failure in Gpi. Let us discuss the case of a gateway failure/ update. When Gpi is 

replaced by another, the process of maintenance (after the DHT maintenance) is: 

(i) The new gateway GpNew contacts the nearest (only one) second level peer 

p0 and gives him its neighbor’s list GpNew_list. 

(ii) Peer p0 inform peers in GpNew_list about its existence. But, it does not 

inform other second level peers about GpNew_list (lazy update). 

    Remark that the peer p0 do not sent description of the new gateway peer GpNew and 

its updated GpNew_list to other second-level nodes at this moment. A lazy update is 
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adopted. When Gpi does not respond after a RTT period, a second level peer consults 

its old Gpi_list to reach other VOs. Thus, it rejoins the overlay network in spite of a 

gateway failure. The update of this list is done during the reception of the resource 

discovery result as in [14]. Also, a failure of p0 does not paralyze the system since the 

new gateway peer always contacts its nearest second level peer. The entry to the VO 

can also be done through peer p0 since this one reported its existence in the 

connection step. This process allow a robust resource discovery process although the 

presence of dynamicity of peers. This is not the case in MG-HDHT solution when 

failures of all gateways in some VO paralyze the input/ output to/ from this VO. 

Recall also that one of the limitations that our solution suffers from: the failure of 

both a gateway peer and its neighbors in Gpi_list.  A solution consists on enrich the 

neighbors list of the any gateway node. 

4. Performance Analysis 

Experimental results based on a simulation of the suggested resource discovery 

solution are presented in this section. We based on a virtual network as 10000 nodes 

to prove the efficiency of our solution in large grid networks. We deal with a 

simulated environment since it is difficult to experiment thousands of nodes organized 

as virtual organization in a real existing platform as Grid’5000 [8]. We based our 

experiments on a platform having four features: (i) emulation of nodes, ii) emulation 

of network, (iii) using FreePastry [4], one implementation of the Pastry DHT and (iiii) 

LH*RS
P2P

 SDDS prototype implemented by Litwin’s team in Dauphine University [2]. 

Variables used bellows are defined as follows: NT is the number of nodes in the 

system, NG the number of super peers, NSL the number of second level nodes and α 

the super peer ratio. It is the ratio between gateways and the total number (NG= α. 

NT). Key of the discovered resource corresponds to a relation name in our 

experiments. For the detection of failed peers, we set a TTL to 1 sec. We simulate 

performances of (a) a flat DHT solution in order to measure the benefits  hierarchical 

systems and previous hierarchical DHT solution b) SP-HDHT solution [31] in which 

gateways establish a DHT overlay network when each leaf peers maintains a 

connection to its gateway, (c) MG-HDHT solution in which several gateways are 

maintained between hierarchical levels. Then, we compare theirs performances. 

    Throughout this section, we deal with three classes of experiments: (i) Lookup 

performances experiments in which we interest to elapsed times which includes the 

query processing and communication costs. (ii) maintenance overhead experiments in 

which we simulate a join/leave peers scenario and interest to the required update 

messages and (iii) experiments to find the optimal ratio between gateway and second 

level peers in order to evaluate the impact of the gateway ratio in performances. For 

this aim, we have varied NG but the total number of peers always stay constant. 

4.1 Lookup Performances Analysis  

First experiments simulate a flat DHT solution in which all peers run a DHT protocol. 

Thus, specify the equivalence between such systems and SDDS-DHT systems when 
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NT/NG=1. When we nalyze the hops number required to discover one resource in both 

solutions, our results are always better when it concerns an intra-VO resource 

discovery query. In fact, LH*RS
P2P

 lookup requires a maximum of two (2) messages 

when this number is always logB(NT) in flat DHT solutions. For inter-Vo queries, we 

have showed in last sections that the theoretically worse case corresponds to 

O(logB(NG))+4 hops with SDDS-HDHT scheme. By a simple calculation, we deduce 

that flat DHT performances are better when our DHT overlay is composed by more 

than 1000 gateways. In other terms, from 10 leaf peers/VO (α<1%), our results are 

better. This is due to the fact that adding new second level peers do not influences 

LH*RS
P2P

 lookup performances. However, these results correspond to theoretical 

numbers of hops for only one resource discovery query. In the case of simultaneous 

resource discovery messages, the results should take into account that all messages 

are forward to the same gateway (in one VO). This generates some congestion in this 

peer. To confirm this, we have experiment systems with (i) 2000 gateways (5 leaf 

peers/ VO, α=20%) and (ii) 500 gateways (20 leaf peers/VO, α=5%). We also interest 

to the number of simultaneous resource discovery queries. It is useful since it shows if 

the SDDS-HDHT solution is also scalable in the presence of high number of 

messages. Fig. 3-left shows elapsed response times for resource discovery queries 

(intra and inter-VO queries). It confirms that our performances are always better when 

queries constitute intra-VO resource discovery queries. Elapsed response times are 

50% better than flat DHT solution. This is due to the reason mentioned above. Let 

analyze performances of inter-VO queries. When we experiment with α=20%, 

performances are almost similar for a reduced simultaneous discovery queries. But, 

elapsed responses time increase from 20 queries/sec. It is due to the fact that all 

queries transit by the same gateway in each VO. However, a great leaf peers number 

(α=5%) improves significantly our performances which are better. The save is close 

10% compared to the flat DHT solution in spite of the simultaneous messages. It 

provides from the gain in the DHT lookup. In fact, the probability to find the searched 

resource in a local VO is greater. 

    

 

 

 

 

 

 

 

 

Fig. 3. SDDS-HDHT performances vs. Flat DHT (left) and SP-HDHT (right) performances 

    We have also compared our results to both SP-HDHT and MG-HDHT results. [31] 

proved that best performances are obtained with small number of gateways. We 

simulate a network with 100 VOs (with 100 level peers/ VO). Fig. 3-right shows that 

the SP-HDHT solution is slightly better for intra-VO queries when less simultaneous 

messages are used. From 70 messages/ second, our solution is 10% better than SP-

HDHT solution. We explain this by the fact that intra-VO lookups are done without 
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any gateway peer intervention when a bottleneck is generated in each gateway in the 

compared SP-HDHT solution. This is the reasons why the simultaneous messages 

influenced significantly the SP-HDHT results. We remark that the average response 

time is almost constant when we have several simultaneous messages in both SDDS-

HDHT and MG-HDHT solution. We conclude that the save can be better if we 

experiment with great number of simultaneous discovery queries. Note that these 

experiments do not include the more costly connection step. 

    For inter-V0 queries, simultaneous resource discovery queries influences 

performances of both solutions. Bottleneck is generated since all queries transit by the 

same gateway peer which increases response times in SP-HDHT and SDDS-HDHT 

solutions. Then, SP-HDHT results are slightly better when we have less than 70 

messages per second. From this value, results are almost close for the two solutions 

with slight advantage to SDDS-HDHT solution since intra-VO queries always 

precede inter-VO queries. We conclude that in inter-VO queries, we have dependence 

between performances and simultaneous queries for these two solutions. The same 

impact is observed with a reduced gateway ratio α. In the other hand, performances of 

MG-HDHT solution are better (rate of 5%) especially for high simultaneous messages 

since queries are propagated through the several gateways in the same VO.  

4.2 Maintenance Analysis 

We measure the impact of the join/ leave peers in the system. We interest to the total 

messages number required when a peer joins/leaves the network. We tabulate churn in 

an event-based simulator which processes transitions in state (down, available, and in 

use) for each peer as in [7]. We simulate a churn phase in which several peers join 

and leave the system but the total number of peers NT stays appreciatively constant. 

The maintenance costs are measured by the number of messages generated to 

maintain the system when peers join/leave the system.  

    Lets a system with a peers distribution as {NG=100 and 100 peers/ VO}. This 

configuration corresponds to average results in inter-VO discovery queries 

performances. In these experiments, when a number of new connections/ 

disconnections exceed 20 peers, 10% of them concern gateway peers. Fig. 4-left 

shows the impact of peers connection/ disconnection in the total messages number in 

the system. Flat DHT solution generates the greater number of messages in the 

connection /disconnection of peers. Compared to our solution, the messages number 

ratio is 1.1 (resp 4.5) for the connection of one leaf peer (resp 100 peers). It is clear 

that maintaining a flat DHT generates greatest costs especially when several peers 

join/leave the system. When a gateway join/leave the system in our solution,  it 

generates 2BLogB(NG) messages. It corresponds to only two messagse for a 

connection of a second level peer and three messages for a connection of a new 

gateway without any update in the gateway’s DHT. We compare these results to the 

SP-HDHT performances. The numbers of update messages are closes when we have 

only second level peers connections/disconnections. It corresponds to the case when 

less than 10 peers join the system. In fact, all new peers must contact their super peer 

in SP-HDHT solution. Increasing the number of connection/ disconection of second 

level peers can generates a bottleneck. Our solution offers a significant maintenance 
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cost gain when the update occurs in gateways. As the number of gateways connection 

increase as the gain is important since the required update messages is less with our 

solution. The save is 59% for the connection of 90 leaf peers and 10 gateways. 

Certainly, update DHT messages concern both solutions. But, in the SP-HDHT 

solution experiments, the new gateway establishes connections with all its leaf nodes. 

It is also the case in the MG-HDHT solution. The fact that new second level peers in 

MG-HDHT must contact several gateways generates additional messages.  It is not 

the case in our solution. A new second level peer contacts only its neighbour and the 

connection of a new gateway generates only two additional messages. 

    

 

 

 

 

 

 

 

 

 

 

 

    We also experiment the impact of the percentage of the gateways arrival/ departure 

in the total response time as shown in Fig. 5. It corresponds to resource discovery 

process under a high churn. When only 5% of gateways are replaced by other 

gateways, MG-HDHT solution has slightly better results than SDDS-HDHT 

performances. However, when this percentage increases, SDDS-HDHT performances 

remain stable since second level peers used the gateway neighbor’s list to reach other 

gateways in the DHT when they used, in MG-HDHT solution, the other not failed 

gateways in the same VO pending the update of the new gateways. From 25% 

gateways connection/ disconnection in the system, MG-HDHT curve increase 

significantly. Recall that we have deliberately ensured that not all gateways in the 

same VO are failed in MG-HDHT solution. Otherwise, a second level peer in some 

VOi will be not able to contact any gateway of other VOj (i≠j) until. It is not the case 

in our solution in which second level peers can use the Gpi_list. But, recognize that if 

all peers in the Gpi_list failed, consequences are also the same as above.  

4.3 Impact of the Gateway Ratio in Performances 

Through these experiments, our goal is to determine optimal configurations on the 

three compared solutions. In first experiments, without any peer arrival/departure to 

the system, a centralized overlay network with only one super peer in SP-HDHT 

solution generates the lowest traffic costs. The reason is that only lookup and Ping/ 

Pong messages are exchanged between the super peer and its second level nodes. 

Also, same performances are obtained with the configuration (α=100%) in the three 

experimented solution since all peers participate in a flat DHT overlay. If the number 
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of gateways increases (NG>1), we notice increased lookup costs for the three 

compared solution. This cost is most important in SDDS-HDHT and SP- HDHT 

solution, mostly caused by the bottleneck in the only one gateway. Indeed, it is due to 

the fact that all queries transit by the same gateway when the several gateways are 

less in stress on the MG-HDHT solution. This cost decrease from α=20% in the SP-

HDHT and SDDS-HDHT solutions. It is from α=10% in the MG-HDHT solution. We 

conclude that MG-HDHT solution constitutes the better solution when we have not or 

very little departures/ arrivals of peers in the system. Good performances obtained 

from α=10% with our solution. We also deal with experiments taking into account the 

arrival/ departure of peers to the system. We deal with the connection/ disconnection 

of 10% of the gateways in the system and 10% of second level nodes in each VO. 

From α=1%, the maintenance cost of the MG-HDHT solution is always the most 

important since each gateway inform all its second level nodes in each arrival/ 

departure. It is also the case with the SP- HDHT solution with better results. This is 

not the case in SDDS- HDHT which has the best results with Ubetween 1 and 50%. It 

is due to the fact that second level nodes used a lazy update to update their neighbor’s 

gateway list. For each value of α between 1 and 50%, the SDDS-HDHT solution 

generates the lowest total cost. It is valuable for the case when the major maintenance 

cost is generated by the departure/ arrival of second level nodes but also for the case 

when the departure/ arrival of gateways constitutes the major maintenance cost. We 

conclude that the best results are of SDDS-HDHT solution are obtained with 

α ∈ [1%, 20%] which is close to real grid systems with several VOs. 

5. Related Work 

Many research works [5], [6], [12], [17], [18] and [31] presented advantages of 

hierarchical DHT systems based on the super peer concept. However, most of them 

add a significant overhead to the system. [5] proposed a two-tier hierarchy using 

chord for the top level to reduce the lookup costs, but only with the goal of improving 

performance of the overlay network routing. [28] demonstrated the high maintenance 

state needed (memory, CPU and bandwidth) when all peers in the overlay are 

attached to different levels of the hierarchy. [18] explored the using of multiple Chord 

systems in order to reduce latency of lookups. Nevertheless, it neglects the churn 

effects. [31] gives a cost-based analysis of hierarchical P2P overlay network with 

super peers forming DHT and leaf nodes attached to them. However, super peers are 

put more under stress for both intra and inter-VO resource discovery queries 

especially if the leaf nodes number increase. Moreover, performances depend on the 

ratio between super peer’s number and the total number of peers in the system. [12] 

presented a two-layer structure ‘Chord2’ to reduce maintenance costs in Chord. The 

lower layer is the regular Chord ring when the upper layer is a ring for maintenance 

constructed from super peers. On the other hand, several algorithms [7], [9], [16], [23] 

and [32] were proposed to resolve these problems. We cite the Bamboo protocol [23] 

designed to handle networks with high churn efficiently and the self organizing 

distributed algorithm [32] in which all decisions taken by the peers are based on their 

partial view in the sense that the algorithm became fully decentralized and 
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probabilistic. Hence, there is trade-off between minimizing total network costs and 

minimizing the added overhead to the system. For these reasons, we have proposed to 

combine DHT and SDDS structures in order to minimize these costs without 

excessive overheads. 

6. Conclusion and Future Works 

We have proposed a hierarchical DHT solution for data sources discovery in data 

Grid systems. It deals with both the reduction of lookup costs and the managing of 

churn while minimizing additional overhead to the system. It also takes into account 

the content/path locality of organizations in Grids. Our solution combines DHT 

systems to scalable distributed data structures SDDS in its LH*RS
P2P

 variant. Only 

fewer nodes are mapped on a DHT. Each of them acts as a super peer for leaf-nodes 

and can serves a Virtual Organization (VO), structured as an SDDS, in a Grid. The 

first contribution is the improvement of lookup query complexity to discover 

metadata of any data source especially for intra-VO queries since these queries are 

transparent to the top level DHT lookup. Also, only the arrival of a new VO requires 

the DHT maintenance. Our solution addresses also other super peer problems as a 

single point of failure by using a minimum of messages. In fact, leaf nodes update 

theirs super peer neighbours during resource discovery queries. The performance 

analysis shows the benefit of our proposition through comparisons of our 

performances to those of previous solutions. It shows the improvement of lookup 

query performances especially when we have an important number of simultaneously 

resource discovery messages. It also shows a significantly maintenance saves 

especially in presence of dynamicity of nodes. 

    Our method can be useful in large scale grid environment since our solution 

generates less traffic network. Further work includes more performance studies in 

more realistic large grid environments with a high number of nodes. Also, we would 

like include more realistic models of churn as to scale traces of sessions times [3] 

collected from deployed networks to produce a range of churn rates with a more 

realistic distribution. Also, we would like to study the effects of alternate routing table 

neighbours as in [33].  
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Abstract. Reasoning is one of the essential tools of the modern Semantic Web. 
A number of applications for resource discovery on the Web such as random 
indexing enjoy a prominent place in face of the novel Semantic Web Reasoning 
trends. However, the reasoning algorithms are dealing with significant chal-
lenges when scaled up to the problem sizes addressed by the modern Semantic 
Web application. As such, they are not well-optimized to be applied to the 
emerging Internet-scale knowledge bases. We introduce a solution to building 
highly efficient and scalable reasoning applications based on the Large Knowl-
edge Collider – a service-oriented incomplete reasoning platform breaking the 
scalability barriers of the existing solutions. We discuss the application of in-
complete reasoning for the resource discovery tasks and demonstrate a service-
oriented realization for the query expansion and subsetting algorithms based on 
the random indexing knowledge extraction technique. 

Keywords: Random Indexing, Semantic Web Reasoning, Large Knowledge 
Collider. 

1 Introduction 

The large- and internet-scale data applications is a primary challenge for the Semantic 
Web, and in particular for reasoning algorithms, used for processing exploding vol-
umes of data, exposed currently on the Web. Reasoning is the process of making im-
plicit logical inferences from the explicit set of facts or statements, which constitute 
the core of any knowledge base. The key problem for most of the modern reasoning 
engines such as Jena [1] or Pellet [2]  is that they can not efficiently be applied for the 
real-life data sets that consist of tens, sometimes of hundreds of billions of triples (a 
unit of the semantically annotated information), which can correspond to several 
petabytes of digital information. Whereas modern advances in the Supercomputing 
domain allow this limitation to be overcome, the reasoning algorithms and logic need 
to be adapted to the demands of rapidly growing data universe, in order to be able to 
take advantages of the large-scale and on-demand infrastructures such as high per-
formance computing or cloud technology. On the other hand, the algorithmic princi-

67



pals of the reasoning engines need to be reconsidered as well in order to allow for 
very large volumes of data. Service-oriented architectures (SOA) can greatly contrib-
ute to this goal, acting as the main enabler of the newly proposed reasoning tech-
niques such as incomplete reasoning [3]. This paper focuses on a service-oriented 
solution for constructing Semantic Web applications of a new generation, ensuring 
the drastic increase of the scalability for the existing reasoning applications, as elabo-
rated by the Large Knowledge Collider (LarKC)1 EU project.  

The paper is organized as follows. In Section 2, we collect our consideration to-
wards enabling the large-scale reasoning and its application for the resource discovery 
tasks.  In Section 3, we discuss LarKC – a service-oriented platform for development 
of fundamentally new reasoning application, with much higher scalability barriers as 
by the existing solutions. In Section 4, we introduce some successful resource discov-
ery applications implemented with LarKC, such as Random Indexing. In Section 5, 
we discuss our conclusions and highlight the directions for future work in highly scal-
able semantic reasoning. 

2 Semantic Reasoning on the Web Scale 

Despite the majority of data on the Web is available as an unstructured text, e.g. gen-
erated from the content kept in RDBM, the application areas of the modern Semantic 
Web spawn a wide range of domains, from social networks to large-scale Smart Cities 
projects in the context of the future internet [4][5]. However, data processing in such 
applications goes far beyond a simple maintenance of the collection of facts; based on 
the explicit information, collected in datasets, and simple rule sets, describing the 
possible relations, the implicit statements and facts can be acquired from those data-
sets.  

Many data collections as well as application built on top of them allow for rule-
based inferencing to obtain new, more important facts. The process of inferring logi-
cal consequences from a set of asserted facts, specified by using some kinds of logic 
description languages (e.g., RDF/RDFS and OWL2), is in focus of semantic reason-
ing. The goal is to provide a technical way to determine when inference processes is 
valid, i.e., when it preserves truth.  This is achieved by the procedure which starts 
from a set of assertions that are regarded as true in a semantic model and derives 
whether a new model contains provably true assertions. 

The latest research on the Internet-scale Knowledge Base Technologies, combined 
with the proliferation of SOA infrastructures and cloud computing, has created a new 
wave of data-intensive computing applications, and posed several challenges to the 
Semantic Web community. As a reaction on these challenges, a variety of reasoning 
methods have been suggested for the efficient processing and exploitation of the se-
mantically annotated data. However, most of those methods have only been approved 
for small, closed, trustworthy, consistent, coherent and static domains, such as syn-
thetic LUBM [6] sets. Still, there is a deep mismatch between the requirements on the 

                                                           
1  http://www.larkc.eu/ 
2  http://www.w3.org/TR/owl-ref/ 
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real-time reasoning on the Web scale and the existing efficient reasoning algorithms 
over the restricted subsets.  

Whereas unlocking the full value of the scientific data has been seen as a strategic 
objective in the majority of ICT- related scientific activities in EU, USA, and Asia 
[7], the “Big Data” problem has been recognized as the primary challenger in seman-
tic reasoning [8][9]. Indeed, the recent years have seen a tremendous increase of the 
structured data on the Web with scientific, public, and even government sectors in-
volved. According to one of the recent IDC reports [10], the size of the digital data 
universe has grown from about 800.000 Terabytes in 2009 to 1.2 Zettabytes in 2010, 
i.e. an increase of 62%. Even more tremendous growth should be expected in the 
future (up to several tens of Zettabytes already in 2012, according to the same IDC 
report [10]). 

The “big data” problem makes the conventional data processing techniques, also 
including the traditional semantic reasoning, substantially inefficient when applied for 
the large-scale data sets. On the other hand, the heterogeneous and streaming nature 
of data, e.g. implying structure complexity [11], or dimensionality and size [12], 
makes big data intractable on the conventional computing resource [13]. The problem 
becomes even worse when data are inconsistent (there is no any semantic model to 
interpret) or incoherent (contains some unclassifiable concepts) [14]. 

The broad availability of data coupled with increasing capabilities and decreasing 
costs of both computing and storage facilities has led the semantic reasoning commu-
nity to rethink the approaches for large-scale inferencing [15]. Data-intensive reason-
ing requires a fundamentally different set of principles than the traditional mainstream 
Semantic Web offers. Some of the approaches allow for going far beyond the tradi-
tional notion of absolute correctness and completeness in reasoning as assumed by the 
standard techniques. An outstanding approach here is interleaving the reasoning and 
selection [16].  The main idea of the interleaving approach (see Fig. 1a) is to intro-
duce a selection phase so that the reasoning processing can focus on a limited (but 
meaningful) part of the data, i.e. perform incomplete reasoning. 

 

       

                                    a)                    b) 

Fig. 1. Incomplete reasoning, the overall schema (a) and the service-oriented vision (b) 
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As discussed before, the standard reasoning methods are not valid in the existing 
configurations of the Semantic Web. Some approaches, such as incomplete reasoning, 
offer a promising vision how a reasoning application can overcome the “big data” 
limitation, e.g. by interleaving the selection with the reasoning in a single “work-
flow”, as shown in Fig. 1a. However the need of combining several techniques within 
a single application introduces new challenges, for example related to ensuring the 
proper collaboration of team of experts working on a concrete part of the workflow, 
either it is identification, selection, or reasoning. Another challenge might be the 
adoption of the already available solutions and reusing them in the newly developed 
applications, as for example applying selection to the JENA reasoner [1], whose 
original software design doesn’t allow for such functionality. The SOA approach can 
help eliminate many of the drawbacks on the way towards creating new, service-
based reasoning applications. Supposed that each of the construction blocks shown in 
Fig. 1a is a service, with standard API that ensures easy interoperability with the other 
similar services, quite a complex application can be developed by a simple combina-
tion of those services in a common workflow (see Fig. 1b).  

Resource discovery is an essential feature of the Semantic Web, which involves 
tasks of decentralized and autonomous control, distributed service discovery etc. Rea-
soning can greatly contribute to solving these issues by for example improving the 
fine-grained service matchmaking, resource ranking, etc. in typical resource discovery 
workflows [29]. 

Although utilizing reasoning in the resource discovery workflows is not a new con-
cept for the Semantic Web [17][18], there was quite a big gap in realizing the single 
steps of the reasoning algorithms (Fig. 1b) as a service. This was due to many rea-
sons, among them complexity of the data dependency management, ensuring interop-
erability of the services, heterogeneity of the service’s functionality. Realizing a sys-
tem where a massive number of parties can expose and consume services via ad-
vanced Web technology was also a research highlight for Semantic Web. An example 
of very successful research on offering a part of the semantic reasoning logic as a 
service is the SOA4ALL3 project, whose main goal was to study the service abilities 
of development platforms capable of offering semantic services. Several useful ser-
vices wrapping such successful reasoning engines as IRIS [19] and several others had 
been developed in the frame of this project. Nevertheless, the availability of such 
services is only an intermediate step towards offering reasoning as a service, as a lot 
of efforts were required to provide interoperability of those services in the context of 
a common application.  Among others, a common platform is needed that would al-
low the user to seamlessly integrate the service by annotating their dependencies, 
manage the data dependencies intelligently, being able to specify parts of the execu-
tion that should be executed remotely, etc.  

An outstanding effort to develop such a platform was performed in the LarKC 
(Large Knowledge Collider) [20] project. In the following sections, we discuss the 
main ideas, solutions, and outcomes of this project. 

 

                                                           
3  http://www.soa4all.eu/ 
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3 Large Knowledge Collider Approach 

In order to create a technology for creation of trend-new applications for large-scale 
reasoning, several leading Semantic Web research organizations and technological 
companies have joined their efforts around the project of the Large Knowledge Col-
lider (LarKC), supported by the European Commission. The mission of the project 
was to set up a distributed reasoning infrastructure for the Semantic Web community, 
which should enable application of reasoning far beyond the currently recognized 
scalability limitations [22], by implementing the interleaving reasoning approach. The 
current and future Web applications that deal with “big data” are in focus of LarKC. 

The LarKC’s design has been guided by the primarily goal to build a scalable plat-
form for distributed high performance reasoning. Fig. 2 shows a conceptual view of 
the LarKC platform’s architecture and the proposed development life-cycle. The ar-
chitecture was designed to holistically cover the needs of the three main categories of 
users – semantic service (plug-in) developers, application (workflow) designers, and 
end-users internet-wide. The platform’s design ensures a trade-off between the flexi-
bility and the performance of applications in order to achieve a good balance between 
the generality and the usability of the platform by each of the categories of users.  

Below we introduce some of the key concepts of the LarKC architecture and dis-
cuss the most important platform’s services and tools for them. 
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Fig. 2. Architecture of LarKC. 
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1. Plug-ins 

Plug-ins are standalone services implementing some specific parts of the reasoning 
logic as discussed previously, whether it is selection, identification, transformation, or 
reasoning algorithm, see more at [21]. In fact, plug-ins can implement much broader 
functionality as foreseen by the incomplete reasoning schema (Fig. 1), hence enabling 
the LarKC platform to target much wider Semantic Web user community as originally 
targeted, e.g. for machine learning or knowledge extraction. The services are referred 
as plug-ins because of their flexibility and ability to be easily integrated, i.e. plugged 
into a common workflow and hence constitute a reasoning application. To ensure the 
interoperability of the plug-ins in the workflows, each plug-in should implement a 
special plug-in API, based on the annotation language [23]. Most essentially, the API 
defines the RDF schema (set of statements in the RDF format) taken as input and 
produced as output by each of the plug-ins. The plug-in development is facilitated by 
a number of special wizards, such as Eclipse IDE wizard or Maven archetype for 
rapid plug-in prototyping. The ready-to-use plug-ins are uploaded and published on 
the marketplace – a special web-enabled service offering a centralized, web-enabled 
repository store for the plug-ins4. 

 

2. Workflows 

The workflow designers get access to the Marketplace in order to construct a work-
flow from the available plug-ins, combined to solve a certain task. In terms of LarKC, 
workflow is a reasoning application that is constructed of the (previously developed 
and uploaded on the Marketplace) plug-ins. The workflow’s topology is characterised 
by the plug-ins included in the workflow as well as the data- and control flow connec-
tions between these plug-ins.  

The complexity of the workflow’s topology is determined by the number of in-
cluded plug-ins, data connections between the plug-ins (also including multiple splits 
and joins such as in Fig. 3a or several end-points such as in Fig. 3b), and control flow 
events (such as instantiating, starting, stopping, and terminating single plug-ins or 
even workflow branches comprising several plug-ins). Same as for plug-ins, the input 
and output of the workflow is presented in RDF, which however can cause compati-
bility issues with the user’s GUI, which are not obviously based on an RDF-compliant 
representation. In order to confirm the internal (RDF) dataflow representation with 
the external (user-defined) one, the LarKC architecture foresees special end-points, 
which are the adapters facilitating the workflow usage in the tools outside of the 
LarKC platform. Some typical examples of end-points, already provided by LarKC, 
are e.g. SPARQL end-point (SPARQL query as input and set of RDF statements as 
output) and HTML end-point (HTTP request without any parameters as input and 
HTML page as output). 

For the specification of the workflow configuration, a special RDF schema was 
elaborated for LarKC, aiming at simplification of the annotation efforts for the work-

                                                           
4  Visit the LarKC Plug-in Marketplace at  http://www.larkc.eu/plug-in-marketplace/ 
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flow designers. Fig. 4a shows a simple example of the LarKC workflow annotation. 
Creation of the workflow specification can greatly be simplified by using upper-level 
graphical tools, e.g. Workflow Designer that offers a GUI for visual workflow con-
struction (Fig. 4b) [28]. The elaborated schema makes specification of the additional 
features such as remote plug-in execution extremely simple and transparent for the 
users and can be used for tuning the front-end graphical interfaces of the applications 
to adapt them to the user needs. 

 

a) 

 

b) 

Fig. 3. Examples of LarKC workflows: a) workflow with non-trivial branched dataflow (con-
taining multiple splits/joins), b) workflow with multiple end-points 
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a) 

 

b) 

Fig. 4.  Further example of LarKC workflows: a) RDF schema for workflow annotation, b) 
Workflow Designer GUI with the specification of the remote host 
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3. Applications 

Workflows are already standalone applications that can be submitted to the plat-
form and executed by means of such tools as Workflow Designer discussed above. 
Nevertheless, workflows can also be wrapped into much more powerful user inter-
faces, adapted to the needs of the targeted end-user communities, e.g. Urban Comput-
ing [24], and using LarKC as a back-end engine. The service-oriented approach 
makes possible hiding the complexity of the LarKC platform, by enabling its whole 
power to the end-users through such interfaces. We present an exemplarily LarKC 
application in Section 4. 

 

4. Platform services 

All above-described activities related to plug-in creation, workflow design, and ap-
plication development are facilitated by an extensive set of the platform services, as 
shown in Fig. 2. A detailed description of the main LarKC services can be found in 
our previous publication [21]. 

4 Application Scenario – Random Indexing 

Random indexing [25] is a distributional statistic technique used in resource discovery 
for extracting semantically similar words from the word co-occurrence statistics in the 
text data, based on high-dimensional vector spaces (Fig. 5).  

Random indexing offers new opportunities for a number of large-scale Web appli-
cations performing the search and reasoning on the Web scale [26]. Prominent appli-
cation using random indexing is subsetting  (Fig. 6a) and query expansion (Fig. 6b).  

 

Fig. 5. Schema of the co-occurrence statistical analysis of text corpora. 
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      a)             b) 

Fig. 6. Application of Random Indexing: a) subsetting b) query expansion. 

Query expansion [30] is used in information retrieval with the aim to expand the 
document collection returned as a result to a query, thus covering the larger portion of 
the documents. Subsetting (also known as selection) [31], on the contrary, deprecates 
the unnecessary items from a data set in order to achieve faster processing. Both pre-
sented problems are complementary, as change properties of the query to best adapt it 
to the search needs. 

The main complexity of the random indexing algorithms lies in the following: 

• High dimensionality of the underlying vector space.  

A typical random indexing search algorithm performs traversal over all the entries of 
the vector space. This means, that the size of the vector space to the large extent de-
fines the search performance. The modern data stores, such as Linked Life Data or 
Open Phacts consolidate many billion of statements and result in vector spaces of a 
very large dimensionality. Random indexing over such large data sets is computation-
ally very costly, with regard to both execution time and memory consumption. The 
latter is of especial drawback for use of random indexing packages on the mass com-
puters. So far, only relatively small parts of the Semantic Web data have been indexed 
and analyzed.  

• High call frequency.  

Both indexing and search over the vector space is typically a one-time operation, 
which means that the entire process should be repeated from scratch every time new 
data is encountered. 

 
The implementation as a LarKC plug-in allows random indexing to take advan-

tages of the LarKC data and execution model, being seamlessly integrated with the 
other plug-ins and building up a common workflow. This allows random indexing to 
be coupled with reasoners to improve the resource discovery algorithm. On the other 
hand, the reasoning process can also benefit from the integration, for example by 
using random indexing to expand the initial query and improve the quality of the ob-
tained results, such as shown in Fig. 7.  
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LarKC is the technology that not only enables the large-scale reasoning approach 
for the already existing applications, but also facilitates their rapid prototyping with 
low initial investments, leveraging the SOA approach through the unique platform 
solutions. Furthermore, LarKC delivers a complete eco-system where the researches 
from very different domains can team up in order to develop new challenging 
mashup-applications, e.g. for the resource discovery, hence having a dramatic impact 
on a lot of problem domains.  

Query expansion part

Reasoning part

 

Fig. 7. Realization of query expansion in the Linked Life Data reasoning workflow. 

5 Conclusions 

We proposed a technology that allows a resource discovery process to be enhanced by 
integration with the reasoning. The technology is based on the Large Knowledge Col-
lider (LarKC). LarKC is very promising platform for creation of new-generation se-
mantic reasoning applications. The LarKC’s main value is twofold. On the one hand, 
it enables a new approach for large-scale reasoning based on the technique for inter-
leaving the identification, the selection, and the reasoning phases. On the other hand, 
through over the project’s life time (2008-2011), LarKC has evolved in an out-
standing, service-oriented platform for creating very flexible but extremely powerful 
applications, based on the plug-in’s realization concept. The LarKC plug-in market-
place has already comprised several tens of freely available plug-ins, which imple-
ment new know-how solutions or wrap existing software components to offer their 
functionality to a much wider range of applications as even originally envisioned by 
their developers. Moreover, LarKC offers several additional features to improve the 
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performance and scalability of the applications, facilitated through the parallelization, 
distributed execution, and monitoring platform. LarKC is an open source develop-
ment, which encourages collaborative application development for Semantic Web. 
Despite being quite a young solution, LarKC has already established itself as a very 
promising technology in the Semantic Web world. Some evidence of its value was a 
series of Europe- and world-wide Semantic Web challenges won by the LarKC appli-
cations. It is important to note that the creation of LarKC applications, including the 
ones discussed in the paper, was also possible and without LarKC, but would have 
required much more (in order of magnitude) development efforts and financial in-
vestments.  

We believe that the availability of such platform as LarKC will make a lot of de-
velopers to rethink their current approaches for resource discovery as well as semantic 
reasoning towards their tighter coupling and wider adoption of the service-oriented 
paradigm.  
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Should I quit using my resource?

Modeling Resource Usage through Game Theory

Paraskevas V. Lekeas

Department of Applied Mathematics,
University of Crete, Crete, Greece

plekeas@gmail.com

Abstract. Existing web infrastructures have supported the publication
of a tremendous amount of resources, and over the past few years Data
Resource Usage has become an everyday task for millions of users all
over the world. In this work we model Resource Usage as a Cooperative
Cournot Game in which a resource user and the various resource services
are engaged. We give quantified answers as to when it is of interest for
the user to stop using part of a resource and to switch to a different one.
Moreover, we do the same from the perspective of a resource’s provider.

Keywords: Resource Usage, Cournot Competition, Game, Core

1 Introduction

Data Resource1 Usage is an everyday task for millions of users all over the world.
Exchanging information, communicating, working and various other aspects of
our life have been inevitably affected by data repositories which can be accessed
through various channels, such as the Web and the Internet via different tech-
nologies, interfaces and infrastructures [1]. Usually once someone has identified
an appropriate resource, he interacts with it by exchanging information. This
sort of interaction is heavily commercialized, and a huge industry2 has been
established, which invests a great amount of money in marketing web services
and products that provide access to resources quite often freely. This is why
from now on we will use the word ”provider” to refer to the underlying struc-
ture responsible for a resource. These providers most of the time are extremely
interested in developing integrated resource services3 in order to attract users,
and, more importantly, to convince them to keep using these. This is because
users are valuable: They provide information to the resource by interacting with

1 When we refer to a resource we have in mind that in the background there exists a
set of electronic mechanisms or internet infrastructures that created this resource for
the purpose of value generation (either a profit when there is an underlying company
or some other social gain, such as [2]). See also [3] for a related taxonomy.

2 End-user spending for IT services worldwide estimated to be $763 billion in 2009 [4].
3 We prefer this term instead of the term ”web service” since many other alternative
channels exist like satellite and cellphone grids, ad hoc networks, etc.
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it, they bring money through the adds or subscription fees, and of course they
bring new users to broaden the profit cycle.

A living example is Google which proposes a web resource experience through
the integration of different technologies in order for users to continue using its
services. Opening a Google account is a fairly easy one-minute process and in-
stantaneously the new user has access to different cutting-edge services like An-
droid OS apps, adaptive web search through the Google search engine, cloud
services, access to landline phone calls, teleconferencing services and much more.
A ”perfect” user of Google would be the one who uses all these services explicitly
through the Google APIs, sharing no data with any other competitive resource
(e.g. AWS [5] or Ubuntu One [6]) and thus enriching only Google’s resource
knowledge repositories. However, many times it is the case that not all services
or technologies of a resource are welcomed by users and sometimes users tend
to accept only specific services from a resource ignoring some others. Also a sit-
uation that is not so good for a provider is the case where users decide to quit
its resource and switch to a different one that provides similar or better services
[7].

In this work we investigate the following problem. When do users tend to
partially4 abandon a specific resource? What can resource providers do about
that? Is there a way to formulate the above trends in order to be evaluated and
measured? In order to approach the above questions we model the various user
- service interactions within a resource with different plays of the user, which
are engaged either in a cooperative or in a non-cooperative manner. Each of
these plays generates a value, which is to be conceived as a measure of the user’s
satisfaction for the appropriate service.

In the rest of the paper we proceed as follows: Section 2 gives a motivating
example and formulates Resource Usage as a cooperative Cournot game. Section
3 studies the cases of partial rejection of a resource and also the possible reactions
of the provider to prevent that. Section 4 concludes with a discussion and future
work.

2 Modeling Resource Usage

Before describing our model let us give a stimulating example.

2.1 The case of Zoogle+ resource

Imagine the following scenario5: Zoogle Inc. decides to offer a new web integrated
data resource, named Zoogle+ that will provide its users with the following set of

4 Partially means that the user is unsatisfied only with some of the services and wants
to switch but likes the rest and wants to keep them.

5 Any explicit or implicit references to facts or persons is accidental and imaginary.
Beware also that in Greek, Zoogle is pronounced almost the same as the Greek
word ”” which means Jungle referring to the chaotic and controversial informational
nature of the WWW.
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services: N = {email, cloud, voip}. A user u decides to try Zoogle+ for a certain
period of time, and for this reason he signs up creating an account. Since u wants
to be accurate in his calculations he uses a worth function v(·) to rate how good
his experience is. Since it is Zoogle+’s policy to prohibit the exclusive use of
only one service, ignoring the rest, the single use of a service for u is worth 0,
i.e. v({i}) = 0, ∀ i ∈ N . Moreover, when u uses any two of the services he rates
his experience with a value of 2, i.e. v({i, j}) = 2, ∀ i, j ∈ N with i 6= j. Finally,
when using all three of the services he calculates a value of 2.5, i.e. v(N) = 2.5.
What should the user do? Should he be totally loyal to Zoogle+ or not?

On the one hand, when u uses all the services he gets on average 0.83 for
each one, but, on the other hand, when he selects only two of the services he
gets 0 for the one not selected and 1 for each of the rest. Therefore, u decides to
maximize his satisfaction and thus selects to use only two services of Zoogle+
and to seek the third in an external resource. So the answer in this case is that u
will partially leave. What would happen if v(N) is worth 3 to u? Clearly then he
should stay loyal to Zoogle+ because he would maximize his satisfaction in this
case, since there is no combination of services that would give him more than 1
(on average).

Underlying the intuition of the above example is the idea of the core in
cooperative game theory [8]. Briefly speaking, a cooperative game is a situation
in which a group of N players, by making decisions that take into account each
other’s actions and responses, decides to act together to generate some value.
This value (or what is left if we put aside the costs of playing the game) must
later be split according to certain rules agreed upon by these players. The various
ways this split can be made are defined as solution concepts. One of the most
used solution concepts is that of the core. According to this, the split is in the
core if no subset of players can benefit (earn more) by breaking away from the
whole set N . Under this light, user u decided to partially leave Zoogle+ when
v(N) = 2.5 because the core of the game was empty, while when v(N) = 3 the
core became non-empty and thus u used all the services. In what follows we
formulate Resource Usage as a cooperative Cournot game.

2.2 The model

Suppose that a user u decides to sign up for a resource R in order to use its
i, i ∈ {1, · · · , n}, different services. The phrase ”use a service” refers to the
interaction of u with the service in order for some desired tasks to be completed.
For example, using the GUI of a service, entering data by typing, downloading
files, writing scripts and compiling them online can be perceived as parts of such
an interaction. Let pi denote the interaction of u with service i. Call each pi a
play that u does with the service. Every play6 generates some value for u. Since
u needs to make an effort to generate this value we assume that the per unit cost
to u for playing pi is c. For example, if a play generates 2 units of value for u,
then the cost of the play would be 2c. In general the cost function for qi units of

6 from now on the terms ”play” and ”interaction” will be used interchangeably.
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value produced in a play would be cqi. We assume for clarity of the exposition
that c is the same for every pi, i = 1, · · · , n. If we now take the value generated
from a play and subtract the cost spent to produce it, then we will find how
much the play is worth to the user, or in other words we will find the profit of
the user from using the specific service, which intuitively represents a measure
of how satisfied the user is with the service. So each play contributes some worth
to the user and if we add all these contributions from all the plays we will have
the total worth to the user u from using all the services of R.

As is generally accepted, maximizing user satisfaction constitutes the key
issue to every service. This forces every play pi to seek to maximize its contri-
bution to the total worth earned by u. But this happens under the following
restriction. The user u has a limited time to spend interacting with the services
and thus he must split this into his needs wisely in order to acomplish his differ-
ent tasks through R. This means that no play can monopolize all the available
time of u. Moreover, u’s multitasking abilities are limited by nature. So spend-
ing more time on service i might, on the one hand raise satisfaction from i but
on the other might lower satisfaction from service j (j 6= i). A mathematical
model that describes such interactions among pi’s is the Cournot competition
[9]. Under this model it is assumed that the plays do not cooperate with each
other but instead decide independently and at the same time about how much
value they should produce for u. Thus if with πi we declare the profit of each pi

we will have that:

πi = max
i

(value generated from i-th play− cost spent) (1)

Assume that u in play i creates qi, i = 1, · · · , n units of value. In economics
usually the function that describes the total value generated from the i-th play

in its simplest form is given by (a −
n
∑

j=1

qj)qi. Here a is a positive constant

that represents the size of the environment into which interactions happen. For
our model, a could e.g. represent the total size of data held by the resource
available for use or the total time that u wants to dedicate to R. If, for example,
a represents the time available, then the demand function intuitively says that
the more value is generated by all the plays the less time remains to be used and
vice versa. Since now the cost spent for i-th play is cqi using the above in (1) we
will have:

πi = max
i

(a−

n
∑

j=1

qj − c)qi , i = 1, · · · , n (2)

The solutions of (2) are the Nash equilibria of the plays of u in the case that
these plays do not cooperate. These equilibria will help us find the worth of u
and reason about his loyalty to R. It is easy to prove (the proof can be found in
the Appendix, or for a more general case, in [9]) that the solutions of (2) give
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the following worth for each play pi in the case that these act independently
(non-cooperatively):

πi =

(

a− c

n+ 1

)2

(3)

Assume now that all the pi’s decide to act in a cooperative manner. In this
case due to symmetry we can imagine all the plays combined together into a
unique play, so (2) collapses into a single equation the maximization of which
gives:

v(N) ≡
(a− c)2

4
(4)

where with v(N) we denote the total worth produced when all plays cooper-
ate. Before applying our model to quantify u’s loyalty to R let us discuss what
cooperation and non-cooperation means for the plays pi. When we say that a
set of plays cooperate, we mean that they do not harm each other but instead
act as a unity to produce a common value. On the other hand, when there is
non-cooperation each play does not care about the other plays but wants only
to maximize its own value. Since this idea might sound a bit subtle we give the
following example: In the case of Zoogle+ if the 3 services acted in a cooperative

manner then their total worth according to (4) would be (a−c)2

4
. If, on the other

hand, they acted in a non-cooperative manner, from (3) each would be worth
(

a−c
3+1

)2

and their total worth would be 3
(

a−c
4

)2
<

(a−c)2

4
. So it is clear that

when under cooperation the plays produce more.

3 User Loyalty

Let us now turn our attention to the loyalty of u to R. As said earlier pi’s can act
in a cooperative or non-cooperative manner in order to achieve their goals. Apart
from total cooperation and non-cooperation there exist intermediate situations
in which some of the plays might decide to cooperate and some others will
decide to deviate (non-cooperate). It is exactly these cases that will shed some
light on u’s loyalty to R. Consider the following scenario: User u is thinking
of abandoning a non-empty set S ⊂ N of services because he discovered that
on a different resource R

′ he earns v(S) from these. In order to make his final
decisions he first reasons as follows: ”If I stay loyal to R, my total worth from

(4) is v(N) and on average I earn v(N)

n
. On the other hand, if I partially switch

to R

′ I would earn on average v(S)

s
, where |S| = s. So I partially switch to R

′

if v(S)

s
>

v(N)

n
.” The idea just described describes the notion of the core in the

cooperative game played by pi, i = 1, · · · , n. We say that the core is non-empty
when for any non-empty set of services chosen, u on average earns less than if
all the services were chosen. In other words, the core is non-empty when:
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v(S)

s

≤
v(N)

n

, ∀S ⊂ N (5)

So finally the user partially deviates from R if he discovers at least one set

of services S

∗ that violates (5). For this set we will have that v(S∗

)

s∗
>

v(N)

n
⇒

v(S∗) > s∗(a−c)2

4n
. In this case u would have an incentive to partially leave R.

3.1 Resource provider’s view

Our approach is not only valuable to users but also to a resource provider. This
is because under our model the provider can adopt some strategies to fight a
potential rejection of a user. Using equation (5) we see that the provider must
try to keep the core of the game non-empty. So first of all the provider must
decide to provide its services in a cooperative way. We can observe this trend in
many resource providers nowadays. For example, Google recently (March 2012)
unified its services in order to act cooperatively. In this way there is the trend
that any two services will cooperate in order to produce a common value. Thus
through Gmail you can view or process your attachments through GoogleDocs
or use the Dashboard to synchronize all your e-mail contacts with your Android
device. In this manner Google tries to keep its core non-empty and thus give
incentives to users for more satisfaction. Of course there is always the case of
a user using the services in a non-cooperative manner, but then from (3) he

would earn less. Moreover, the provider should try to increase the ratio (a−c)2

4n
.

This can be done in the following ways: First, the provider can help u to reduce
his cost c. This can be achieved in many ways, e.g. by upgrading its hardware,
by hiring a qualified service [10], by adopting process completeness strategies
[11] or by improving the service tutorials and introducing online help desks [12,
13]. Second, it might consider increasing the factor a, which as we said might
represent the size of data or the time available. For example, a social network
might strive to attract more users thus increasing a so that the current users
will belong to a bigger society and become more satisfied, resulting in more
options for interaction. The same idea also applies to the critical mass of Service
Overlay Networks [14]. Finally, it might consider reducing the number of services
it provides (reducing the denominator of (5) increases the fraction), for example
by obsoleting outdated services or not so popular ones.

Another important factor for a provider is to collect user rating information
data for its services so as to compute its own estimations of how satisfied the
users are. According to (5) the closer the provider’s estimation vprovider(S) is
to the user’s one vuser(S), the more an effective strategy can be adopted to
maintain its customers, and this is because in this way the provider has a clear
image of what its users like. Also providers should follow user trends to estimate
the potential S∗’s that make its resource vulnerable either by asking for feedback
from the users or by outsourcing this task to experts [15, 16]. Moreover, more
complex scenarios can be adopted from the provider’s point of view in order to
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further refine its strategies. For this the provider can design more complicated
games into which users would engage themselves. For example, the provider will
not only consider how to satisfy the user but also how to earn more money, so
instead of having the players compete in order to find the equilibria between value
produced and cost spent we could have players competing between satisfaction
offered and money earned and cost spent.

4 Discussion and future work

As stated previously, the value generated by the players and the cost spent are
related to the user’s loyalty to the resource. But can the above be calculated by
the user? After all, there are many controversial metrics that can be used for
rating. For example, user u in the Zoogle+ example might have various concerns
when using the resource: how user friendly are Zoogle+’s interfaces? How much
storage space am I allowed? What are the privacy policies of Zoogle+? Do most
of my friends belong to Zoogle+ too? And there are even more. An approach to
these concerns is the following: On the one hand, the value generated through a
user - service interaction must be perceived as a combination A) of the amount
of information in the form of data created, exchanged, stored, or retrieved by
the user, and B) of the user’s personal metrics. For example one such metric is
the one we adopted as a cost factor, i.e. the amount of the user’s time invested
to produce the value through interaction (programming, typing, asking queries,
etc.). And this is something natural, but other functions can be used too, such
as money spent by the user, bandwidth or CPU resources used, or a combination
of the above. One can consult [17] and most of the references therein for a recent
treatment of QoS properties and measurement metrics of services.

In our cooperative game we used as a notion of fairness one in which the
value generated by the players must split equally among them. This is called
a game with transferable utilities since user u makes the decision based on the
average value calculated by all the plays. This means that the transfering of profit
between any two services x, y is allowed, so as to maintain the same average. But
since there exist many different notions of fairness such as the Shapley Value, it
is of particular interest to extend the analysis to these notions as well.

Finally, since under our model we assumed that each service is somewhat of
the same nature as every other service, in a more realistic scenario in which the
services differ, we could have used a differentiation parameter γ and the demand

from service i would change to (a − qi − γ

n
∑

j=1,j 6=i

qj), thus resulting in a more

complex worth function. This case is a subject of ongoing work.
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Appendix

We prove below the Nash equilibria for the game described in section 2.2. The
first order derivative conditions of (2) ∀i, i = 1, · · · , n give:

∂

∂qi

[(a−
n
∑

j=1

qj − c)qi] = a−
n
∑

j=1,j 6=i

qj − c− 2qi = 0 ⇒ qi =

a− c−
n
∑

j=1,j 6=i

qj

2

The system gives: q̃ ≡ q1 = · · · = qn, thus q̃ = a−c−(n−1)q̃

2
or q̃ = a−c

n+1
. Now

plugging q̃ in (2) gives the result.
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Caracas, Venezuela 1080

2 LAMSADE, Université Paris Dauphine
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Abstract. In distributed software contexts, Web Services (WSs) that
provide transactional properties are useful to guarantee reliable Trans-
actional Composite WSs (TCWSs) execution and to ensure the whole
system consistent state even in presence of failures. Fails during the ex-
ecution of a TCWS can be repaired by forward or backward recovery
processes, according to the component WSs transactional properties. In
this paper, we present the architecture and an implementation of a frame-
work, called FaCETa, for efficient, fault tolerant, and correct distributed
execution of TCWSs. FaCETa relies on WSs replacement, on a com-
pensation protocol, and on unrolling processes of Colored Petri-Nets to
support fails. We implemented FaCETa in a Message Passing Interface
(MPI) cluster of PCs in order to analyze and compare the behavior of
the recovery techniques and the intrusiveness of the framework.

1 Introduction

Large computing infrastructures, like Internet increase the capacity to share
information and services across organizations. For this purpose, Web Services
(WSs) have gained popularity in both research and commercial sectors. Semantic
WS technology [20] aims to provide for rich semantic specifications of WSs

through several specification languages such as OWL for Services (OWL-S), the
Web Services Modeling Ontology (WSMO), WSDL-S, and Semantic Annotations
for WSDL and XML Schema (SAWSDL) [15]. That technology supports WS

composition and execution allowing a user request be satisfied by a Composite
WS, in which several WSs and/or Composite WSs work together to respond
the user query.

WS Composition and the related execution issues have been extensively
treated in the literature by guaranteeing user QoS requirements and fault tol-
erant execution [7, 11, 16, 18, 21]. WSs that provide transactional properties
are useful to guarantee reliable Transactional Composite WSs (TCWSs) exe-
cution, in order to ensure that the whole system remains in a consistent state

⋆ This work was supported by the Franco-Venezuelan CNRS-FONACIT project
N◦22782
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even in presence of failures. TCWS becomes a key mechanism to cope with
challenges of open-world software. Indeed, TCWS have to adapt to the open,
dynamically changing environment, and unpredictable conditions of distributed
applications, where remote services may be affected by failures and availability
of resources [27].

Generally, the control flow and the order of WSs execution is represented
with a structure, such as workflows, graphs, or Petri-Nets [3, 6, 7, 14]. The actual
execution of such TCWS, carried out by an Executer, could be deployed with
centralized or distributed control. The Executer is in charge of (i) invoking
actually WSs for their execution, (ii) controlling the execution flow, according to
data flow structure representing the TCWS, and (iii) applying recovery actions
in case of failures in order to ensure the whole system consistence; fails during
the execution of a TCWS can be repaired by forward or backward recovery
processes, according to the component WSs transactional properties.

In previous works [9, 10] we formalized a fault tolerant execution control
mechanism based on Colored-Petri Nets (CPN), which represent the TCWS and
the compensation process. In [9] unrolling algorithms of CPNs to control the ex-
ecution and backward recovery were presented. This work was extended in [10]
to consider forward recovery based on WS replacement; formal definitions for
WSs substitution process, in case of failures, were presented. In [10], we also
proposed an Executer architecture, independent of its implementation, to ex-
ecute a TCWS following our proposed fault tolerant execution approach.

In this paper, we present an implementation of our Executer framework,
called FaCETa (FAult tolerant Cws Execution based on Transactional proper-
ties), for efficient, fault tolerant, and correct distributed execution of TCWSs.
We implemented FaCETa in a Message Passing Interface (MPI) cluster of PCs
in order to analyze and compare the efficiency and performance of the recovery
techniques and the intrusiveness of the framework. The results show that FaC-

ETa efficiently implements fault tolerant strategies for the execution of TCWSs

with small overhead.

2 TCWS Fault-Tolerant Execution

This Section recall some important issues related to transactional properties
and backward and forward recovery, presented in our previous works [7, 9, 10].
We consider that the Registry, in which all WSs are registered with their cor-
responding WSDL and OWLS documents, is modeled as a Colored Petri-Net
(CPN), where WS inputs and outputs are represented by places and WSs, with
their transactional properties, are represented by colored transitions - colors
distinguish WS transactional properties [7]. The CPN representing the Registry
describes the data flow relation among all WSs.

We define a query in terms of functional conditions, expressed as input
and output attributes; QoS constraints, expressed as weights over criteria; and
the required global transactional property as follows. A Query Q is a 4-tuple
(IQ, OQ,WQ, TQ), where:

– IQ is a set of input attributes whose values are provided by the user,
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– OQ is a set of output attributes whose values have to be produced by the
system,

– WQ = {(wi, qi) | wi ∈ [0, 1] with
∑

i wi = 1 and qi is a QoS criterion}, and
– TQ is the required transactional property; in any case, if the execution is not

successful, nothing is changed on the system and its state is consistent.

A TCWS, which answers and satisfies a Query Q, is modeled as an acyclic
marked CPN, called CPN-TCWSQ, and it is a sub-net of the Registry CPN1. The
Initial Marking of CPN-TCWSQ is dictated by the user inputs. In this way, the
execution control is guided by a unrolling algorithm.

2.1 Transactional Properties

The transactional property (TP ) of a WS allows to recover the system in case of
failures during the execution. The most used definition of individual WS trans-
actional properties (TP (ws)) is as follows [8, 13]. Let s be a WS: s is pivot (p), if
once s successfully completes, its effects remains forever and cannot be semanti-
cally undone (compensated), if it fails, it has no effect at all; s is compensatable
(c), if it exists another WS s

′, which can semantically undo the execution of s,
even after s successfully completes; s is retriable (r), if s guarantees a success-
fully termination after a finite number of invocations; the retriable property
can be combined with properties p and c defining pivot retriable (pr) and
compensatable retriable (cr) WSs.

In [11] the following TP of TCWS have been derived from the TP of its
component WSs and their execution order(sequential or parallel). Let tcs be a
TCWS: tcs is atomic (a), if once all its component WSs complete successfully,
they cannot be semantically undone, if one component WS does not complete
successfully, all previously successful component WSs have to be compensated;
tcs is compensatable (c), if all its component WSs are compensatable; tcs
is retriable (r), if all its component WSs are retriable; the retriable property
can be combined with properties a and c defining atomic retriable (ar) and
compensatable retriable (cr) TCWSs.

According to these transactional properties, we can establish two possible
recovery techniques in case of failures:

– Backward recovery: it consists in restoring the state (or a semantically closed
state) that the system had at the beginning of the TCWS execution; i.e.,
all the successfully executed WSs, before the fail, must be compensated to
undo their produced effects. All transactional properties (p, a, c, pr, ar, and
cr) allow backward recovery;

– Forward recovery: it consists in repairing the failure to allow the failedWS to
continue its execution. Transactional properties pr, ar, and cr allow forward
recovery.

1 A marked CPN is a CPN having tokens in its places, where tokens represent that the
values of attributes (inputs or outputs) have been provided by the user or produced
by a WS execution.
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2.2 Backward Recovery Process: unrolling a Colored Petri-Net

The global TP of CPN-TCWSQ ensures that if a component WS, whose TP

does not allow forward recovery fails, then all previous executed WSs can be
compensated by a backward recovery process. For modeling TCWS backward
recovery, we have defined a backward recovery CPN, called BRCPN-TCWSQ,
associated to a CPN-TCWSQ [9]. The component WSs of BRCPN-TCWSQ are
the compensation WSs, s′, corresponding to all c and cr WSs in CPN-TCWSQ.
The BRCPN-TCWSQ represents the compensation flow, which is the inverse of
the execution order flow. In BRCPN-TCWSQ a color of a transition s

′ represents
the execution state of its associated transition s in the CPN-TCWSQ and is
updated during CPN-TCWSQ execution. Color(s′) ∈ {I=’initial’, R=’running’,
E=’executed’, C=’compesated’, A=’Abandonned’}thus, if color(s′)=’E’ means
that its corresponding WS s is being executed. In [7, 9] we propose techniques
to automatically generate both CPNs, CPN-TCWSQ and BRCPN-TCWSQ.

The execution control of a TCWS is guided by a unrolling algorithm of
its corresponding CPN-TCWSQ. A WS is executed if all its inputs have been
provided or produced, i.e., each input place has as many tokens as WSs produce
them or one token if the user provide them. Once a WS is executed, its input
places are unmarked and its output places (if any) are marked.

The compensation control of aTCWS is also guided by a unrolling algorithm.
When a WS represented by a transition s fails, the unrolling process over CPN-
TCWSQ is halted,an Initial Marking on the corresponding BRCPN-TCWSQ

is set (tokens are added to places associated to input places of the faulty WS

s, and to places representing inputs of BRCPN-TCWSQ, i.e., places without
predecessors) and a backward recovery is initiated with the unrolling process over
BRCPN-TCWSQ. We illustrate a backward recovery in Figure 1. The marked
CPN-TCWSQ depicted in Figure 1(a) is the state when ws4 fails, the unrolling of
CPN-TCWSQ is halted, and the Initial Marking on the corresponding BRCPN-
TCWSQ is set to start its unrolling process (see Figure 1(b)), after ws

′
3 and

ws

′
5 are executed and ws7 is abandoned before its invocation, a new Marking is

produced (see Figure 1(c)), in which ws

′
1 and ws

′
2 are both ready to be executed

and can be invoked in parallel. Note that only compensatable transitions have
their corresponding compensation transitions in BRCPN-TCWSQ.

2.3 Forward Recovery Process: Execution with WS Substitution

During the execution of TCWSs, if a failure occurs in an advanced execution
point, a backward recovery may incur in high wasted resources. On the other
hand, it is hard to provide a retriable TCWS, in which all its components
are retriable to guaranty forward recovery. We proposed an approach based
on WS substitution in order to try forward recovery [10]. TCWS composition
and execution processes deal with service classes [1], which group WSs with the
same semantic functionality, i.e., WSs providing the same operations but having
different WSDL interfaces (input and output attributes), transactional support,
and QoS. When a WS fails, if it is not retriable, instead of backward recovery,
an substitute WS is searched to be executed on behalf of the faulty WS.
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Fig. 1. Example of Backward Recovery

In a service class, the functional equivalence is defined according the WSs

input and output attributes. A WS s is a functional substitute, denoted by ≡F ,
to another WS s

∗, if s∗ can be invoked with at most the input attributes of s
and s

∗ produces at least the same output attributes produced by s. s is an Exact
Functional substitute of s∗, denoted by ≡EF , if they have the same input and
output attributes. Figure 2 illustrates several examples: ws1 ≡F ws2, however
ws2 6≡F ws1, because ws1 does not produce output a5 as ws2 does. ws1 ≡F ws3,
ws3 ≡F ws1, and also ws1 ≡EF ws3.

Fig. 2. Example of functional substitute WSs

In order to guarantee the TCWS global TP , a WS s can be replaced by
another WS s

∗, if s∗ can behave as s in the recovery process. Hence, if TP (s)=p,
in which case s only allows backward recovery, it can be replaced by any other
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WS because all transactional properties allow backward recovery. A WS with
TP (s) = pr can be replaced by any other retriable WS (pr,ar,cr), because all
of them allow forward recovery. An atomic WS allows only backward recovery,
then it can be replaced by any other WS which provides backward recovery. A
compensatable WS can be replaced by a WS that also provides compensation
as c and cr WSs. A cr WS can be only replaced by another cr WS because
it is the only one allowing forward and backward recovery. Thus, a WS s is
Transactional substitute of another WS s

∗, denoted by ≡T , if s is a Functional
substitute of s∗ and their transactional properties allow the replacement.

In Figure 2, ws1 ≡T ws2, because ws1 ≡F ws2 and TP (ws2) = cr, then
ws2 can behave as a pr WS; however ws1 6≡T ws3, even ws1 ≡F ws3, because
as TP (ws3) = p, w3 cannot behave as a pr WS. Transactional substitution
definition allows WSs substitution in case of failures.

When a substitution occurs, the faulty WS s is removed from the CPN-
TCWSQ, the new s

∗ is added, but we keep the original sequential relation de-
fined by the input and output attributes of s. In that way, the CPN-TCWSQ

structure, in terms of sequential and parallel WSs, is not changed. For com-
pensatable WSs, it is necessary Exact Functional Substitute to do not change
the compensation control flow in the respective BRCPN-TCWSQ. In fact, when
a compensatable WS is replaced, the corresponding compensate WS must be
also replaced by the new corresponding one in the BRCPN-TCWSQ. The idea
is to try to finish the TCWS execution with the same properties of the original
one.

2.4 Protocol in case of Failures
In case of failure of a WS s, depending on the TP (s), the following actions could
be executed:
– if TP (s) is retriable (pr, ar, cr), s is re-invoked until it successfully finish

(forward recovery);
– otherwise, another Transactional substitute WS, s∗, is selected to replace s

and the unrolling algorithm goes on (trying a forward recovery);
– if there not exist any substitute s

∗, a backward recovery is needed, i.e., all
executed WSs must be compensated in the inverse order they were executed;
for parallel executed WSs, the order does not matter.
When in a service class there exist several WSs candidates for replacing a

faulty s, it is selected the one with the best quality measure. The quality of a
transition depends on the user query Q and on its QoS values. WSs Substitu-
tion is done such that the substitute WS locally optimize the QoS. If several
transitions have the same value of quality, they can be randomly selected to be
the substitute. A similar quality measure is used in [7] to guide the composi-
tion process. Then, during the execution, we keep the same heuristic to select
substitutes.

3 FaCETa: An TCWS Executer with Backward and

Forward Recovery Support

In this Section we present the overall architecture of FaCETa, our execution
framework. The execution of a TCWS in FaCETa is managed by an Execu-
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tion Engine and a collection of software components called Engine Threads,
organized in a three levels architecture. In the first level the Execution En-

gine receives the TCWS (represented by a CPN). It is in charge of initiating,
controlling, and monitoring the execution of the TCWS. To do so, it launches,
in the second layer, an Engine Thread for each WS in TCWS. Each Engine

Thread is responsible for the execution control of its WS. They receive WS

inputs, invoke the respective WS, and forward its results to its peers to continue
the execution flow. In case of failure, all of them participate in the backward or
forward recovery process. Actual WSs are in the third layer. Figure 3 roughly
depicts the overall architecture.

Fig. 3. FaCETa Architecture

By distributing the responsibility of executing a TCWS across several En-
gine Threads, the logical model of our Executer allows distributed execution
of a TCWS and is independent of its implementation, i.e., this model can be im-
plemented in a distributed memory environment supported by message passing
(see Figure 4(a)) or in a shared memory platform, e.g., supported by a dis-
tributed shared memory [22] or tuplespace [19] systems (see Figure 4(b)). The
idea is to place the Executer in different physical nodes (e.g., a high available
and reliable cluster computing) from those where actual WSs are placed. The
Execution Engine needs to have access to the WSs Registry, which contains
the WSDL and OWLS documents. The knowledge required at runtime by each
Engine Thread (e.g., WS semantic and ontological descriptions, WSs prede-
cessors and successors,transactional property, and execution control flow) can
be directly extracted from the CPNs in a shared memory implementation or sent
by the Execution Engine in a distributed memory implementation. In this
paper, we have implemented a prototype of FaCETa in a distributed memory
platform using MPI.

Typically, a component of a TCWS can be a simple transactional WS or
TCWS. Thus, we consider that transitions in the CPN, representing the TCWS,
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(a) Distributed memory system (b) Distributed shared memory system

Fig. 4. Implementation of FaCETa.

could be WSs or TCWSs. WSs have its corresponding WSDL and OWLS doc-
uments. TCWSs can be encapsulated into an Executer; in this case the Ex-

ecution Engine has its corresponding WSDL and OWLS documents. Hence,
TCWSs may themselves become a WS, making TCWS execution a recursive
operation (see Figure 3).

3.1 Distributed Memory Implementation of FaCETa

We implemented FaCETa in a MPI Cluster of PCs (i.e., a distributed mem-
ory platform) following a Master/Slaves-SPDM (Single Process Multiple Data)
parallel model. The Execution Engine run in the front-end of the Cluster wait-
ing user execution requests. To manage multiple client requests, the Execution
Engine is multithreading. The deployment of a TCWS implies several steps:
Initial, WS Invocation, and Final phases. In case of failures, recovery phases
could be executed: Replacing phase, allowing forward recovery or Compensation
phase for backward recovery.

Whenever the Execution Engine (master) receives a CPN-TCWSQ and
its corresponding BRCPN-TCWSQ, it performs the Initial phase: (i) start, in
different nodes of the cluster, an Engine Thread (peer slaves) responsible for
each transition in CPN-TCWSQ, sending to each one its predecessor and succes-
sor transitions as CPN-TCWSQ indicates (for BRCPN-TCWSQ the relation is
inverse) and the corresponding WSDL and OWLS documents (they describe the
WS in terms of its inputs and outputs, its functional substitute WSs, and who
is the compensation WS, if it is necessary); and (ii) send values of attributes in
IQ to Engine Threads representing WSs who receive them. Then the mas-
ter wait for a successfully execution or for a message compensate in case of a
backward recovery is needed.

Once Engine Threads are started, they receive the part of CPN-TCWSQ

and BRCPN-TCWSQ that each Engine Thread concerns on, sent by the Exe-
cution Engine in the Initial phase. Then, they wait for the input values needed
to invoke its corresponding WS. When an Engine Thread receives all input
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values (sent by the master or by other peers) and all its predecessor peers have
finished, it executes the WS Invocation phase, in which the actual WS is re-
motely invoked. If the WS finishes successfully, the Engine Thread sends WS

output values to Engine Threads representing its successors and wait for a
finish or compensate message. If the WS fails during the execution, the Engine

Thread tries a forward recovery: if TP (WS) is retriable, the WS is re-invoked
until it successfully finish; otherwise the Engine Thread executes the Replac-
ing phase: the Engine Thread has to determine the best substitute among the
set of functional substitute WSs; it calculates the quality of all candidates ac-
cording their QoS criteria values and the preferences provided in the user query;
the one with the best quality is selected to replace the faulty WS; this phase
can be executed for a maximum number of times (MAXTries). If replacing is
not possible, the Compensation phase has to be executed: the Engine Thread

responsible of the faulty WS sends the message compensate to Execution En-

gine and control tokens to successor peers of the compensation WS, in order to
inform about this failure and start the unrolling process over BRCPN-TCWSQ;
once an Engine Thread receives all control tokens, it invokes the compensation
WS; the unrolling of BRCPN-TCWSQ ensure the invocation of compensation
WSs, s′, in the inverse order in which their corresponding WS, s, were executed.
Note that forward recovery is executed only by the Engine Thread responsible
of the faulty WS, without intervention of the master neither other peers; while
backward recovery need the intervention of all of them.

If the TCWS was successfully executed, in the Final phase the master re-
ceives all values of attributes of OQ, in which case it broadcasts a finish message
to all slaves to terminate them, and returns the answer to user; otherwise it
receive a compensate message indicating that a backward recovery has to be
executed, as it was explained above, and return an error message to user.

Assumptions: In order to guarantee the correct execution of our algorithms,
the following assumptions are made: (i) the network ensures that all packages are
sent and received correctly; (ii) the Execution Engine and Engine Threads

run in a reliable cluster, they do not fail; (iii) the Engine Threads receive all
WS outputs when its corresponding WS finishes, they cannot receive partial
outputs from its WS; and (iv) the component WSs can suffer silent or stop
failures (WSs do not response because they are not available or a crash occurred
in the platform); we do not consider runtime failures caused by error in inputs
attributes (e.g., bad format or out of valid range) and byzantine faults (the WS

still responds to invocation but in a wrong way).

4 Results

We developed a prototype of FaCETa, using Java 6 and MPJ Express 0.38
library to allow the execution in distributed memory environments. We deployed
FaCETa in a cluster of PCs: one node for the Execution Engine and one node
for each Engine Thread needed to execute the TCWS. All PCs have the same
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configuration: Intel Pentium 3.4GHz CPU, 1GB RAM, Debian GNU/Linux 6.0,
and Java 6. They are connected through a 100Mbps Ethernet interface.

We generated 10 compensatable TCWSs. All those TCWSs were auto-
matically generated by a composition process [7], from synthetic datasets com-
prised by 800 WSs with 7 replicas each, for a total of 6400 WSs. Each WS is
annotated with a transactional property and a set of QoS parameters, however
for our experiments we only consider the response time as the QoS criteria.
Replicas of WSs have different response times.

The OWLS-API 3.0 was used to parse the WS definitions and to deal with
the OWL classification process.

The first group of experiments were focussed on a comparative analysis of
the recovery techniques. The second group of experiments evaluates the overhead
incurred by our framework in control operations to perform the execution of a
TCWS and to execute the fault tolerant mechanisms.

To simulate unreliable environments, we define five different conditions wherein
all WSs have the same probability of failure: 0.2, 0.15, 0.1, 0.005, and 0.001. The
executions on these unreliable environments were done in three scenarios to sup-
port the fails: (i) backward recovery (compensation, red bars in Figure 5), (ii)
forward recovery because all WSs are retriable (retry, light blue bars in Fig-
ure 5), and (iii) forward recovery (substitution, gray bars in Figure 5). On each
scenario all TCWSs were executed 10 times.

Each TCWS was also executed 10 times in a reliable environment, in which
allWSs have 0 as probability of failures (no-faulty, blue bars in Figure 5) in order
to classify them according their average total execution time in three groups: less
than 1500ms (Figure 5(a)), (ii) between 1500ms and 3500ms (Figure 5(b), and
(more than 3500ms (Figure 5(c)).

In Figure 5 we plot the average of the total execution time according the
number of failed WSs, in order to compare all recovery techniques. The results
show that when the number of failed WSs is small (i.e., the probability of fail-
ures is less than 20%) backward recovery (compensation) is the worst strategy
because almost all component WSs had been executed and have to be compen-
sated. Moreover, when the average of the total execution time of TCWSs is
high (greater than 1500ms) forward recovery with retry strategy is better than
forward recovery with substitution due to the substitute normally has a bigger
response time than the faulty WS. By the other side, in cases in which the
probability of failure is greater than 30%, backward recovery whit compensa-
tion behaves better than the other ones (even the final results is not produced)
because there are many faulty services and only few have to be compensated.

Another issue that can be observed it is the number of outputs received before
the backward recovery mechanism has to be executed. In this experiment, the
average percentage of outputs received before compensation was 37%. All these
outputs are lost or delivered as a set of incomplete (and possibly meaningless and
useless) outputs to the user. This percentage is related to the average percentage
of compensated services, which is 80%, confirming the overhead, the possible
unfulfillment of QoS requirements, and the lost outputs. Definitely, backward
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(a) Total Exec. Time (b) Total Exec. Time (c) Total Exec. Time
less than 1500ms between 1500ms and 3500ms more than 3500ms

Fig. 5. Executions on the unreliable environments

recovery should be executed only in absence of another alternative, at early
stages of execution of a TCWS, or high faulty environments.

To measure the intrusiveness of FaCETa incurred by control activities, we
execute the same set of experiments describe above, but we set to 0 the response
time of allWSs. Table 4 shows the average overhead under all different scenarios.

Average Overhead (ms) % overhead increased

No Fault 611.7

Compensation 622.38 2%

Substitution 612.82 0.2%

Retry 612.01 0.05%
Table 1. Average overhead incurred by FaCETa

The average overhead of FaCETa only depends on the number of com-
ponents WSs in a TCWS. It does not depend on the total response time of
TCWS. It means that while the total response time is higher the overhead %
will decrease. It is clear that the reason behind the backward recovery strategy
overhead (increased by 2%) is the amount of coordination required to start the
compensation and the fact that a new WS execution (the compensation WS

execution) has to be performed for each successfully executed WS, in order to
restore the consistent system state. Additionally, the compensation process has
to be done following the unrolling algorithm of the respective BRCPN-TCWSQ.
We do not consider to wait before the retry of a failed WS execution; therefore,
the increased overhead of retry a WS is almost imperceptible.

As the service class for each WS is sent by the Execution Engine in the
Initial phase, each Engine Thread has the list of the functional substitute
WSs sorted according their quality, then there is virtually no overhead when
searching for a functional substitute WS to replace a faulty one.

Based on the results presented above, we can conclude that FaCETa effi-
ciently implements fault tolerant strategies for the execution of TCWSs with
admissible small overhead.
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5 Related Work

Regarding fault tolerant execution of Composite WSs (CWSs), there exist cen-
tralized and distributed approaches. Generally centralized approaches [17, 23,
25] consider, besides compensation process, alternative WSs in case of failures
or absent WSs, however they extend the classical 2PC protocol, which is time
consuming, and they are not transparent to users and developers.

In distributed approaches, the execution process proceeds with collabora-
tion of several entities. We can distinct two kinds of distributed coordination
approach. In the first one, nodes interact directly based on a peer-to-peer appli-
cation architecture and collaborate, in order to execute a CWS with every node
executing a part of it [2, 5, 16, 18, 28]. In the second one, they use a shared space
for coordination [4, 12, 19].

FENECIA framework [16] provides an approach for managing fault tolerance
and QoS in the specification and execution of CWSs. FENECIA introduces WS-
SAGAS, a transaction model based on arbitrary nesting, state, vitality degree,
and compensation concepts to specify fault tolerant CWS as a hierarchy of re-
cursively nested transactions. To ensure a correct execution order, the execution
control of the resulting CWS is hierarchically delegated to distributed engines
that communicate in a peer-to-peer fashion. A correct execution order is guar-
anteed in FENECIA by keeping track of the execution progress of a CWS and
by enforcing forward and backward recovery. To manage failures during the run-
time it allows the execution retrial with alternative candidates. FACTS [18], is
another framework for fault tolerant composition of transactional WSs based on
FENECIA transactional model. It combines exception handling strategies and a
service transfer based termination protocol. When a fault occurs at run-time, it
first employs appropriate exception handling strategies to repair it. If the fault
cannot be fixed, it brings the TCWS back to a consistent termination state ac-
cording to the termination protocol (by considering alternative services, replace-
ments, and compensation). In [28] a fault handling and recovery process based
on continuation-passing messaging, is presented. Nodes interpret such messages
and conduct the execution of services without consulting a centralized engine.
However, this coordination mechanism implies a tight coupling of services in
terms of spatial and temporal composition. Nodes need to know explicitly which
other nodes they will potentially interact with, and when, to be active at the
same time. In [2] all replicas of a WS are simultaneously invoked. Only results
of the first replica finished are accepted, other executions are halted or ignored.
As our work, in [5] a rollback workflow is automatically created considering the
service dependencies. Those frameworks support users and developers to con-
struct CWS based on WS-BPEL technologies, then they are not transparent to
users and developers.

Another series of works rely on a shared space to exchange information be-
tween nodes of a decentralized architecture, more specifically called a tuple
space [12, 19]. The notion of a tuplespace is a piece of memory shared by all
interacting parties. Using tuplespace for coordination, the execution of a (part
of a) workflow within each node is triggered when tuples, matching the tem-
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plates registered by the respective nodes, are present in the tuplespace. Thus,
the templates a component uses to consume tuples, together with the tuples it
produces, represent its coordination logic. In [19] approach to replace a central-
ized BPEL engine by a set of distributed, loosely coupled, cooperating nodes, is
presented. This approach presents a coordination mechanism where the data is
managed using a tuplespace and the control is driven by asynchronous messages
exchanged between nodes. This message exchange pattern for the control is de-
rived from a Petri Net model of the workflow. In [19], the workflow definition is
transformed into a set of activities, that are distributed by passing tokens in the
Petri Net. In [12] an alternative approach is presented, based on the chemical
analogy. Molecules (data) are floating in a chemical solution, and react accord-
ing to reaction rules (program) to produce new molecules (resulting data). The
proposed architecture is composed by nodes communicating through a shared
space containing both control and data flows, called the multiset. Through a
shared multiset, containing the information on both data and control dependen-
cies needed for coordination, chemical WSs are co-responsible for carrying out
the execution of a workflow in the CWS in which they appear. Their coordi-
nation is decentralized and distributed among individual WS chemical engine
executing a part of the workflow. As this approach, in our approach the coordi-
nation mechanism stores both control and data information independent of its
implementation (distributed or shared memory). However, none of these works
manage failures during the execution.

Facing our approach against all these works, we overcome them because the
execution control is distributed and independent of the implementation (it can
be implemented in distributed or shared memory platforms), it efficiently exe-
cutes TCWSs by invoking parallel WSs according the execution order specified
by the CPN, and it is totally transparent to users and WS developers, i.e., user
only provides its TCWS, that could be automatically generated by the composi-
tion process [7] and no instrumentation/modification/specification is needed for
WSs participating in the TCWS; while most of these works are based on WS-
BPEL and/or some control is sitting closely to WSs and have to be managed
by programmers.

There exist some recent works related to compensation mechanism of CWSs

based on Petri-Net formalism [21, 24, 26]. The compensation process is repre-
sented by Paired Petri-Nets demanding that all component WSs have to be
compensatable. Our approach considers other transactional properties (e.g., pr,
cr, ar) that also allows forward recovery and the compensation Petri-Net can
model only the part of the TCWS that is compensable. Besides, in those works,
the Petri-Nets are manually generated and need to be verified, while in our
approach they are automatically generated.

6 Conclusions and Future Work

In this paper we have presented FaCETa, a framework for ensuring correct and
fault tolerant execution order of TCWSs. The execution model is distributed,
can be implemented in distributed or share memory systems, is independent of
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implementation of WS providers, and is transparent to users and developers. To
support failures, FaCETa implements forward recovery by replacing the faulty
WS and backward recovery based on a unrolling process over a CPN representing
the compensation flow. We have presented a distributed memory implementation
of FaCETa in order to compare the behavior of both recovery techniques. The
results show that FaCETa efficiently implements fault tolerant strategies for
the execution of TCWSs with small overhead.

We are currently working on implementing FaCETa in a distributed shared
memory platform in order to test the performance of the framework in centralized
and decentralized platforms. Our intention is to compare both implementations
under different scenarios (different characterizations of CPNs) and measure the
impact of compensation and substitution on QoS.
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Abstract. Users are currently required to create and separately manage dupli-

cated personal data in heterogeneous online accounts. Our approach targets the

crawling, retrieval and integration of this data, based on a comprehensive ontol-

ogy framework which serves as a standard format. The motivation for this inte-

gration is to enable single point management of the user’s personal information.

The main challenge faced by this approach is the discovery of semantic equiv-

alence between contacts described in online profiles, their attributes and shared

posts. Contacts found to be semantically equivalent to persons that are already

represented within the user’s personal information model are linked together. In

this paper we outline our part-syntactic, part-semantic approach to online pro-

file integration, the current status and future plans for research and development

concerned with this challenge.

Keywords: semantic equivalence, online profile, personal information model,

ontologies, social networks, semantic lifting, semantic web

1 Introduction

At present, the typical computer literate user is forced to create a personal profile for

each online account they would like to use. Since the recent shift towards the usage of

remote data management and sharing services, this necessity has become even more

pressing. Popular online accounts now vary from general social networking platforms

to specific email, instant messaging, calendaring, task management and file-sharing ser-

vices as well as business-oriented customer management services. Personal data in these

accounts ranges from the more static identity-related information, to more dynamic in-

formation about one’s social network as well as physical and online presence. In the

context of this paper, we refer to all these kinds of personal data, stored on one of many

distinguishable online accounts, as a user’s ‘online profile’.

The current situation results in personal data being unnecessarily duplicated over

different platforms, without the possibility to merge or port any part of it [2], thus

forcing users to also manage this data separately and manually. This is reflected in a

survey1 that we conducted, where 16% always, 20% frequently and 38% sometimes

use the same personal information within their ‘business’ (e.g. professional networks)

and ‘administrative’ (e.g. e-commerce) profiles. On the other hand, the ‘social/private’

1 http://smile.deri.ie/node/517
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profiles of 12% always, 6% frequently and 40% sometimes contain the same personal

information as their business/administrative profiles. Our aim is to enable the user to

create, aggregate and merge multiple online profiles into one digital identity, through

the di.me2 userware - a single access point to the user’s personal information sphere

[25]. The latter also refers to personal data on a user’s multiple devices (e.g. laptops,

tablets, smartphones). This makes the di.me userware sophisticated and novel since it

does not only ‘attack’ the distributed/duplicated online profile management problem,

but targets the integration of distributed/duplicated personal information found across

multiple local and remote sources. The already integrated data is stored in the user’s

personal information sphere which holds all the valuable information of the user on a

personal server. The advantage of creating a digital identity within the di.me userware

is that of automatically integrating several identities into one with no, or minimal, user

effort. This would then enable easier management of the multiple identities, without

expecting existing systems to adopt our model or the user to do the integration man-

ually, both of which aren’t practical. Results from our survey also outline that 32.7%

would extremely favour a system that synchronises and shows you personal information

collected from different personal online sites, 26.5% favour the idea quite a bit, whilst

20.4% are moderately in favour. Additionally, 30.6% would extremely favour a system

that enables you to centrally modify and update your information in different personal

sites from one location, 30.6% favour the idea quite a bit, whilst 14.3% are moderately

in favour. These statistics motivate the development of the di.me userware.

In this paper we will only focus on the integration of heterogeneous online user

profiles, a task which is not straightforward for two main reasons. First, no common

standards exists for modelling profile data in online accounts [20], making the retrieval

and integration of federated heterogeneous personal data instantly a hard task. A second

problem is that the nature of some of the personal data on digital community ecosys-

tems [13], such as known contacts (resources) and presence information, is dynamic.

To address these difficulties, we propose the use of a standard format that is able to

handle both the more static as well as dynamic profile data. This comes in the form of

an integrated ontology framework consisting of a set of re-used, extended as well as

new vocabularies provided by the OSCA Foundation (OSCAF)3 (only the most rele-

vant ontologies will be mentioned in this paper). Our approach is to map and integrate

various online user profiles onto this one standard representation format. The first stage

of this approach discovers semi/unstructured information by crawling attributes that are

available through online account APIs, resulting in a separate representation for each

respective online profile. These representations maintain links to the source account as

well as to the external identifiers of the specific online profile attributes. Additionally, all

crawled attributes, in our case the profile information, are aggregated into what we refer

to as the user’s ‘super profile’. The second stage of our approach targets the mapping

of attributes for each of the represented online profiles with equivalent attributes for

the super profile. The use of ontologies and Resource Description Framework (RDF)4

as the main data representation means that the mapping we pursue considers both syn-

2 http://www.dime-project.eu/
3 http://www.oscaf.org/
4 http://www.w3.org/RDF/
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tactic as well as semantic similarities in between online profile data. Our approach is

performing semantic lifting and not traditional ontology matching since we are discov-

ering resources from a user’s profile (schema of particular online account) which are

then mapped to our ontology framework. We then attempt to discover semantic equiv-

alence between persons (this includes both the user and their contacts) that are known

in multiple online accounts, based on the results of individual attribute matching. An

appropriate semantic equivalence metric is one of the requirements for aspiring self-

integrating system [21], such as the di.me userware.

Several techniques may be required in-order to discover if two or more online per-

sons are semantically equivalent. The most popular techniques are syntactic based, i.e.

a string/value comparison is performed on the various person profile attributes. Our

ontology-based approach allows us to extend the matching capabilities ‘semantically’,

ensuring more accurate results based on clearly-specified meanings of profile attribute

types, as well as through an exploration of their semantic (in addition to syntactic) re-

latedness. The discovery of semantically equivalent person representations results in

their semantic integration at the Personal Information Model (PIM) level of the user’s

data. The PIM handles unique personal data that is of interest to the user such as the

user’s singular digital identity, files, task lists and emails. It is an abstraction of the pos-

sibly multiple occurrences of the same data as available on multiple online accounts

and devices. The users have complete control over their accessed personal data, since

our approach does not target sharing of personal information. In the remainder of the

paper we start by discussing and comparing related work in Section 2. Details on our

approach are then provided in Section 3. An update of the current status and proto-

type implementation is then provided in Section 4, before a list of our targeted future

aspirations and a few concluding remarks in Section 5.

2 Related Work

The process of matching takes two schemas or ontologies (each of which is made up

of a set of discrete entities such as tables, XML5 elements, classes, properties, etc.) as

an input, producing relationships (such as equivalence) found between these entities

as output [26]. COMA++ [3] is one of the most relevant schema and ontology match-

ing tools that finds out the semantic correspondences among meta-data structures or

models. Given that these matching problems are overcome, it would benefit service in-

teroperability and data integration in multiple application domains. Several techniques

and prototypes were implemented in-order to solve the matching problem in a semi-

automatic manner such as Falcon-AO (ontology matching) [14], thus reducing manual

intervention. Our approach is different to the mentioned traditional approach since we

aren’t concerned with matching two conceptualisations (schemas or ontologies), but a

schema of an online account e.g. a social network to an ontology or set of ontologies.

We refer to this process as semantic lifting, since we are lifting semi/unstructured infor-

mation (the user’s profile attributes) from a schema as discussed in Section 3.1, which

is manually mapped to an interoperable standard (ontology framework) as discussed in

Section 3.2.

5 http://www.w3.org/XML/
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Findings in [15] suggest that provided enough information is available, multiple

user profiles can be linked at a relatively low cost. In fact, their technique produces very

good results by considering a user’s friends list on multiple online accounts. Earlier

approaches rely on just a specific Inverse Functional Property (IFP) value e.g. email

address or name [17],[12]. However, as pointed out in [5], IFP assumptions are rather

shallow, since users are able to create multiple accounts even within the same social

network (e.g. a business-related profile, social profile, etc.) each time using different

identification, e.g. email addresses.

A number of approaches rely on formal semantic definitions, through the use of on-

tologies and RDF, to enable portability of online profiles. The work by [22] presents an

online application that transforms a user’s identity on a social network (Facebook) into

a portable format, based on the Friend of a Friend (FOAF) ontology [6]. The approach

described in [20] goes on step forward, attempting to integrate multiple online profiles

that have been converted to FOAF. As opposed to IFP approaches, this approach takes

into consideration all (FOAF) profile attributes, assigning different importance levels

and similarity measures to each. Although FOAF enables a much richer means for pro-

file attribute comparison, we use a more comprehensive conceptualisation through the

Nepomuk Contact Ontology (NCO) [19], which is integrated into a comprehensive on-

tology framework. This integration enables attributes in multiple profiles to be seman-

tically related to unique, abstract representations in the user’s PIM. Once the technique

in [20] sees the profiles transformed to a FOAF representation, a number of techniques

are used for syntactic matching between short strings and entire sentences. In addition,

the syntactic-based aspect of our matching will also perform a Linguistic Analysis to

yield further information about the typed profile attributes. Named Entity Recognition

(NER) can discover more specific types than the ones known (e.g. identifying city and

country in a postal address) and recognise abbreviations or acronyms in attribute labels.

Many approaches enhance the otherwise syntactic-based profile matching tech-

niques with a semantic-based extension. In particular, the above-cited work by Raad

et. al. is supplemented with an Explicit Semantic Analysis [11], whose aim is to de-

tect semantic similarity between profile attributes through the computation of semantic

relatedness between text, based on Wikipedia. A similar approach [27] uses snippets re-

turned from an online encyclopedia to measure the semantic similarity between words

through five web-based metrics. Our approach will consider semantic relatedness to

determine similarity between entities not only based on their labels or values, but also

on a semantic distance to other relevant concepts. For example, although an address in

one profile might consist of just the city, and another address might refer to only the

country, the fact that the city in the first profile is known to be in the country defined for

the second profile will be considered as a partial match.

The calculation of such measures within different systems or domains is a very

important task, given the increase in access to heterogeneous and independent data

repositories [9]. Research efforts conducted by [28] identify three common approaches

for calculating the semantic distance between two concepts, namely i) the knowledge-

based approach which uses remote Knowledge Bases (KBs) such as WordNet6 (count

edge distance) [7], ii) lexico-syntactic patterns (makes binary decisions), and iii) statisti-

6 http://wordnet.princeton.edu/
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cal measures (uses contextual distributions or concept co-occurrences). The mentioned

techniques are not relevant for certain cases, as the concept distances cannot be calcu-

lated. This means that such a process is not straightforward, especially if a personal KB

is used, where a good distance metric needs personal adjustments in-order to cater for

a particular user’s needs. Normally for a personal ontology (can be domain specific),

in our case the PIM, several concepts are not available within remote KBs. Therefore,

it’s impossible to calculate the semantic distance between two concepts, if remote KBs

are used alone. Hierarchical semantic KBs such as the ones constructed on an “is a”

structure, can be fundamental for finding the semantic distance between concepts [16].

There is one major distinction between our approach and the semantic-based ap-

proaches described above. Although remote KBs such as DBpedia7 are to be consid-

ered as a backup, the KB on which we initially perform a similarity measure is the user’s

own PIM. The PIM is populated partly automatically - by crawling data on the user’s

devices, applications and online accounts, and partly by enabling the user to manually

extend the representations of their own mental models. The advantage here is that the

PIM contains information items that are of direct interest to the user, and is thus more

relevant to the user than external structured or partly structured KBs. Therefore, the se-

mantic matching of profiles is bound to yield more accurate results, based on a KB that

is more personal and significantly smaller.

3 Approach

Our online profile (instance) matching approach will involve four successive processes

(A-D), as outlined by Fig. 1 and discussed below.

3.1 Retrieval of User Profile Data from Online Accounts

The first step is to retrieve personal information from various online accounts such as

Facebook, Twitter and LinkedIn, and is fairly straightforward once the required API

calls are known. We target several categories of online profile data such as the user’s

own identity-related information, their online posts, as well as information about the

user’s social network, including the identities and posts shared by their contacts.

3.2 Mapping User Profile Data to the Ontology Framework

Once online profile data has been retrieved from an online account, it is mapped to two

particular ontologies in our ontology Framework. Identity-related online profile infor-

mation is stored as an instance of the NCO Ontology, which represents information

that is related to a particular contact. The term ‘Contact’ is quite broad, since it reflects

every bit of data that identifies an entity or provides a way to communicate with it. In

this context, the contact can also refer to the user’s own contact information. There-

fore, both the user and their contacts as defined in an online profile are represented as

instances of nco:Contact. Presence and online post data for the user is stored as in-

stances of the LivePost Ontology (DLPO)8, a new ontology for the representation of

7 http://dbpedia.org/
8 http://www.semanticdesktop.org/ontologies/dlpo/—currently a candidate OSCAF submission
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Fig. 1. Approach Process

dynamic personal information that is popularly shared in online accounts, such as mul-

timedia posts (video/audio/image), presence posts (availability/activity/event/checkin),

messages (status messages/comments) and web document posts (note/blog posts).

Fig. 2 demonstrates how the above ontologies can be used to store online profile

data from an online account (OnlineAccountX). The figure also shows the user’s super

profile (di.meAccount). An explanation of how the other ontologies in the framework

can be used to effectively integrate the two profiles once semantic equivalence is dis-

covered, is provided later on. The upper part of the figure refers to the T-box, i.e. the

ontological classes and attributes, whereas the lower part represents the A-box, contain-

ing examples of how the ontologies can be used in practice (straight lines between the

A- and T-box denote an instance-of relationship).

The attributes of the online user profiles will be mapped to their corresponding

properties within our ontology framework. The example shows five identity-related

profile attributes that have been mapped to the NCO (affiliation, person name, or-

ganisation, phone number, postal address). Presence-related profile information is also

available in the form of a complex-type ‘livepost’, consisting of a concurrent status

message - “Having a beer with Anna @ESWC12 in Iraklion”, a check-in (referring

to the pimo:City representation for Heraklion through dlpo:definingResource) and an

event post (referring to the pimo:Event instance representing the conference through

dlpo:definingResource). dlpo:definingResource defines a direct relationship between a

‘livepost’ subtype and a PIM item. A person, “Anna” is also tagged in this post, as re-

ferred by dlpo:relatedResource. This property creates a semantic link between a ‘live-

post’ and the relevant PIM items.
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Fig. 2. Approach Scenario

3.3 Matching User Profile Attributes

Our approach towards matching the user profile attributes (metadata matching), consid-

ers the data both at a semantic and syntactic level. It involves four successive processes

as outlined within the third level (C) of Fig. 1.

Linguistic Analysis Once the transformation and mapping of the user’s profile data

to its RDF representation has been performed, a matching process is initiated against

the user’s PIM in order to find similar attributes or links and relations between them. In

the case that the profile attribute is known to contain an atomic value (e.g. a person’s

name, phone number, etc.), no further linguistic analysis is performed. However, pro-

files attributes may contain more complex and unstructured information such as a postal

address (e.g. “42 Upper Newcastle Road, Lower Dangan, Galway, Ireland”). For such

attributes, a deeper linguistic analysis is required to discover further knowledge from

their values; concretely, a decomposition into different entities or concepts is the goal

pursued. In the postal address example, the aim is to find out that ‘42 Upper Newcastle

Road’ refers to the most specific part of the address information, ‘Lower Dangan’ to an

area or district, ‘Galway’ to a city and ‘Ireland’ to a country. The techniques applied to

extract or decompose the attribute values are regular expressions and gazetteer lookups.

Typically both techniques work well when the domain or structure is known. There-

fore, the algorithm distinguishes profile attributes by type or nature, which is known at
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this stage, to apply different regular expressions and use different gazetteers. Abbrevi-

ations and acronyms are also covered in this analysis by including entries for them in

the gazetteers (e.g. a gazetteer for countries also includes the ISO 3166 codes).

Finally, there are special profile attributes which let the user describe themselves,

or even include hyperlinks to their personal websites. The text in these attributes is also

analysed by a Natural Language Processing pipeline in order to extract named-entities

and perform the proper lookups in the gazetteers. However, users normally just pro-

vide a hyperlink to their personal website9, due to size limitations for the description

attribute, or the reluctance of the users to enter such information within all their online

profiles. In such cases, the hyperlink is resolved and its content is extracted for further

analysis, mainly to discover any named-entities (e.g. city) that will enrich the descrip-

tion attribute. Despite of not having these meaningful links between the entities and the

profile, such information is used in order to re-balance the weights of certain attributes

as described in the Ontology-enhanced Attribute Weighting sub-section below. For ex-

ample, a Twitter user who only provides a username in her profile would not be able to

match to a richer profile which contains her name, postal address, phone number, email,

etc., if the username is unknown. However, if this information is found in the form of

entities within her personal website, the likelihood that two profiles match increases

considerably.

Syntactic Matching Straightforward value matching is applied on attributes that have

a non-string literal type (e.g. birth date or geographical position), since these have

a strict, predefined structure. For attributes of type string (xsd:string), if their ontol-

ogy type (e.g. person name, postal address) is either known beforehand or discovered

through NER, direct string matching is applied. In both cases, the matching takes as

input the attribute in consideration against PIM instances of a similar type. For example,

in Fig. 2., the label of the organisation (nco:OrganizationContact instance) specified

within the nco:org property for the user’s online account profile (i.e. ‘Digital Enterprise

Research Institute’) is matched against other organisation instances within the PIM. The

super profile instance ‘DERI’ is one example of other PIM instances having the same

type. The fact that in this case one of these two equivalent profile organisation attributes

is an acronym for the other one will be taken into consideration by the employed string

matching technique. In the event that the attribute entity remains unknown even after

NER is performed, indirect string matching is applied over all PIM instances, regard-

less of their type.

A string matching metric is used for syntactically matching user profile attribute

values that are obtained from an online account to attribute values that are stored in

the PIM KB. The recursive field matching algorithm proposed by Monge and Elkan

[18] is applied for matching string values. A degree of 1.0 signifies that string ‘A’ and

string ‘B’ fully match or one string abbreviates the other. On the other hand, a degree

of 0.0 signifies that there is no match between two strings. All sub-fields of string ‘A’

and string ‘B’ are also compared against each other. The Monge-Elkan string matching

metric (1), considered as one of the most accurate [8], is defined as follows:

9 In an analysis of the ‘description’ field for 125 Twitter users, we found that 54% were linking

to a web page that contains personal information about them.
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match (A,B) =
1

|A|

|A|
∑

i=1

max{sim′ (Ai, Bj)}
|B|
j=1

(1)

—where sim’ is a particular secondary distance function that is able to calculate the

similarity between two tokens ‘A’ and ‘B’. The major reason for choosing this metric is

that it holds for matching an attribute value to its abbreviation or acronym, unlike other

metrics considered such as Levenshtein distance, Jaro and Jaro-Winkler. This technique

considers the abbreviation that is either: i) a prefix, ii) a combination of a prefix and suf-

fix, or iii) an acronym, of the expanded string, or else a concatenation of prefixes from

the expanded string. Our plan is to extend this metric to match non-trivial variations of

an expanded string e.g. username ‘ramauj’ to the full name ‘Juan Martinez’.

Semantic Search Extension Once the syntactic matching is complete, a semantic

search extension process follows. Referring again to our example, the user’s address

known for the super profile (di.meAccount) is listed as ‘Iraklion’, and is related to an

instance of a pimo:City, ‘Heraklion’. The one just retrieved from the online account

profile (OnlineAccountX) refers to ‘GR’, which is found to be related to a particular

instance of pimo:Country, ‘Greece’. Although the two address attributes do not match

syntactically, they are semantically related. Given that the profile in question is the

user’s, it is highly likely that through some other data which is either automatically

crawled or enriched by the user, the PIM contains references to both these locations, and

that semantic relationships exist in between. In the example, through the PIM KB, the

system already knows that the city and country instances related to both addresses are in

fact related through pimo:locatedWithin. This constitutes a partial semantic match, to be

taken into consideration when assigning semantic-based attribute weights. If such data

didn’t exist within the PIM KB (main KB for matching), remote KBs such as DPBedia

or any other dataset that is part of the Linked Open Data cloud10, will be accessed to de-

termine any possible semantic relationship. Another example centres around Juan’s two

roles, listed as a ‘Researcher’ for ‘DERI’ within his super profile, and as a ‘PhD Stu-

dent’ for ‘Digital Enterprise Research Institute’ on his online account. Although less

straightforward, a semantic search here would largely support the syntactic search in

determining that there is a high match between these two profile attributes, after finding

that DERI is a research institute which employs several Researchers and PhD students.

Ontology-enhanced Attribute Weighting To discover semantic equivalence between

persons in online profiles or otherwise, an appropriate metric is required for weighting

the attributes which were syntactically and/or semantically matched. Factors that will

be taken into account by the metric are the total number of attributes that were mapped

to our ontology framework, the number of syntactically matched attributes, the number

of attributes matched based on the semantic search extension, and the importance of

attributes depending on the target domain of the specific online account. In addition,

ontology-enhanced attribute weights are an added benefit of our ontology framework

10 http://lod-cloud.net/
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over other ontologies such as FOAF. Attribute constraints defined in the NCO ontology,

such as cardinality and inverse functional properties, enable the assignment of different

predefined weights to the attributes. Thus, the properties that have a maximum or an

exact cardinality of 1 have a higher impact on the likelihood that two particular pro-

files are semantically equivalent. Carrying even a higher predefined weight are inverse

functional properties, which uniquely identify one user. Examples of attributes having

cardinality constraints are first name, last name and date of birth, whereas an example

of a inverse functional property is a private email address or a cell phone number. Pro-

file attributes such as affiliation, organisation, city and country have no such cardinality

constraints defined in the ontology, and as a result they have a lower weight.

3.4 Online Profile Matching

Based on the attribute weighting metric, we define a threshold for discovering seman-

tic equivalence between elements of a user’s online profiles, i.e. personal identity and

information that is already known and represented at the PIM level. A user can then be

suggested to merge all kinds of profile information, e.g. their ‘organisation’ from var-

ious online profiles into their super profile, depending on this threshold. This includes

marking contacts for the same unique person as ‘known’ over multiple online accounts.

The actual integration of semantically-equivalent personal information across dis-

tributed locations is realised through the ‘lifting’ of duplicated data representations onto

a more abstract but unique representation in the PIM. The Personal Information Model

Ontology (PIMO) [23] provides a framework for representing a user’s entire PIM, mod-

elling data that is of direct interest to the user. By definition, PIMO representations are

independent of the way the user accesses the data, as well as their source, format, and

author. Initially, the PIM will be populated with any personal information that is crawled

from a user’s particular online account or device. Therefore, if there is no match of a

particular entity, a new instance is created. In the example shown in Fig. 2, Juan’s PIM

(grey area) ‘glues’ together all the things he works with uniquely, irrespective of their

multiple ‘occurrences’ on different devices and/or online accounts. First and foremost,

the PIM includes a representation for the user himself, as a pimo:Person instance. This

instance refers to the two shown profiles through the pimo:groundingOccurrence prop-

erty, which relates an ‘abstract’ but unique subject to one or more of its occurrences. For

example, the unique pimo:City instance has multiple occurrences in multiple accounts,

and is related to both Juan’s postal address and his check-in as defined on his online

account. The advantage of using ontologies is evident here - resources can be linked at

the semantic level, rather than the syntactic or format level. For example, although the

user’s name or organisation differ syntactically, the discovery that they are semantically

equivalent is registered within the PIM.

4 Implementation

This section describes the development progress so far. The current prototype employs

the Scribe OAuth Java library11 to retrieve data from a LinkedIn profile. Scribe supports

11 https://github.com/fernandezpablo85/scribe-java
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Table 1. Ontology Mapping of LinkedIn Attributes

Query Attribute Ontology Mapping

http://api.linkedin.com/v1/people/∼: id
nao:externalIdentifier
−−−−−−−−−−−−−−−−−−−−→ <value>

(id,first-name,last-name,location: first-name
nco:hasPersonName
−−−−−−−−−−−−−−−−−−→ nco:PersonName

nco:nameGiven
−−−−−−−−−−−−−−→ <value>

(name),picture-url,summary, last-name
nco:hasPersonName
−−−−−−−−−−−−−−−−−−→ nco:PersonName

nco:nameFamily
−−−−−−−−−−−−−−−→ <value>

positions,phone-numbers, location:(name)
nco:hasLocation
−−−−−−−−−−−−−−→ geo:Point

nao:prefLabel
−−−−−−−−−−−−→ <value>

im-accounts,date-of-birth) picture-url
nco:photo
−−−−−−−−→ <value>

http://api.linkedin.com/v1/people/∼ summary
nao:description
−−−−−−−−−−−−−−→ <value>

/connections:(id,first-name,last- positions
nco:hasAffiliation
−−−−−−−−−−−−−−−−−→ nco:Affiliation

nco:title/role/department/org
−−−−−−−−−−−−−−−−−−−−−−−−−−−→ <value>

name,location:(name),picture-url, phone-numbers
nco:hasPhoneNumber
−−−−−−−−−−−−−−−−−−−→ nco:PhoneNumber

nco:phonenumber
−−−−−−−−−−−−−−−→ <value>

summary,positions,phone-numbers, im-accounts
nco:hasIMAccount
−−−−−−−−−−−−−−−−−→ nco:IMAccount

nco:imAccountType/imID
−−−−−−−−−−−−−−−−−−−−−−−→ <value>

im-accounts,date-of-birth) date-of-birth
nco:hasBirthDate
−−−−−−−−−−−−−−−−→ nco:BirthDate

nco:birthdate
−−−−−−−−−−−−→ <value>

http://api.linkedin.com/v1/people/∼: id dlpo : LivePost
nao:externalIdentifier
−−−−−−−−−−−−−−−−−−−−→ <value>

(current-share) timestamp dlpo : LivePost
dlpo:timestamp
−−−−−−−−−−−−−−→ <value>

comment dlpo : LivePost
dlpo:textualContent
−−−−−−−−−−−−−−−−−−→ <value>

source name dlpo : LivePost
dao:source
−−−−−−−−−→ dao:Account

nao:prefLabel
−−−−−−−−−−−−→ <value>

major 1.0a and 2.0 OAuth APIs such as Google, Facebook, LinkedIn, Foursquare and

Twitter, and can thus be used to extend future profiles.

Table 1 shows different types of LinkedIn service calls that our prototype supports

(column one). The first retrieves a user’s profile data, whereas the second retrieves a

user’s contact profile data. The third query retrieves status updates from the user. The

calls return a set of LinkedIn profile data for the user or their connections, of which we

currently map the shown list (column two) to the specific concepts and properties in

our ontology framework (column three). The first set of ontology properties in the third

column are attached to the nco:Contact instance representing the user or one of their

contacts (omitted from the Table), whereas the second set of ontology properties are

attached to the respect dlpo:LivePost instance. Both instances are linked to the online

account from which they where retrieved via dao:source, this case being a representa-

tion of the LinkedIn online account.

Since the LinkedIn API12 data is returned in XML, we required a transformation

of this data into an RDF representation, for mapping to our ontologies. The translation

between XML to RDF is quite a tedious and error-prone task, despite the available tools

and languages. Although an existing approach is to rely on Extensible Stylesheet Lan-

guage Transformations (XSLT)13, the latter was designed to handle XML data, which

in contrast to RDF possesses a simple and known hierarchical structure. Therefore, we

use the XSPARQL [1] query language. XSPARQL (W3C member submission) provides

for a more natural approach based on merging XQuery14 and SPARQL15 (both W3C

Recommendations). The transformation between the XML LinkedIn data into our RDF

representation (using Turtle16 as the serialization format) is declaratively expressed in a

12 https://developer.linkedin.com/rest
13 http://www.w3.org/TR/xslt
14 http://www.w3.org/TR/xquery/
15 http://www.w3.org/TR/sparql11-query/
16 http://www.w3.org/TR/turtle/
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XSPARQL query, which also covers the transformation of profile data from any social

network adherent to the OpenSocial standard17.

For the linguistic analysis and NER process, presented in Section 3.3, we have se-

lected the General Architecture for Text Engineering (GATE)18 platform, which allows

decomposing complex processes—or ‘pipeline’—into several smaller tasks or modules

with a specific purpose or using a specific (even third-party) algorithm. GATE is is dis-

tributed with the ANNIE information extraction system [10], which includes a variety

of algorithms for sentence analysis and pre-defined gazetteers for common entity types

(e.g. countries, organizations, etc.), which we extended with acronyms or abbreviations

where necessary. We employ the GATE Large KB Gazetteer module in order to make

use of the information stored within the user’s PIM, since it can get populated dynami-

cally from RDF data.

Listing 1.1 shows an example of online profile data retrieved from the LinkedIn ac-

count for user “Juan Martinez”. The RDF representation (in Turtle syntax) shows how

the data is mapped to our ontology framework, through the XSPARQL transformer.

The LinkedIn account representation ( :acct1 as an instance of dao:Account) contains

references to two contacts known within ( :c1, :c2 as instances of nco:Contact), one

of which ( :c1) is the Juan’s own contact representation. Shown attached to Juan’s

contact instance is a series of identity-related information as well as one status mes-

sage post (instance of dlpo:Status). This example highlights the comprehensiveness of

our integrated ontology framework in dealing with various types of online profile data,

when compared to other integrated ontology approaches such as the use of FOAF and

Semantically-Interlinked Online Communities [4]. More importantly, it also illustrates

how integration of online profile data is achieved at the semantic level. Once the two

contacts in the online profile (including the one for the user) are discovered to be seman-

tically equivalent to persons that are already represented in the PIM, a link is created

between them through pimo:groundingOccurrence. The PIM Metadata at the bottom of

Listing 1.1 demonstrates how the same unique person representations at the level of the

PIM can point to multiple occurrences for that person, e.g. contacts for that person as

discovered in online accounts, including the ones just retrieved from LinkedIn.

5 Conclusions and Future Work

In this paper, we discuss the possibility of eliminating the need for the user to separately

manage multiple digital identities in unrelated online accounts. Our approach targets

the crawling and retrieval of user profile data from these accounts, and their mapping

onto our comprehensive ontology framework, which serves as a standard format for

the representation of profile data originating from heterogeneous distributed sources.

Our main target is the discovery of semantic equivalence between contacts described in

online profiles, through a metric which computes a weighted semantic similarity of their

individual attributes. Aggregated profile data is lifted onto a unique PIM representation

and integrated in a super profile. The integrated data in the PIM is the main KB for

matching since it’s personalised and thus contains the most valuable information about

17 http://code.google.com/apis/opensocial/
18 http://gate.ac.uk/
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#LinkedIn Profile Metadata

_:acct1 a dao:Account .

_:acct1 nao:prefLabel "LINKEDINAccount" .

_:c1 a nco:Contact .

_:c1 dao:source _:acct1 .

_:c1 nao:externalIdentifer "J7qb-67bTP" .

_:c1 nco:hasPersonName _:cn12 .

_:cn12 a nco:PersonName .

_:cn12 nco:nameGiven "Juan" .

_:cn12 nco:nameFamily "Martinez" .

_:c1 nco:hasAffiliation _:pos8 .

_:pos8 a nco:Affiliation .

_:pos8 nao:externalID 224093780 .

_:pos8 nco:role "Strategy Manager" .

_:pos8 nco:start "2003-1-1T00:00:00Z" .

_:pos8 nco:org _:org16 .

_:org16 a nco:OrganizationContact .

_:org16 nie:title "Ingeneria Ltd." .

...

_:stms644819790 a dlpo:Status .

_:stms644819790 dao:source _:acct1 .

_:stms644819790 nao:externalIdentifier "s6448190" .

_:stms644819790 dlpo:timestamp "2011-10-26T21:32:52" .

_:stms644819790 dlpo:textualContent "Seeking Job" .

...

_:c2 a nco:Contact .

_:c2 dao:source _:acct1 .

_:c2 nco:hasPersonName _:cn22 .

_:cn22 a nco:PersonName .

_:cn22 nco:nameGiven "Anna" .

_:cn22 nco:nameFamily "Alford" .

...

#PIM Metadata

_:PIM a pimo:PIM .

_:PIM pimo:creator _:user .

_:user a pimo:Person .

_:user pimo:groundingOccurrence _:c1 .

_:user pimo:groundingOccurrence _:c23 .

_:user pimo:groundingOccurrence _:c18 .

...

_:user foaf:knows _:person35 .

_:person35 pimo:groundingOccurrence _:c2 .

_:person35 pimo:groundingOccurrence _:c53 .

...

Listing 1.1. User Profile Transformer Output and PIM Integration

the user. One of the motivations for the di.me userware (currently in development), is

to enable the user a single entry-point to distributed personal information management.

This would enable easier management for the user, where no or minimal user effort

would be required for the integration of such personal information.

The current prototype is able to retrieve a user’s profile data from LinkedIn, but

more online accounts are being targeted. The technology for syntactic matching will

be further improved through linguistic analysis. Our most challenging future enhance-

ment is the envisaged semantic extension to the current syntactic-based profile attribute

matching. Research contributions will on the other hand focus on defining an appro-

priate semantic-based attribute weighting for each matched attribute, together with the

definition of a metric which takes into account all the resulting weighted matches and
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the identification of a threshold that determines whether two or more online profile refer

to the same person. Online posts are also taken into consideration [24]. An analysis of

posts from multiple accounts can help us discover whether two or more online profiles

are semantically equivalent.

Finally, a comprehensive evaluation of our system would be performed on three

levels — i) syntactic matching, ii) semantic matching, and iii) a combination of. This

would help determine whether our part-syntactic, part-semantic approach actually yields

better results.
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Preface 

 
 

The 7
th

 International workshop on Semantic Business Process 

Management continues the tradition of previous workshops from this 

serial: collecting and discussing new semantic-based approaches and 

ideas for a more efficient BPM. This year the most important issue is the 

semantic-based dynamicity in BPM systems, which very nice correlates 

with the predictions that Gartner, Inc. for the next period: 

 

By 2012, 20 per cent of customer-facing processes will be knowledge-

adaptable and assembled just in time to meet the demands and 

preferences of each customer, assisted by BPM technologies. 

 

Today's capability to proactively change processes is merely an 

interim step for process improvement. The next evolution will be 

processes that self-adjust based on the sensing of patterns in user 

preferences, consumer demand, predictive capabilities, trending, 

competitive analysis and social connections. 

 

By 2013, dynamic BPM will be an imperative for companies seeking 

process efficiencies in increasingly chaotic environments. 

 

IT organisations are striving to become better aligned with the 

demands placed on the business. Pressure to reduce the latency of 

change in business processes is driving a need for more dynamic 

and systematised measures. Adopting a more dynamic form of 

BPM, which focuses on enabling process changes to occur when 

and as needed will enable organisations to better respond to 

unanticipated change requirements in business processes, and to 

handle process changes more effectively. 

 

More than a half of papers are dealing with the different approaches for 

managing these dynamics in business processed by using semantic 

technologies. Rest of the papers is targeting the dynamicity from the 

modeling point of view (design time). Therefore, this workshop is a nice 

opportunity for exchanging ideas and starting new cooperation in this 

domain, as it has been in the past.  
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Enabling Semantic Search in Large  
Open Source Communities 

Gregor Leban, Lorand Dali, Inna Novalija 

Jožef Stefan Institute, Jamova cesta 39, 1000 Ljubljana 
{gregor.leban, lorand.dali, inna.koval}@ijs.si 

Abstract. This paper describes methodology used for building a domain specif-
ic ontology. Methods that allow automatic concept and relation extraction using 
domain-related glossaries are presented in this research. The constructed ontol-
ogy contains vocabulary related to computer science and software development. 
It is used for supporting different functionalities in the ALERT project, which 
aims to improve software development process in large open source communi-
ties. One of the uses of the ontology is to provide semantic search functionality, 
which is a considerable improvement over the keyword search that is common-
ly supported.  

1   Introduction 

Open source communities and software development organizations in general are 
often using several different communication channels for exchanging information 
among developers and users. Beside a source code management system (SCMS), 
these software developing communities also frequently use an issue tracking system 
(ITS), a forum, one or more mailing lists and a wiki. Each of these channels typically 
serves a different purpose. Issue tracking system allows the users of the software to 
report to the developers issues they encountered or to suggest new features. Forums 
and mailing lists have a similar purpose which is to allow open discussions between 
the members of the community. Wikis are commonly used as platforms for providing 
software documentation, user guides and tutorials for the users.  

A problem that is common for the present day and that is becoming more and more 
troubling for large and medium open source communities is the information overload. 
Users are generating large amounts of information on different communication chan-
nels and it is difficult to stay up-to-date. For illustration, consider the KDE communi-
ty [1], which is offering a wide range of open source products. In April 2012 KDE 
had approximately 290.000 bug reports in their ITS, 126.000 posts on their forum and 
163 active mailing lists where according to one of the KDE developers between 30-80 
emails are exchanged per day. 

Providing help in processing and managing such large amounts of information is 
one of the main goals of the ALERT1 project [2]. ALERT is a European project that 

1 ALERT is acronym for Active support and reaL-time coordination based on Event 
pRocessing in open source software development 
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aims to develop a system, which will be able to help users (especially developers) in 
large open source communities. The system, once finished, will be able to collect and 
process all the posts (emails, issues, forum posts, etc.) that are generated in different 
communication channels used by the community. The information will be processed 
and stored in a way so that it will provide support for different features of the system.  

One of the features that were specified as very important by the use-case partners 
of the project was advanced search functionality. Search that is supported on commu-
nication channels such as ITS and forums is only a simple Boolean keyword search. A 
fundamental problem with keyword search is that different people use different words 
(synonyms) to refer to the same concept. Therefore not all posts that discuss the same 
concept can be retrieved by a simple keyword-based search.  

As an improvement to keyword search we would like to provide in the ALERT 
system semantic search. What we mean by semantic is that the search is performed 
using the actual concept that the search term represents. Consider, for example, that 
the user performs a search for “dialog”. The concept of the dialog can be represented 
also with other terms, such as “window” or “form”. Instead of returning the results 
that directly mention “dialog” we therefore also want to return results that contain any 
of the term synonyms. Additionally, since search is based on the actual concepts we 
can also exploit the fact that concepts can be related to each other. When searching 
for one concept we can therefore also consider including results about some closely 
related concepts. In KDE domain, for example, searching for “email client” should 
also return posts containing concept “KMail” which is the KDE’s email application. 

In order provide semantic search we have to use an ontology. Each class in the on-
tology should represent a concept that can have one or more labels (synonyms). When 
a new post is created in one of the communication channels, the ALERT system anno-
tates or tags it with the concepts that are mentioned in the post. These annotations are 
stored in a knowledge base, which allows us then to quickly find all posts tagged with 
a particular concept. 

The main question that needs answering is what ontology should be used for anno-
tating the posts. Since we are providing support for software developing communities 
the important concepts that should be annotated are the ones related to computer sci-
ence and software development. Since we were not able to find any such existing 
ontology we had to construct it ourselves. The process that we used to construct such 
an ontology is the main contribution of the paper. The steps in the process are general 
and can be reused also for constructing other domain specific ontologies.  

The remainder of this paper is organized as follows. Section 2 provides details of 
the methodology used for building the Annotation ontology. The process consists of 
two main steps – (a) identifying the computer science specific terminology that we 
wish to represent in the ontology, and (b) constructing the relations between the con-
cepts. In Section 3 we describe how the ontology can be used in ALERT to provide 
the semantic search functionality. Section 4 describes related work and Section 5 
provides the conclusions. 
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2   Building the Annotation ontology 

2.1 Creating ontology concepts 

As stated before, the concepts that we wish to have in the Annotation ontology are 
related to computer science and software development. In order to obtain a relevant 
set of terms we searched online for glossaries related to computer science. The two 
web sites that we found to be most up-to-date and relevant for our purpose were 
webopedia.com [5] and whatis.techtarget.com [6]. For each of the terms we were also 
able to obtain a description of the term which in most cases contained links to several 
related terms. To identify terms especially related to software development we used 
the stackoverflow website [7], which is a Q-A system with more than 2.5 million 
questions related to software development. Stackoverflow contains an up-to-date list 
of tags that are used to tag the questions. Most popular tags together with their de-
scriptions were also included in the starting set of concepts.   

After obtaining the set of terms, our first goal was to merge synonyms. Merging of 
terms was performed in two ways. First way was using a synonym list that we were 
able to obtain from the stackoverflow website and which contained around 1,400 
synonym pairs. The second way was by using the term descriptions and searching in 
them for patterns such as “X also known as Y” or “X (abbreviated Y)”. In cases when 
such patterns were identified, terms X and Y can be considered as synonyms and be 
represented as the same concept. In this way we obtained a set of concepts where each 
concept has one or more labels that represent the concept. 

In the next step we wanted to link the concepts to corresponding Wikipedia arti-
cles. This allows us to obtain more information about the concepts and potentially 
also extend the ontology with new related concepts. By using a semi-automatic ap-
proach, we make the repetition of the process relatively easy to do, such that future 
updates of the ontology are not too costly. By identifying a corresponding Wikipedia 
article we are also able to implicitly create links to well-known knowledge bases 
which are extracted from Wikipedia, such as DBpedia, Yago and Freebase.  

Our approach for mapping concepts to Wikipedia articles has several steps. First, 
we link the concept labels to Wikipedia articles. We do this by automatically match-
ing the labels to the titles of articles to see which article corresponds to each label. In 
this process, the following two challenges were identified: 

a) The article with the matching title is a disambiguation page i.e. a page con-
taining links to pages which each describe one of the meanings of the concept. For 
example TTL is mapped to a page which contains links to Time to Live, Transistor 
Transistor Logic, Taiwan Tobacco and Liquor, etc. 

b) Some of the computer science concepts are so frequently used in common 
language that they are not considered ambiguous. In this case a computer science 
concept can be mapped on Wikipedia to something completely unrelated to computer 
science. An example of such a concept is ant which in computer science refers to 
Apache ant, a software tool for automatic build processes, but is mapped to the Wik-
ipedia article about the ant insect. 

The disambiguation pages were not difficult to identify since they typically contain 
phrases such as ‘X may mean…’ or ‘X may refer to…’. We have defined rules to au-
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tomatically match these patterns and exclude disambiguation pages from further anal-
ysis.  

After mapping labels to the corresponding Wikipedia pages we used the content of 
these pages to identify new terms which were not covered by the glossaries. To do 
this, we only used the first paragraph of each article, which usually gives a short defi-
nition of the term. Often it also contains links to articles describing closely related 
concepts. We used the articles linked in the first paragraph as candidates for new 
terms and sorted them by their frequency. We expect that if an article was linked to by 
many articles that we know are about computer science, then this article is very likely 
about a computer science concept as well. Based on this assumption, titles of the 
frequently appearing articles were added to the ontology as new concepts. 

After obtaining the final set of concepts we also wanted to organize the concepts 
into a hierarchy of categories. For this purpose we used text mining techniques and in 
particular the OntoGen [8] toolbox which interactively uses k-means clustering [9] to 
group the concepts into a hierarchy and extracts keywords to help the user in assign-
ing a name to each category. In this way we were able to semi-automatically define 
31 categories such as “operating systems”, “programming languages” and “compa-
nies”. 

2.2 Creating relations between the ontology concepts 

An important part of the ontology are also relations between the concepts. With re-
gard to our task of semantic search, the relations allow us to expand the search to also 
include closely related concepts. 

To create the relations between the concepts we can use the information that was 
available on the online glossaries. As we mentioned, the descriptions of the terms 
usually contained several links to other related terms. These links can be used to au-
tomatically create relations between the corresponding ontology concepts. Since hy-
perlinks don’t contain any additional semantic information about the type of relation 
we can only create some general kind of relation between the concepts. In our ontolo-
gy we represented them using a linksTo relation. 

In order to obtain more specific and usable relations we decided to apply natural 
language processing (NLP) techniques on term descriptions with the goal of identify-
ing semantic relations between the concepts. Consider, for example, the following 
sentence from the “C#” concept description: 

“C# is a high level, general-purpose object-oriented programming language  
created by Microsoft. “ 

If “C#” and “Microsoft” are concepts in the ontology then it is possible using NLP 
techniques to identify that the verb connecting the two concepts is “created by”. The 
task of creating relations between concepts is in this way reduced to simply defining a 
mapping from verbs to appropriate relations.  

A detailed list of steps involved in creating the relations is as follows. The input to 
the procedure was the list of ontology concepts and all the descriptions of the con-
cepts. First we identify in the descriptions sentences that mention two or more con-
cepts. Next we use Stanford parser [10] to generate a dependency parse of the sen-
tence. The dependencies provide a representation of grammatical relations between 
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words in a sentence. Using the dependency parse and the co-occurring ontology con-
cepts, we can extract the path from one ontology concept to another one. As a next 
step, we used Stanford Part-Of-Speech (POS) tagger [11] to tag the words in the sen-
tence. Of all the tags we are only interested in the verb (with or without preposition) 
that connects the two concepts. As a result we can obtain triples, such as:  

XSLT, used by, XML schema 
WSDL, describes, Web Service 
Microsoft, created, Windows 
Apple Inc., designed, Macintosh 
In the next step we use WordNet [12] and group the obtained verbs into synsets 

(synonym sets). From all the sentences we obtained verbs that can belong to around 
750 different WordNet synsets. Of all these synsets we only considered those that can 
be mapped to relations isPartOf, hasPart, creator and typeOf. We decided to include 
these relations because they are mostly hierarchical and can be used to expand the 
search conditions. WordNet synsets that were used to obtain these relations were:  
- isPartOf and hasPart relations were obtained from “include” and “receive have” 

synsets 
- creator relations were obtained from “make create”, “form constitute make”, “im-

plement”, “construct build make”, “produce bring forth”, “introduce present ac-
quaint”, “make do” and “plan project contrive design” synsets 

- typeOf relations were obtained from “establish base ground”, “include”, “exist be” 
and “integrate incorporate” synsets 

In addition to these relations we also included a few other types of relations: 
- subclass and superclass relationships have been obtained by using the OntoGen 

[8] text mining tool 
- sameAs relationships provide links to the identical DBpedia resources. 
- linksTo relations were used for all relations that we extracted but were not mapped 

to some more specific type of relation (like isPartOf, creator, etc.). 

2.3 Filtering and publishing the ontology as RDF 

Before the ontology was finished we wanted to make sure that it doesn’t contain 
any unnecessary concepts. By checking the terms on the online glossaries we noticed 
that some of them are obsolete and therefore irrelevant for our ontology. To determine 
if a concept is relevant or not we decided to again use the stackoverflow website. For 
each concept we searched in how many questions the concept is mentioned. If the 
concept was mentioned in less than 10 questions we decided to treat it as irrelevant 
and we removed the concept and its relations from the ontology. The value 10 was 
chosen experimentally by observing which concepts would be removed at different 
thresholds. An example of a concept that was removed by this procedure is HAL/S 
(High-order Assembly Language/Shuttle) which was found only in one question on 
the stackoverflow website. 

The final version of the generated ontology contains 6,196 concepts and 91,122 re-
lationships and is published in the Resource Description Framework (RDF) format. 
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3. Using the Annotation ontology for semantic search 

The created ontology can be used to annotate all the posts that are generated in the 
communication channels monitored by the ALERT system. When a new post is creat-
ed we annotate it with concepts that are mentioned in the text. We do this by checking 
the labels of the concepts and determining if any of them appears in the text. The post 
with its annotations is then stored in the Knowledge base and can be used for search-
ing. 

Since the ALERT project is still in progress we currently only have a preliminary 
version of the search interface. A screenshot of the interface is shown in Figure 1. The 
search form in the top left corner allows the user to specify a rich set of search condi-
tions. Beside the keyword search the conditions can also include: 

- Concepts. The user can specify a concept from the Annotation ontology in order 
to find posts that are annotated with this concept. 

- Authors of the posts. All posts from the communication channels have authors 
and they can be specified as a condition.  

- Source code (files, classes, methods). By monitoring source code management 
systems used by the community we are aware of all the files, classes and methods 
developed in the project. The information is stored in the knowledge base and can be 
used to find all the commits where a particular file/class/method was modified. 

- Time constraints. All posts have an associated time stamp. The search interface 
allows us to set a particular time period that we are interested in. 

 
Figure 1. Search interface provided by the ALERT system 
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- Filters by post type. The user can specify what type of posts (issues, emails, fo-
rum posts, etc.) he would like to see in the list of results. 

After performing the search, the list of posts that match the query is displayed be-
low the search form. Along with the list of results, the system also provides two visu-
alizations of the results. Social graph of the people involved in the resulting posts is 
displayed on the right side of the screen. It shows who is corresponding with whom 
and highlights the most active people. Below the social graph is the timeline visuali-
zation that shows the distribution of results over time. It is an important aggregated 
view of the results since it can uncover interesting patterns. 

4. Related work 

The automatic and semi-automatic ontology learning methods usually include a 
number of phases. Most approaches define the set of the relevant ontology extension 
sources, preprocess the input material, build ontology according to the specified 
methodology, evaluate and reuse the composed ontology.   

As Reinberger and Spyns [13] state, the following steps can be found in the ma-
jority of methods for ontology learning from text: collecting, selecting and prepro-
cessing of an appropriate corpus, discovering sets of equivalent words and expres-
sions, establishing concepts with the help of the domain experts, discovering sets of 
semantic relations and extending the sets of equivalent words and expressions, vali-
dating the relations and extended concept definition with help of the domain experts 
and creating a formal representation. 

As suggested in [14], ontology learning from text is just one phase in the method-
ology for semi-automatic ontology construction preceded by domain understanding, 
data understanding and task definition and followed by ontology evaluation and on-
tology refinement.  

In our approach we have utilized the traditional steps for ontology development, 
like terms extraction, synonyms extraction, concepts definition, establishment of 
concept hierarchies, relations identification [15]. 

Fortuna et al. [8] developed an approach to semi-automatic data-driven ontology 
construction focused on topic ontology. The domain of interest is described by key-
words or a document collection and used to guide the ontology construction. OntoGen 
[8] uses the vector-space model for document representation. In current work, the tool 
has been utilized for defining the hierarchical relationships between concepts.  

Learning relations in the ontology was addressed by a number of researchers. Tax-
onomic relations have been extracted by Cimiano et al. [16]. Moreover, Maedche and 
Staab [17] contributed to the approach, which allowed discovering conceptual rela-
tions from text.  

5. Conclusions 

In this paper we have proposed an approach for building a domain specific ontolo-
gy related. The methods for concept and relation extraction have been suggested and 
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applied in order to build an ontology related to computer science and software devel-
opment. The generated ontology is used in the ALERT project among other things to 
provide semantic search functionality. The advantages of the semantic search over 
keyword search are (a) the avoidance of issues with synonyms, and (b) the ability for 
expanding the search by including related concepts in the search. The current version 
of the ALERT system provides a preliminary interface for performing the semantic 
search by entering the concept name. In future we plan to improve the interface to 
allow the user also to extend the search to related concepts.  
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Abstract. The European PLAY project aims at providing platform for event 
management. This platform should be tested and stimulated through several 
use-cases. Obviously, these use-cases should be relevant on the business point 
of view, but to make them relevant, it could be interesting to be able to redesign 
them as often as required, in order to improve their business context. This arti-
cle presents a specific crisis use-case for the PLAY platform evaluation and al-
so a technical framework dedicated to make this use-case as agile as possible. 
The general principle is to fill the gap between business level (process models) 
and technical level (workflows definition and web-services implementation). 
The way the use-case will be simulated (to stimulate the PLAY platform) and 
the way the use-case will be designed and potentially re-designed (to be simu-
lated) are described in this article. 

Keywords: events, web-services, use-case, nuclear crisis, SOA, business 
processes, workflows. 

Introduction 

The European PLAY project (Grant number: FP7-ICT-2009-5) aims at designing 
an event management platform. Any event provider, such as electronic devices, in-
formation systems, etc., would be able to send its events to the PLAY platform 
through a cloud infrastructure. The PLAY platform provides an event market place 
containing (i) the events received from event providers and (ii) new events generated 
by the Complex Event Processing tool (CEP layer) from the combination of the pre-
vious ones (the deduction is rule-based). Any event consumer would then receive the 
events from the topic it has subscribed for. Event consumers could finally use these 
events to act on a better way, according to the way the situation evolves. 

In this article, we aim at presenting the way one specific use-case could be imple-
mented to stimulate the PLAY platform and demonstrate its features. This use-case 
concerns a nuclear crisis. The global objective is to define the workflows and the 
web-services used to simulate the crisis management and using the PLAY platform to 
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run and adapt the overall behavior of the crisis cell. Furthermore, in order to match 
with the business level definition of the crisis management, this article introduces the 
mechanisms in charge of ensuring the direct generation of these workflows and web-
services from the process models and activities. 

In the first section of this article, we introduce the global architecture of the 
demonstration platform and the way workflows and web-services will be used in a 
SOA context. The second section presents the use-case scenarios. The remainder of 
the article describes the automatic transformation of business models (process cartog-
raphy) into technical components (workflows and web-services) that will be imple-
mented in the demonstration platform of the first section. 

1 Overview of the global architecture 

In our use-case of a nuclear crisis management, the scenarios are very complex and 
a lot of sub-processes are involved. One of the objectives of our current research work 
is to simulate this use-case through a demonstration platform.  

This platform will be based on the Service Oriented Architecture (SOA) principles 
[1] and will be able to run the three levels of processes (decisional, operational, sup-
port). Technically, we will use the Distributed Service Bus (ESB) PETALS developed 
by the French open-source software editor PETALS Link [2]. Such a technical infra-
structure requires the description of the processes as workflows in a runnable lan-
guage (Business Process Execution Language (BPEL) [3] for instance). In order to 
make this task easier, all the sub-processes will be described with Business Process 
Modeling Notation (BPMN) [4].  

Furthermore, considering the fact that we have to describe the event exchanges be-
tween actors during the crisis response, BPMN is a good choice: this language is not 
only strongly aligned with computer implementation of workflows, but also structur-
ally event-oriented (events are represented via circles and can be typed). BPMN is at 
the intersection between our need to represent events and the technical requirements 
of our demonstration platform (proximity between BPMN and workflow language). 

1.1 The PLAY Platform 

Figure 1 shows the conceptual architecture of the PLAY Platform. The Distributed 
Service Bus (DSB) provides the Service-oriented Architecture and Event-driven Ar-
chitecture (EDA) [5] infrastructure to connect components, devices and end user ser-
vices. The DSB enables the federation of separate SOAs through the formation of 
domains, which can be allowed to exchange events. Thus, distributed sources of 
events can be combined in the platform. 

The Event Cloud provides storage and forwarding of events so that interested par-
ties can be notified of events according to content-based subscription. The storage 
operates as an event history to fulfil queries for older events, which do not need real-
time results e.g., when generating statistics. The Event Cloud is comprised of a peer-
to-peer system of storage nodes organised in a CAN network [6]. 

129



The Distributed Complex Event Processing (DCEP) component has to detect com-
plex events and do reasoning over events in real-time. Events per se might not be 
meaningful, but meaningful events can be derived from available, simpler events. The 
platform can readily detect such derived events, because it has knowledge of all 
events and applies event patterns, as described in [7], to the input events. 

Finally, the Service Adaptation Recommender suggests changes (adaptations) of 
services’ configurations, composition or workflows, in order to overcome problems or 
achieve higher performance. 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. PLAY Platform conceptual architecture 

1.2 The Simulation Platform 

Basically, the structure of the demonstration platform will be the following: several 
ESBs will run (now, the prototype uses only one), thanks to their workflow engine, 
several BPEL workflows (representing decisional, operational or support processes) 
among several web-services (representing activities of actors that might be invoked in 
a crisis management context).  

Each web-service is able to generate events (such as status but also business events 
like radiation measures or requested resources). These events are formatted using the 
WS-Notification [8] standard: they embedded at least a timestamp and an ID number. 
Any generated event follows one of the eight event types (Figure 2) we have defined 
for the crisis response domain. 
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Fig. 2. The eight event types for crisis response domain. 

 
Then, these events are sent to a special service of ESB. This special service (event 

manager or event proxy) is in charge of gathering events, translating them into an 
appropriate format for further processing (in the case of PLAY this is an RDF Sche-
ma) and sending them to the cloud platform of PLAY (see Figure 3). The PLAY plat-
form can use these events to generate new events and enrich the event market place. 
The event manager is also in charge of receiving new events from the cloud PLAY 
platform in order to send them to the web-services that are subscribers for that type of 
event. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Technical architecture (with event sources and exchanges) of the simulation 
platform 

2 Description of the use-case through a BPM approach 

The considered crisis situation use-case takes place in a French nuclear plant which 
reactor is water-pressurized  (water-pressurized type is used for all nuclear reactors in 
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France, exception made for a single reactor [9]). The radiation leak in our scenario 
results of the combination of two issues (as presented in Figure 4). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig. 4. Nuclear Crisis Use-Case: the triggering event. 

 
i. The metal of the steam generator is very thin. Due to the wearing effect of 

time, a leak appeared in the steam generator. As a consequence, the water 
within the primary loop, which is contaminated, spreads through the second-
ary loop.  
Consequences: The steam (and the water) of the secondary loop are contam-
inated and the pressure within the secondary loop increases. 

ii. The throttle valve, a safety device of the secondary loop, opens due to the in-
creased pressure inside the secondary loop. Unfortunately, it does not re-
spond to the manual bypass of the safety loop, requiring its closure.  
Consequences: The steam of the secondary loop, contaminated, escapes 
from the secondary loop to the atmosphere. 

 
To solve, or at least reduce, this crisis situation, several stakeholders are involved. 

They are grouped into an organization called “crisis cell”, which is in charge of the 
crisis response. The representative of the French national authority (the prefect), out-
side the nuclear plant, pilots this crisis cell. Delegates of each actor are present in the 
crisis cell. Firemen, policemen, weather survey network, scientists, emergency medi-
cal service, and any other actor involved in response process has one representative in 

The throttle valve does not respond 

A leak between primary and secondary loops 

(due to a very thin layer of metal) 
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the crisis cell. The delegates validate the feasibility of the decisions, ensure link with 
actors on the field and ensure communication between actors. 

Each actor involved in the crisis response has its own abilities, the events it is lis-
tening to and the events it is able to generate and to send to the cloud (i.e. the techno-
logical platform that manages the events). 

The crisis cell is structured according to three kinds of process, regarding the 
standards of business process cartography (as defined by the European standard NF 
EN ISO 9001 version 2000 [10]): decisional process, operational process and support 
process. These three processes may be detailed through seven sub-processes, as 
shown on Figure 5. 

 
Fig. 5. Nuclear Crisis Overall Treatment/ Management 

 
We have designed eighty-three BPMN processes to cover the whole cartography of 

the interactions between the crisis cell stakeholders. As an example for this article, we 
focus on a little part of that process cartography we have already implemented in our 
prototype. The following Figure 6 presents several swim lanes (horizontal containers) 
that represent the involved actors for this process (here the French weather forecast 
network Meteo France and the Radiation Survey Network) and the PLAY system. 
Each pool embeds its own activities and flows, while exchanges between pools are 
represented through flows generating events.  

The matching workflow of the previously presented BPMN process now runs on 
our prototype of simulation platform (we have designed the matching BPEL files and 
also the web services called by the processes). 
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Fig. 6. Focus on a part of the crisis response in BPMN. 
 

3 Use of the s(t)imulation platform 

The input of this step is a set of ordered business activities, each under the respon-
sibility of an actor. Nevertheless the business activities could not be directly used by 
the platform, it is necessary to match these business activities with technical services 
(as an operation of web-services). Research works try to define semantics service 
search engine, like [11] or [12], in charge of realizing automatically this kind of 
matching.  

Since the aim of our research work in the PLAY project is to configure a technical 
platform, which has to simulate a business description, we decided at first to manually 
realize this matching before improving our work with any semantics service search 
engine. 

Based on this choice, the automatic configuration of the technical platform, repre-
sented by the Figure 7, is divided in four main steps for each business process: 

134



Step 1: In practice, once the knowledge about the crisis situation is gathered, the 
crisis response is represented by a set of BPMN models. In all these models, a pool 
represents each partner and a pool represents the cloud.  

Our set of generic tools, as a result of our internal research work, allow to retrieve 
the business services used in the BPMN files and to match them with « real » ser-
vices, i.e. technical services provided by the collaboration partners. The tools extract 
the whole business services information from the BPMN process description: they 
produce a list of services (name of the service and its responsible partner’s name).  

 
Step 2: The next step is to match these business services with technical services. 

For the moment, we suppose that a business service matches with a single technical 
operation (i.e. a single operation of a WebService). This matching is manually done 
with the help of our tools.  

For each business service, the user has to choose an operation from a WebService 
(thanks to WSDL file). If the concerned partner doesn’t provide a relevant WSDL 
file, our tools allow creating such a file and the associated WebService.  

Once the WSDL file is chosen, the tools parse it and propose the operations con-
tained into it (and sort it by port types) to the user. The step is repeated as many times 
as needed to match all the business services with technical operation. Through a 
Model Driven Engineering (MDE) (model transformation of the BPMN files) and 
with this service matching, we will obtain the workflow, expressed in Business Pro-
cess Execution Language (BPEL), and a set of configuration files (that are linked to 
the server used to run the workflow) 

 
Step 3: In PLAY, the workflow is run on an Enterprise Service Bus (ESB), which 

is PETALS, developed by the French editor PETALS Link. This ESB is compliant 
with the JBI standard (also based on JSR208 standard).  

The JBI standard implies the use of Services Unit (SU) and Services Assembly 
(SA) that compose the configuration of the services on the ESB. The several SUs and 
SAs are automatically generated for all the services of the collaborative process. A 
SU is composed of the WSDL of the service and a JBI file that defines, in a unique 
way for the ESB, the web-service. A SA makes the link between a protocol (SOAP, 
HTTP, …) and the web-services through the SU [13]. They are necessary to use both 
partners’ services (which can be real web services or just interfaces that make the link 
between the SOA architecture and a manual/technical operation) and the mediation 
service (the BPEL orchestrator which runs the collaborative process described into the 
BPEL file). 

 
Step 4: Finally, all the artifacts on the ESB are automatically deployed. These arti-

facts are composed of, on the one hand all the SAs and SUs created during the previ-
ous step, and, on the other hand all the binding component (BC) needed to communi-
cate with the web-services (one BC per protocol) and the potentially requires service 
engine (for instance a workflow engine). 

 
 

135



 
 

Fig. 7. The (almost) automated settings chain 
 

Step 5: In PLAY, our research work consists in simulating the execution of the de-
fined crisis response. Consequently, we need graphical user interface for each service, 
in order to simulate the response for the invocation of any operation by the work-
flows. We use a tool name EasiestDemo, also developped by PEtALS Link [14]. It 
allows the creation of a graphical interface for each operation of a WebService. A 
graphical interface is composed of TextBox for each input and output elements of the 
operation and the colors of the interface are defined for each actor in a XML file.      

Conclusion 

To demonstrate the powerful capabilities of the PLAY platform, and especially the 
way interactions and interconnections of events could be handled, complex workflows 
have been be designed. These workflows must also be directly connected to the cloud 
infrastructure of PLAY. There are two main issues in this objective: (i) the quality of 
the considered use-case (and of the associated workflows) and (ii) the way these use-
cases can be easily executed to stimulate the PLAY platform. 

This article tried to deal with both these issues. The presented use-case is a very 
complete one that could be easily made simpler or more complex. The main objective 
of this approach is to show how a platform like PLAY could support and hide the 
complexity of a concrete business situation. Choreography and orchestration of heter-
ogeneous business processes in a real size imply a high-level of complexity. In crisis 
management context, crucial decision tasks (that require human vision) could be em-
bedded in that complexity. Consequently, these crucial tasks could be partially hidden 
and decision makers could miss the fact that these tasks are so important (among the 
mass of other tasks). By assuming orchestration and choreography, an event-driven 
platform like PLAY could deal with the quantity of computable tasks in order to high-
light critical ones (the ones that requires decision makers). 
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To deal with both the main issues of the overall objective (business quality of the 
use-case and the ability of workflow simulation to stimulate the PLAY platform), the 
whole set of services; workflows and events are currently being implemented. Simul-
taneously, the whole structure of the PLAY platform (presented in figure 1) is also 
being deployed. The concrete and complete confrontation between both these worlds 
(even if there are already partial confrontations, component by component) will be a 
great step of the PLAY project and should demonstrate the functional capabilities of 
the PLAY platform. However, there are still a lot of questions concerning non-
functional aspects. For instance, scalability of the simulation platform will be a cru-
cial issue in order to evaluate scalability of the PLAY platform. Some other points 
like quality of service or security, even if less crucial, are also to be considered. 
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Abstract. This paper refers to methods and tools for enabling context detection 
and management based on events. We propose a context model that builds on 
top of previous efforts and we give details about the mechanisms developed for 
context detection in event marketplaces. In addition, we show how simple or 
complex events can be used in combination with external services in order to 
derive higher level context with the use of Situation-Action-Networks (SANs). 
Specifically, we present two different approaches, one for detecting low level 
context and another one for deriving higher-level contextual information using 
SANs. We present an illustrative scenario for demonstrating the process of 
specialization of our generic context model and its instantiation based on real-
time events.  

Keywords: Context, Event Marketplace, Detecting Context, Deriving Context 

1   Introduction 

Context is “any information that can be used to characterize the situation of an entity, 
i.e., a person, place, or object that is considered relevant to the interaction between a 
user and an application, including the user and applications themselves.” [1]. Context 
detection is considered important in the so-called event marketplaces [2] (see e.g., 
http://pachube.com, a platform offering a service based architecture, a range of 
graphing and visualization tools, event detection via triggers, along with cost-
effective data storage) for enhancing the user's experience when interacting with the 
event marketplace.  

Events from event marketplaces are an important source of context for service-
based applications that consume them because they may convey important 
information, which is relevant for service execution and adaptation. To achieve the 
goal of injecting event processing results to context, an event-based context model is 
needed along with context detection and derivation mechanisms. In previous work [3] 
Situation-Action-Networks have been proposed as a hierarchical goal-directed 
modeling approach comprising nodes with specific semantics used to model goal 
decompositions, enriched with flow control capabilities. SANs provide means to 
decompose goals into subgoals and capabilities for seeking and achieving the high-

138



level goals, involving situations (i.e. complex event patterns), context conditions and 
actions.  

The simplest SAN possible is a two level tree with a parent (root) node and three 
child nodes, each of them having specific semantics. A parent node models the Goal 
sought. The leftmost child node describes a situation that must occur, in order to start 
goal seeking. The middle child node corresponds to context update and requires that a 
specific contextual condition is true before continuing with the SAN traversal. The 
rightmost child node specifies the action to be taken in order to fulfil the goal. 
Rightmost node can also be a sub-goal node with its own three child nodes, or it can 
even be a construct joining several sub-goals in sequence or in parallel. As the SAN 
becomes more complex, involving several subgoals (Figure 1), it deepens and reveals 
its hierarchical and goal-directed characteristics. In this work, SANs are extended so 
that they can be used for detecting and deriving context from events. 

 

 

Fig. 1. SAN Illustration based on the marine vessel traffic scenario: Pink nodes denote Goals, 
Blue nodes denote Situations, Magenta nodes denote Context Condition and Green nodes 
denote Actions 

This paper continues with a discussion about related work in the domain of event-
based context management, while in section 3 it presents a generic context model that 
is considered appropriate for the needs of event marketplaces. In section 4, we 
consider two different approaches, one for detecting low level context and another 
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one for deriving higher-level contextual information using SANs. In section 5, we 
show how the generic context model can be specialized so that it can be instantiated 
to support an example scenario. We conclude in section 6 with a summary of our 
event-based context management approach. 

2   Related Work 

Context-awareness in service-oriented systems refers to the capability of a service or 
service-based application to be aware of its physical environment or situation and to 
respond proactively and intelligently based on such awareness; see e.g. [4]. Through 
the use of context, a new generation of service-based applications is expected to arise 
for the benefit of coping with the dynamic nature of the Internet; see e.g. [5], [6]. To 
reflect the varying nature of context and to ensure a universal applicability of context-
aware systems, context is typically represented at different levels of abstraction [7]. 
At the first level of raw context sources there are context data coming from sensor 
devices, or user applications. At the next levels, context is represented using 
abstraction approaches of varying complexity. The work in [8] reviews models of 
context that range from key-value models, to mark-up schemes, graphical models, 
object-oriented models, logic-based models and ontology-based models. In [9] an 
ontological model of the W4H classification for context was proposed. The W4H 
ontology provides a set of general classes, properties, and relations exploiting the five 
semantic dimensions: identity (who), location (where), time (when), activity (what) 
and device profiles (how). The five dimensions of context have been also pointed out 
earlier in [10] where it was stated that context should include the ‘five W’: Who, 
What, Where, When, and Why.  

Our work focuses on detecting context changes which correspond to either atomic 
or complex events and use complex event processing to model and identify them. 
Similarly to [11], we focus on events as a source of context because they are snippets 
of the past activities; therefore event processing may be viewed as a context detecting 
technology. Event processing results may be transferred to other applications, 
injecting context related information into services and processes. Based on the context 
definition of Dey and  Abowd [1] and the associated five dimensions of context 
expressed in ontological model of the W4H [9], we define a high-level context model 
following an object-based modelling approach which can be easily specialized for 
different applications. We use semantic querying to extract contextual information 
from event payloads. Moreover, we exploit the reasoning capabilities of Situation- 
Action- Networks to enable dynamic derivation of context from multiple event 
streams and external services. 

3   Context Model 

We propose a context model as a stepping stone for facilitating event-based context 
detection and derivation functionality, in order to better understand situations in 
dynamic service oriented environments that demand for new additional information 
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sources or/and lead to a number of service adaptations as means for successfully 
coping with dynamic environmental changes. In order to achieve the goal of 
extracting contextual information, analyzing them and then deriving higher level 
context, we follow an event-based context modelling approach. In this section, we 
present such a Context Model (Figure 2), expressed in UML 2.0 class diagram. This 
model is based on the W4H model [9] that describes the five main elements 
associated within a context; the five elements are arranged into a quintuple (When, 
What, Where, Who, How). 

 

Fig. 2. Context Model 

This Context Model expresses the temporal (i.e. When), spatial (i.e. Where), 
declarative (i.e. Who, What) and explanatory (i.e. How) dimensions of context having 
as central point of focus the notion of Entity. We refer to either physical or virtual 
entities with specific profiles and preferences that characterise them (e.g. vessel, port 
authority information system etc.). This way context obtains substance around the 
notion of an entity which can be a customer of an event marketplace system. The 
context class in our model constitutes the aggregation of several different context 
elements that may refer to five dimensions of context. Each Context element can have 
a value that can be acquired from the situation node of a SAN and/or a derived value 
that arises from any kind of reasoning process or call of external services. All context 
related information can be captured as objects which can store either a single scalar 
value or multiple values such as vectors, sets, lists etc. As any of the available context 
models [8], our model needs to become domain or application specific in order to be 
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useful. Next, we show how SAN Editor can be used to specialize and instantiate the 
generic context model.  

4 Event-based Context Management 

In our context modelling approach and implementation, we consider entities as being 
able to own SAN trees. The scope of context elements is distinguished into three 
levels: “Local”: Context elements can be updated and used only by a specific SAN 
instance. “Entity”: Context elements can be updated and used by any of the SANs 
owned by the same entity. “Global”: Context elements can be updated and used by all 
SANs independently to which entity they belong to.  

Using the SAN Editor, we can perform context model specializations based on the 
application scenario and can formulate the necessary queries to events for extracting 
contextual information. We provide two approaches for acquiring context from simple 
or complex events and instantiating our context model. Both approaches use the SAN 
Editor for: 
1. defining SPARQL queries to specific RDF event payload information that can 

update the values of an entity’s context elements; and 
2. defining SANs that can use information from several event streams, analyse them 

and/or combine them with external services, in order to update the derived values 
of context elements. In this way, we succeed in acquiring higher level context 
compared to the lower level information that events carry.  

The application of both approaches is presented in the following section through 
the marine vessel traffic illustrative scenario, which uses events related to marine 
traffic control that can be used to detect potentially dangerous vessel movements 
informing a controller when two vessels are approaching each other. 

5   Illustrative Scenario 

A vast amount of real time events are available from portals connected to automatic 
identification systems (AIS) that  contain important vessel information worldwide 
(e.g., speed, course, vessel type, wind conditions etc.) and the several different 
users/authorities that might be interested in them. In order to exploit efficiently all 
these information in an automated way we use our context model and present how it 
can be specialized for the specific application domain while we give a glimpse to its 
possible run time instantiations.  

Context Model Specialization: Our context model needs to become application 
specific in order to be useful. In this section, we focus on context model specialisation 
which pertains the definition of entities along with their context elements necessary 
for capturing the context in terms of a specific application scenario. We use the 
marine vessel traffic scenario which is related to vessel and marine traffic control 
observing systems.  

In this scenario, we consider the entity Port Authority as the owner of all SANs 
discussed below while the entity of interest is the Vessel. In order to capture 
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contextual information related to Vessels’ context, we have defined the following 
Context Elements that shape the specialization of our context model: Speed, Course, 
Position, Status, Distance2Port. 

 

Fig. 3. Context Model Specialisation for the marine vessel traffic scenario 
 
In Figure 3, the reader can find the complete list of the five context elements 

associated with the Vessel entity, specialising the context model for the marine vessel 
traffic scenario, using the SAN editor. This model specialisation will be instantiated at 
run time through the context detection and derivation approaches that are presented in 
the following sections. 

 

Fig. 4. SAN Editor Screenshot – Performing SPARQL Queries (about Position) 

Detecting Context: In this section, we discuss our first approach for acquiring 
context from simple or complex events and instantiating our context model. Using 
SAN Editor, we are able to define SPARQL queries to specific event payload 
information that update the values of an entity’s context elements. As we show in the 
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following figure 3 during our experiment we received events regarding a specific 
vessel called “Risoluto”. Details regarding the entity such as profile information 
automatically update the context of this entity based on the detected events in the 
situation node of a SAN. 

Figure 4 depicts a screenshot of SAN editor with the required SPARQL queries for 
instantiating the “Position” context element of the vessel entity (Latitude/Longitude). 
Specifically, we query the vessel entity event payload with respect to the “LatLon” 
information. Similarly, other queries are used in the editor regarding the “Speed” and 
“Course” context elements and refer to event=based detection of low level context. 

Deriving Context using SANs: Our second approach that we apply for extracting 
context from simple or complex events and instantiating our context model using 
SANs. We define a number of SANs that can use information from several event 
streams and combine them with external services in order to update the derived value 
class of context elements. In this way, we succeed in acquiring higher level context 
compared to the lower level information that events carry.  

 

   

Fig. 5. SAN Engine Screenshot for Derived Status 

This context derivation can be complex and may involve multi-level SANs. Figure 
1 shows a SAN that upon traversal will be able to update the derived value class of 
the Status context element. Specifically, the status of the vessel becomes “Docked” 
whenever we detect a vessel that has been stopped and its distance from any port is 
close to zero or “UnderWay” whenever vessel’s speed is close to average and “In 
Danger” when the system realizes that the vessel has almost stopped (away from any 
port) and strong winds are blowing from the side. Figure 5 is a screenshot of the run-
time execution of the specific SAN for deriving the vessel’s status. A pop up alert has 
been added in order to better demonstrate the context derivation regarding the Status 
context element. 

6   Conclusions 

In this paper we presented methods and tools for enhancing context detection and 
management based on events. This proposed context management approach presented 
here is considered appropriate for the needs of event marketplaces.  We described a 
Context Model that was used by the developed mechanisms for performing event-
based context detection and presented two different approaches for detecting low 
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level context (using SAN Editor) and deriving higher-level contextual information 
using Situation-Action-Networks (SANs). We provided with a meaningful context 
model specialization and demonstrated how simple or complex events coming from 
an  event marketplace can be used and combined with external services, in order to 
derive higher level context with the use of SANs.    
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Abstract. One of the primary focuses of Semantic Business Process
Management is the application of ontology-based semantics for the ma-
chine processable representation of business processes and the automa-
tion of their management lifecycle. Towards that direction, various on-
tologies have been proposed, each covering one or more aspects of the
knowledge required to describe a business process. Yet, one major limi-
tation of these ontologies is their inability to express knowledge that is
vague as they are based on bivalent ontological formalisms. In this con-
text we argue in this paper, through concrete examples and use cases, in
favor of using fuzzy ontologies for the effective capture, representation
and exploitation of the vagueness that may characterize business pro-
cesses and we provide initial directions of how this may be practically
achieved.

1 Introduction

The use of ontology-based semantics for the modeling of business processes is
an emerging research area that aims at creating process descriptions with ex-
plicit and shareable meaning, thus achieving better management of organiza-
tional knowledge and higher level of process automation [5] [9]. In this context,
a number of approaches and ontological schemas have been proposed, covering
not only the strict notion of business process [5] [8] but also wider related aspects
like organizational structures or business functions [7] [12].

Yet, a dimension of business process knowledge that has so far been inade-
quately considered within the relevant community is that of vagueness. Vague-
ness, typically manifested by terms and concepts like Tall, Strong, Expert etc.,
is a quite common phenomenon in human knowledge and it is related to our in-
ability to precisely determine the extensions of such concepts in certain domains
and contexts. That is because vague concepts have typically fuzzy boundaries
which do not allow for a sharp distinction between the entities that fall within
the extension of these concepts and those which do not. This is not usually a
problem in individual human reasoning but it can become one when multiple
people need to agree on the exact meaning of such terms and when machines
need to reason with them. For example, a system could never use the statement
“This process requires many people to execute” in order to determine the number
of people actually needed for the process.
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In this paper we argue over the need for a systematic way of capturing, rep-
resenting and ultimately using vague knowledge in business process management
and we propose for that the utilization of techniques and methods from the area
of fuzzy ontologies [2]. The latter are extensions of classical ontologies that based
on principles of Fuzzy Set Theory [11] allow the assignment of truth degrees to
vague ontological elements in an effort to quantify their vagueness. As such, and
given that the prevailing approaches for semantic business process management
are ontology-based, fuzzy ontologies are a natural candidate for dealing with
vagueness in this area. Of course, the idea of applying fuzzy representation tech-
niques in business process modeling has been the subject of some works so far
[6] [14], the most recent being that of [13] where the authors focus on the vague-
ness that may characterize decision situations in event-driven business processes
and propose for that the utilization of fuzzy linguistic variables and fuzzy rules.
However, the primary limitation of the above approaches in terms of vagueness
treatment is the lack of ontology-based semantics for describing vague business
process knowledge in an explicit, formal and shareable way.

A basic argument for this is that the modeling inconsistencies that may arise
due to the freedom that business analysts have to name and describe process
knowledge can also occur (and in fact even more severely) when the analysts
need to describe vague concepts and terms. As argued in [2] vagueness is a phe-
nomenon with a high level of subjectivity and context-dependence and therefore
it is very important that the various interpretations a piece of vague knowledge
may have are explicitly defined and shared among those who are intended to use
this knowledge. A second argument has to do with the semantic querying and
reasoning capabilities that fuzzy ontological formalisms can provide. The ability
to automatically infer, when querying a business process model, implicit facts,
is equally important in the presence of vagueness as it is in the classical case.

The focus of this paper is on the illustration of the need and applicability of
fuzzy ontologies in vague business process management so that the foundations
for future research on this area may be set. Therefore in section 2 we draw and
analyze examples from state of the art business process ontologies and related
application scenarios in order to highlight the forms in which vagueness may
be present in semantic business process information and the need for a formal
treatment of it. In section 3 we describe the notion of fuzzy ontologies and we
show how these may be developed and used for business process modeling by
means of relevant state of the art methods and techniques. Finally, in the last
section conclusions and directions for future work are provided.

2 Vagueness in Business Processes

2.1 Vagueness in Semantic Modelling

Vagueness as a semantic phenomenon is typically manifested through predicates
that admit borderline cases [10], i.e. cases where it is unclear whether or not the
predicate applies. For example, some people are borderline tall: not clearly tall
and not clearly not tall. In the relevant literature two basic kinds of vagueness
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are identified: degree-vagueness and combinatory vagueness [10]. A predicate has
degree-vagueness if the existence of borderline cases stems from the apparent lack
of crisp boundaries between application and non-application of the predicate
along some dimension. For example, Bald fails to draw any sharp boundaries
along the dimension of hair quantity while Red can be vague along the dimensions
of brightness and saturation. On the other hand, a predicate has combinatory
vagueness if there is a variety of conditions all of which have something to do
with the application of the predicate, yet it is not possible to make any sharp
discrimination between those combinations which are sufficient and/or necessary
for application and those which are not. An example of this type is Religion as
there are certain features that all religions share (e.g. beliefs in supernatural
beings, ritual acts etc.), yet it is not clear which of these features are able to
classify something as a religion.

It should be noticed that vagueness is different from inexactness or uncer-
tainty. For example, stating that someone is between 170 and 180 cm is an inexact
statement but it is not vague as its limits of application are precise. Similarly,
the truth of an uncertain statement, such as “Today it might rain”, cannot be
determined due to lack of adequate information about it and not because the
phenomenon of rain lacks sharp boundaries.

In an ontology the elements that can be vague are typically concepts, rela-
tions, attributes and datatypes [2]. A concept is vague if, in the given domain,
context or application scenario, it admits borderline cases, namely if there are
(or could be) individuals for which it is indeterminate whether they instanti-
ate the concept. Primary candidates for being vague are concepts that denote
some phase or state (e.g Adult, Child) as well as attributions, namely concepts
that reflect qualitative states of entities (e.g. Red, Big, Broken etc.). Similarly, a
relation is vague if there are (or could be) pairs of individuals for which it is in-
determinate whether they stand in the relation. The same applies for attributes
and pairs of individuals and literal values. Finally, a vague datatype consists of
a set of vague terms which may be used within the ontology as attribute values.
For example, the attribute performance, which normally takes as values integer
numbers, may also take as values terms like very poor, poor, mediocre, good and
excellent. Thus vague datatypes are identified by considering the ontology’s at-
tributes and assessing whether their potential values can be expressed through
vague terms.

2.2 Vagueness in Business Process Knowledge

The term “process knowledge” refers to the information describing the control
flow of a process as well as its content, namely all artifacts that its definition
may refer to. These artifacts are typically derived from and express the business
environment and the organizational context of the process. Vague pieces of infor-
mation and knowledge may appear in all three dimensions of process knowledge,
namely structure, domain and organizational context.

To illustrate this point, we have considered and analyzed, with the help of our
company’s consultants, two different cases of business process knowledge. The
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first case involved a set of generic business process related ontologies, developed
in project SUPER 1, which may serve as reusable knowledge schemas in practical
semantic business process modeling scenarios. The analysis of these ontologies,
which included among others the Business Process Modeling Ontology (BPMO),
the Business Goals Ontology (BGO), the Business Roles Ontology (BROnt)
and the Business Motivation Ontology (BGO), involved the identification within
them of elements that can be interpreted as vague, according to the definitions of
the previous paragraph. Our criterion for classifying an element as vague or not
was merely the potential existence of borderline cases, not the number of them.
That meant that even if an element could potentially have only one borderline
case, it was considered vague.

The outcome of this analysis is summarized in table 1 where a sample of
the elements we managed to identify as vague, along with a brief explanation
of their vagueness, is presented. As one can easily see, the identified as vague
elements are quite central to their respective ontologies (e.g. the hasBusinessGoal
relation) and as such they are expected to be found in many relevant application
scenarios. Furthermore, the use of vague terms like “desired” in the definition
of elements (e.g “Desired Result”) indicates that in practice there could be an
almost infinite number of vague ontological elements in these ontologies that
would be the result of the combination of such terms with non-fuzzy elements
(e.g. “Loyal Customer”, “Expert Analyst” etc.).

Table 1. Exemplary vague elements from business process ontologies

Element Ontology Vagueness

Managerial Role BROnt Combinatory vagueness due to the lack of sharp
discrimination between those conditions that are
necessary for someone to be considered as having
a managerial role

CompetitorRole BROnt Degree-vagueness along the dimensions of the
number of competitor’s business areas and target
markets that constitute someone as a competitor

hasBusinessDomain BPMO Combinatory vagueness due to the lack of sharp
discrimination between those conditions that are
necessary for something to belong to a given do-
main

Strategic Goal BGO Combinatory vagueness due to the lack of sharp
discrimination between those conditions that are
necessary for a goal to be strategic

Desired Result BMO Combinatory vagueness when criteria for desir-
ability have not been set or are vague, degree-
vagueness when these criteria are arithmetic

1 http://www.ip-super.org/

149



5

The second case of business process knowledge we considered involved a
specific application scenario, derived from [1], where the process of tender call
evaluation had to be modelled as part of a decision support system. A tender
call is an open request made by some organization for a written offer concerning
the procurement of goods or services at a specified cost or rate. The evaluation
of a tender call by a company refers to the process of deciding whether it should
devote resources for preparing a competitive tender in order to be awarded the
bid. A diagram describing this business process is depicted at figure 1.

Fig. 1. Tender Call Evaluation Process

Our analysis of this process involved identifying which aspects of it (structure,
domain knowledge etc) had vague characteristics. Our findings can be summa-
rized as follows: First, some of the process’s various decision conditions according
to which a specific action is decided are vague. For example, in order to take
the decision about pursuing the call, two criteria that need to be satisfied are
i) the budget of the project to be high and ii) the company’s experience to be
adequate. In both cases there could be borderline cases as it is indeterminate
what is the exact threshold over which the budget is considered high (degree
vagueness) or how many years and how many projects are required exactly for
the company to be considered experienced in a given area (degree vagueness
in two dimensions). Second, many of the underlying organizational and domain
pieces of knowledge that are needed for performing various steps of the overall
process are also vague. For example, the assessment of the potential competition
for the call requires knowledge about the company’s competitors. Yet, the exis-
tence of other companies that are borderline competitors is possible, mainly due
to the lack of clear criteria about what constitutes a competitor and what not
(combinatory vagueness). A similar argument can be made for the knowledge
about the company’s areas of expertise.
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This second case illustrates, apart from the existence of vagueness in a com-
mon business process, the potential problems that may be caused during the
latter’s execution when this vagueness is not formally considered. Different peo-
ple who will perform the same process will most likely produce different results,
exactly because they will interpret various pieces of knowledge in a different
manner (e.g. what budget is considered “high” or which companies are competi-
tors). And it should be noted that this is not merely a problem of inadequate
measurement or lack of concrete business rules but an inherent problem caused
by the vagueness of human knowledge. For example, even if there is a business
rule suggesting that competitors are those who have clients in the same indus-
tries and services in the same areas the question remains: what is the minimum
number of similar clients or services that a given company needs to have in or-
der to be considered a competitor? In the next section we describe how fuzzy
ontologies may be practically applied for dealing with questions like that.

3 Modeling and Using Vague Business Processes
Knowledge through Fuzzy Ontologies

A fuzzy ontology utilizes notions from Fuzzy Set Theory in order to formally
represent the vague ontological elements described in paragraph 2.1. The basic
elements it provides include i) Fuzzy Concepts, namely concepts to whose
instances may belong to them to certain degrees (e.g. Goal X is an instance
of StrategicGoal at a degree of 0.8 ), ii) Fuzzy Relations/Attributes, namely
relations and attributes that link concept instances to other instances or literal
values to certain degrees (e.g. John is expert at Knowledge Management to a
degree of 0.5 ) and iii) Fuzzy Datatypes, namely sets of vague terms which
may be used within the ontology as attribute values (e.g. the attribute experience
mentioned above). In a fuzzy datatype each term is mapped to a fuzzy set that
assigns to each of the datatype’s potential exact values a fuzzy degree indicating
the extent to which the exact value and the vague term express the same thing
(e.g. a consultant with 5 years of experiences is considered junior to a degree of
0.4 )

As with classical ontologies, using and applying fuzzy ontologies in prac-
tical scenarios requires corresponding methods and tools for developing them,
formally representing them and performing reasoning and querying over them.
Two recent developments that may cover a great part of these requirements is
the IKARUS-Onto [2] methodology and the Fuzzy OWL 2 framework [4]. The
first, depicted at figure 2, provides concrete steps and guidelines for identifying
vague knowledge and conceptually modelling it by means of fuzzy ontology ele-
ments, placing particular emphasis into the explicitness and shareability of the
vagueness’s meaning. The second enables the formalization of fuzzy ontologies
through the OWL 2 language and provides querying and reasoning services over
them through a corresponding reasoner [3]. The adoption and application of the
above frameworks in semantic business process modeling is quite straightfor-
ward as they are based on and extend already established methods and tech-
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Fig. 2. The IKARUS-Onto Methodology

niques from traditional ontology modeling. Thus, the semantic treatment of a
business process whose related knowledge includes vagueness would involve i)
the building of a process ontology without considering vagueness ii) the fuzzifi-
cation of this ontology through IKARUS-Onto and Fuzzy OWL 2 and iii) the
querying/reasoning over the fuzzy process ontology through Fuzzy OWL 2.

To assess the feasibility and potential value of our approach we applied it
in developing a fuzzy ontology for the aforementioned tender call evaluation
process. Due to space limitations we cannot describe this ontology in detail,
nevertheless it suffices to say that pieces of knowledge with degree-vagueness
were typically modelled as fuzzy datatypes (e.g. budget and experience) while
those with combinatory vagueness (e.g. competitors) were modelled as fuzzy
relations or concepts. Figure 3 depicts two sample definitions in Fuzzy OWL 2.
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Fig. 3. Sample of Fuzzy Tender Process Ontology

In any case, the developed fuzzy ontology formed the basis of a simple decision
support system which queried the ontology in order to evaluate the tender call
evaluation criteria and provide a suggestion to its users on whether they should
pursue a given call. We had this system used by some of our consultants and
we asked from them to provide some informal feedback. The positive remarks
we received regarded the explicitness of the fuzzy elements’s meaning (a result
of using IKARUS-Onto) as well as the automation achieved in the retrieval of
vague knowledge that made easier the evaluation of the fuzzy decision criteria.
On the other hand, the task of defining fuzzy degrees and membership functions
was deemed as quite difficult and time-consuming, indicating thus the need for
more automated methods for vague knowledge acquisition.

4 Conclusions and Future Work

In this paper we utilized concrete examples and use cases from the literature in
order to highlight the omnipresence of vagueness in business process knowledge
and to argue in favour of using fuzzy ontologies for dealing with it in a semanti-
cally rich manner. Furthermore, we provided a small but representative example
of how some of the latest fuzzy ontology engineering methods and tools may be
practically used for dealing with vagueness in business process modeling. In the
future we intend to further substantiate and support the use of fuzzy ontologies
in semantic business process modeling by providing dedicated methods and tools
for the capture, management and exploitation of vague process knowledge and
by applying and evaluating these methods in real application scenarios.
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