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Preface 

Welcome to the fourth edition of the International Conference on Web and        

Information technologies, ICWIT 2012. This year the ICWIT conference continued 

the tradition that has evolved from the inaugural conference held in 2008               

in Sidi Bel-Abbes and since then has made its journey around the Maghreb: 2009 

Sfax (Tunisia) and 2010 Marrakech (Morocco).   

This year we were happy to hold the event in Sidi Bel-Abbes, a city of 300,000 

inhabitants in western Algeria. Sidi Bel-Abbes’s geographical location has        

predestined the city to be a significant scientific, cultural and economic center with 

more than just regional influence.   

The ICWIT 2012 Conference provided a forum for research community and     

industry practitioners to present their latest findings in theoretical foundations   

current methodologies and practical experiences. ICWIT 2012 will focus on new 

research directions and emerging applications in Web and Information Technolo-

gies. The submitted contributions address challenging issues of Web Technologies, 

Web Security, Information Systems, Ontology Engineering and Wireless Commu-

nications. 

The 136 papers submitted for consideration for publication originated from 7   

countries from all over the world: Algeria, Brazil, Belgium, France, Morocco   

Saudi Arabia, and Tunisia. After a thorough reviewing process, 30 papers were       

selected for presentation as full papers – the acceptance rate was 22%. In addition 

15 papers were selected for presentation as posters, yielding an overall acceptance 

rate of 33%. The papers published in these proceedings are included in         

CEUR-WS.org Workshop Proceedings service and indexed by DBLP. Best Papers 

will be recommended for publication in special issues of journals like: International 

Journal of Information Technology and Web Engineering (IJITWE), International 

Journal of Metadata, Semantics and Ontologies (IJMSO) and International Journal 

of Reasoning-based Intelligent Systems (IJRIS).  

We believe that this volume provides an interesting and up-to-date picture of 

what are the last trends and new ideas fermenting right now in the Web and      

information technologies community. Some of the papers included in this volume 

unveil unexpected, novel aspects and synergies that we think will be taken up in 

the future and may become main-stream research lines. 



III 

This conference was made possible through the efforts of many people. We 

wish to thank everyone involved, including those who worked diligently behind the 

scenes and without formal recognition. First, we would like to thank the ICWIT 

Steering Committee for selecting the Djillali liabes University of Sidi Bel-Abbes to 

hold ICWIT 2012 conference. Great thanks to Conference Honorary President          

Abdenacer Tou, head of Djillali liabes University, for all his encouragement and 

financial support to make sure the success of this conference. 

Without enthusiastic and committed authors this volume would not have been 

possible. Thus, our thanks go to the researchers, practitioners, and PhD students 

who contributed to this volume with their work. We would like to thank the      

Program Committee members and reviewers, for a very rigorous and outstanding 

reviewing process. Our thanks should also reach the Organizing Committee of the 

conference, for their dedication and hard work in coordinating the organization of a 

wide array of interesting papers presentation, tutorials, posters and panels that 

completed the program of the conference, and providing an excellent service in all 

administrative and logistic issues related to the organization of the event 

Special thanks go to the various sponsors – Djillali Liabes University           

Evolutionary Engineering and Distributed Information Systems Laboratory       

National Administration of Scientific Research and National Agency of University 

Research Development – who kindly support this 4
th
 edition of ICWIT 2012 and 

make these proceedings available.   

We wish to thank  Aris M. Ouksel (University of Illinois at Chicago, USA), and 

Mourad Ouzzani (QCRI    Doha, Qatar), for graciously accepting our invitations to 

serve as keynote speakers. 
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Towards Automated Information Factories 
Aris M.Ouksel 

University of Illinois at Chicago 
aris@uic.edu 

 

 

 

Abstract.   

 There has been a growing trend toward the automated generation of massive data at multiple 
distributed locations, leading to a future of computing that is data-rich, heterogeneous, 
distributed, and rife with uncertainty. Examples include systems to monitor the physical world, 
such as wireless sensor networks, and systems to monitor complex infrastructures, such as 
distributed Internet monitors. This trend will likely continue. Most information available today 
on the Internet is fabricated by human data entry. While such this type of information will 
continue to be produced, it will be only a small fraction of the volume of information generated 
by automated factories. This trend raises a number of key questions: How to fuse, process, 
reason with and analyze this tremendous amount of automated data streams? How to integrate 
raw information with high-level information available in traditional media and reason about 
uncertainty? How to recognize emergent communities of users in this new scenario? How to 
reason about security in an uncertain data environment?  

Our talk will focus on information-generating factories in networks of fixed and mobile 
heterogeneous smart sensing devices. Our goal in this area is to develop a unified model, which 
captures the characteristics of both the new information generating factories and the traditional 
information available in the cyberspace, including distribution, heterogeneity, self-emergence, 
dynamic resource management, reaction to complex chains of events, continuous evolution, 
context-awareness, and uncertainty. 

 
 



 

Proceedings ICWIT 2012  3 

Data Quality – Not Your Typical Database Problem 
Mourad Ouzzani 

Qatar Computing Research Institute 
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Abstract.   

 Textbook database examples are often wrong and simplistic. Unfortunately Data is never born 
clean or pure. Errors, missing values, repeated entries, inconsistent instances and unsatisfied 
business rules are the norm rather than the exception. Data cleaning (also known as data 
cleansing, record linkage and many other terminologies) is growing as a major application 
requirement and an interdisciplinary research area.  

In this talk, we will start by discussing some of the major issues and challenges facing creating 
effective and efficient data cleaning solutions. Then we will discuss some challenges and 
criticize current conservative approaches to this very critical problem. Finally we will discuss 
some of our work at QCRI in this area. 
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Context driven mediation service in
Data-as-a-Service composition

Idir Amine Amarouche1 and Djamal Benslimane2

1 Université des Sciences et de la Technologie Houari Boumediene
BP 32 El Alia 16111 Bab Ezzouar, Algeirs, Algeria

2 Université Lyon 1, LIRIS UMR5205
43, bd du 11 novembre 1918, Villeurbanne, F-69622, France

i.a.amarouche@gmail.com, Djamal.Benslimane@liris.cnrs.fr

Abstract. Data as a Service (DaaS) builds on service-oriented tech-
nologies to enable fast access to data resources on the Web. Many ap-
proaches are proposed to achieve the DaaS composition task which is
reduced to query rewriting problem. In this context, DaaS is described
as Parametrized-RDF View (PRV ) over Domain Ontology (DO). How-
ever, the DO is unable to capture the different perspectives or viewpoints
for the same domain knowledge. This limitation raises semantic conflicts
between pieces of data exchanged during the DaaS composition process.
To face this issue, we present a context-driven approach that aims at
supporting semantic mediation between composed DaaSs. The seman-
tic reconciliation based on mediation service is performed through the
execution of rule mapping which achieves the transformation between
contexts.

Keywords: DaaS composition, mediation service, context, semantic con-
flict.

1 Introduction

Nowadays, modern enterprises are using Web services for data sharing within
and across the enterprise’s boundaries. This type of Web service is known as
Data-as-a-Services (DaaSs) which return collections of Data for a given set of
parameters without any side effects. DaaSs composition is a powerful means
to answer users’ complex queries. Semantic-based approaches are proposed to
enable automatic composition by describing the Web services properties over
ontology. In fact, many ontology languages (e.g.,OWL-S3, WSMO 4) and exten-
sion mechanisms (e.g., WSDL-S 5) provide standard means by which WSDL6

document can be related to semantic description. However, this means do not
provide a way to relate semantically the Web service parameters (i.e., input and
3 http://www.w3.org/Submission/OWL-S/
4 http://www.wsmo.org/TR/d2/v2.0
5 http://www.w3.org/Submission/2005/SUBM-WSDL-S-20051107/
6 Web Service Description Language



output) which hampers their applicability to DaaS composition. The automa-
tion of DaaS composition requires the specification of the semantic relationships
between inputs and outputs parameters in a declarative way. This requirement
can be achieved by describing DaaS as views over a DO following the mediator-
based approach [8]. Thereby, the DaaS composition problem is reduced to a
query rewriting problem in the data integration field. In this context, several
works [2, 9, 7] consider DaaS as Parametrized RDF7 Views (PRVs) with binding
patterns over a DO, to describe how the input parameters of the DaaS relate
to the data it provides. Defined views are then used to annotate DaaSs descrip-
tion files (e.g., WSDL files) and are exploited to automatically compose DaaSs.
However, there are several reference ontologies which formalize the same domain
knowledge. Thus, the construction of a DO unifying all existing representations
of real-world entities in the domain is a strong limitation to interoperability
between DaaS, this essentially raises semantic conflicts between pieces of data
exchanged during DaaS composition. To this end, the applicability of previously
cited DaaS composition approaches is not practical. Therefore, considering the
semantic conflict detection and resolution during the composition process is cru-
cial as service providers’ contexts are practically different. In this regard, the
approaches discussed in [4] and [5], have used the context representation for se-
mantic mediation in Web service composition. In fact, they propose an extension
of DO by a lightweight ontology which needs a small set of generic concepts to
capture the context. However, these representations assure only simple mapping
between semantically equivalent context parameter (price, unit,etc.). Further,
the technical transformation code assuring the conversion from one context to
another makes harder the maintainability of the semantic mediation between
service composition components.

Motivating example: Let us consider an e-health system where the in-
formation needs of health actors are satisfied with DaaS Composition System
(DCS), as proposed by [2, 9], which exports a set of DaaSs to query patient
data. We assume that a physician submits the following query Q1: “What are
the states indicated by the recent Blood Pressure Readings (BPR) for a given
patient”. We assume that the DCS will automatically generates DaaS compo-
sition, as response to physician query, including respectively S1, S2 and S3 as
depicted in figure 1.(a). The DCS invokes automatically in the following order:
1) “S1” that provides the recent Vital Sign Exam (BPR,etc.) performed on his
patient; 2)“S2” to retrieve the BPR measure8; 3)“S3” to retrieve the “BPR”
state from the BPR value returned by S2. However, the DCS exports DaaSs
expressed over DO does not take into account the context. By the context we
mean the knowledge allowing to compare DaaS parameters values when there is
a conflict (i.e, measurement unit, codification system, classification system, BPR
value structure,etc.). Indeed, the physician has to manually detect the existing
conflict in generated DaaS composition. For that, he has to select and to invoke

7 RDF: Resource Description Framework
8 BPR is represented by two concatenated values. eg., 120/80 where 120 is BPR Di-

astolic (BPR.D) value and 80 BPR Systolic (BPR.S) value
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S3S2S1

(BPR.D/BPR.S→PAM) (mmHG→cmHG)

(LOINC→SNOMED)

MS1

MS2 MS3

MS4

(Cls.New→Cls.Old)

(Patient_id) (Examen_id)
(BPR.Code) (BPR.Code)

(BPR.Value) (BPR.Value)             
(BPR-state) (BPR-state)

S3S2S1

(BPR.Value:BPR.D/BPR.S,mmHG) (BPR.Value : MAP,cmHG)
(Cls.New)

(Patient_id) (Examen_id)
(BPR.Code: SNOMED) (BPR.Code: LOINC)

   
(BPR-state)

a)

b)

Fig. 1. Physician query scenario: a) DaaS composition generated by the DCS; b) The
DaaS composition with the appropriate mediation services.

the appropriate mediation services, in the right order, to make the generated
composition executable as depicted in figure 1.(b). The physician has to invoke:
1)“MS1”: to mappe the BPR code returned by S2(LOINC9) to code acceptable
by S3 (SNOMED10); 2) The composition of “MS2” and “MS3” where :“MS2”
aggregates the two values expressing BPR measure returned by “S2” to MAP 11

value acceptable by S3 and “MS3” converts the MAP value expressed with the
measurement unit (“mm/Hg”) returned by MS2 to the MAP value expressed
with the measurement unit acceptable by S3 (“cm/Hg”); “MS4” : to mappe
the BPR state returned by “S3” represented according to the new classification
BPR value table (e.g., stage 1,2,3,4) to the state acceptable by the physician rep-
resented according to the old classification (e.g., severe, moderate, mild). This is
a rather demanding task for non expert users (e.g.physicians). Thus, automating
conflict detection and resolution in DaaS composition is challenging.

Contributions: In this paper we propose a context driven approach for
automatically inserting appropriate mediation services in DaaS compositions to
carry out data conversion between interconnected DaaS. Specifically, we propose
1) a context model expressed over Conflicting Aspect Ontology(CAO) which is
an extension of “DO”; 2) an extension of PRV based DaaS model based on con-
text to express more accurately the DaaS parameters semantic; 3) a mediation
service model behaving as a mapping rule to perform the transformation of DaaS
parameters from one context to another.

Outline: The rest of this paper is organized as follows. Section 2, presents the
overview of our approach. In Section 3, we leverage different proposed models.
In Section 4, we present a global view on our conflict detection and resolution
algorithm and our implementation. Finally, section 5 provides a conclusion and
future works.

9 LOINC : Logical Observation Identifiers Names and Codes
10 SNOMED: Systematized Nomenclature of Medicine, Clinical Terms
11 Mean Arterial Pressure is BPR value, MAP = 2

3
(BPR.D) + 1

3
(BPR.S)
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2 Approach overview

Figure 2 gives an overview of our approach. Our proposal aims to provide a
framework for automatic conflict detection and resolution in DaaS composition.
Our approach takes into account the context of the service components in DaaS
composition and the context of the query. DaaS services are modeled as PRV
over a DO and contextualized over Conflicting Aspect Ontology (CAO). The
mediation services are modeled as mapping rule over CAO specifying the DaaS
parameters transformation from one context to another. The contextualized PRV
and the mapping rule are incorporated within correspondent WSDL description
files as annotation. The DaaS service registry includes business services while the
mediation service are organized in other registry to keep the mediation concerns
orthogonal from functionalities of DaaS.

Domain 

Ontology (DO)

Conflicting Aspect 

Ontology (CAO)

DaaS composition conflict free

Generated DaaS composition 

Query formulation

DaaS Composition System 

(DCS)

Modeling DaaS as views and 

Mediation Services as mapping rules 

over RDFS Ontologies

Results / DaaS compostions 
1

QR

CDR

Si SjMSij

  

2

3

4

Si Sj

DaaS 

services 

registry 

Mediation 

services

registry 

Fig. 2. Approach overview

The DaaS composition process starts when the user specifies a query over
DO and CAO using SPARQL 12 query language (see circle 1 in figure 2). The
DCS uses the query rewriting algorithm proposed by [2] and existing PRV to
select the DaaS that can be combined, to answer the query (see circle 2 in figure
2). After that, our Conflict Detection and Resolution Algorithm (CDR) takes
place for conflict verification in each generated DaaS composition. Then, in case
where a conflict is detected between output/input operation (i.e., subsequent
services in DaaS compositions, query and DaaS compositions) our algorithm
insert automatically calls to appropriate mediation services to resolve semantic
conflict (see circle 3 in figure 2). Then, the DCS translates a composite DaaSs
conflict free into query execution plan describing data and control flow. The plan
will be executed and returns data to the user (see circle 4 in figure2). In this
paper, we will focus only on Conflict Detection and Resolution process.
12 We adopt SPARQL: http://www.w3.org/TR/rdf-sparql-query/, the de facto query

language for the Semantic Web, for posing queries.
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3 Modeling issues

We leverage in this section different models used through the paper. The defini-
tion of the basic concepts such as the Domain Ontology(DO), the Parametrized
RDF view (PRV) and the Conjunctive Query (CQ) are presented formally in
[1]. Due to space limitations, we will not present their corresponding figures. In
the sens of the present work, the DaaS Composition cs = {si..sn} represents the
set of ordered services into DaaS composition ; First(cs) (e.g, si) and Last(cs)
(e.g,sn) denote the first and the last DaaS in “cs”. We mean by the “CSs”
the set of compositions, generated by the query rewriting algorithm of “DCS”,
requiring testing and resolution of conflicts.

3.1 Conflicting Aspect Ontology:

Conflicting Aspect Ontology (CAO) is a family of a lightweight ontology, spec-
ified in RDFS. CAO extends the DO entities with a taxonomic structure ex-
pressing different DaaS parameters semantic conflict13. The CAO is a 3 tuple
< ACg, ACi, τ >, where: 1)“ACg” is a set of classes which represents the differ-
ent conflicting aspects of a DO entities. Each acg class in ACg has one super-class
and a set of sub-classes. Each acg class has a name representing a conflicting
aspect, such as, CAO:Measurement-Unit as depicted in Figure 3; 2)“ACi” is a
distinct set of instanceable classes having one super-class in ACg. By definition,
aci is not allowed to have sub-classes. For instance “mm/HG” and “cm/HG”
are two instanceable classes from the CAO:BPR-Unit class; 3)“τ” refers to the
sibling relationships on ACi and ACg. The relationships among elements of ACg

is disjoint. However, elements of ACi of a given acg can be related by the Peer
relationship which indicates similar data semantics. Part-Of relationship which
relates aci entity and its components (e.g., BPR.D and BPR.S values are Part-Of
BPR).

CAO(classification) 
CAO(Mesearment-Unit) CAO(system Code)CAO(BP_structure)

Classe Rdfs:SubClassof

CAO: 

BPR.Value

MAP

CAO:

System-Code 

Snomed.

.code

Loinc.

code

CAO:Mesearment-Unit

CAO:BPR-

Unit

mmGH

CAO:Gaz.

Unit

Sibling relationship

Same as

Same as

cmHG

ICD. 

code

DisjointBPR.D/

BPR.S

Same as

Disjoint Disjoint CAO:

State-Classification 

Old-

Class

rdfs:subClassof rdfs:subClassof

Same as

New-

Class

Disjoint

Fig. 3. Conflicting Aspect Ontology

13 For the classification of the various incompatibility problems in web service compo-
sition see [6]
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3.2 Context model:

The context has the form: C = {(Di, Vi)|i ∈ [1, n]} where Di, represents an
acg class whose values are from a value-set (V i) where Vi ∈ ACi. For in-
stance, the context CMU = {BPR− Unit : mm/HG} indicates that the BPR
measurement unit is “mm/HG”. The proposed context model is used to ex-
press more precisely the query formulated by the user, the DaaS published
by the provider and the semantic conflict occurring in each O/I14 operation
in given csK ∈ CS. 1)“Contextualized Conjunctive Query model” is
CCQ(X) : − < CQ(X)|CCQ(X,CO) > where CQ(X) is the conjunctive query
expressed over DO, and CCQ(X,CO) is the context of the distinguished vari-
able X and the query constraint CO expressed over CAO; 2)“Contextualized
DaaS model”: The C-DaaS is Sj($Xj , ?Yj) : − < VDO > | < ExtCAO > where
VDO is the PRV of Sj and ExtCAO is a tuple < CXj , CYj > where CXj and
CYj

are respectively the input and the output DaaS parameter contexts. CXj

and CYj
are described by a set of RDF triples over CAO in form of 2-tuple

< ACg, ACi >; 3)“Context and semantic conflict”: In the sense of the
present work, semantic conflict occurs in On/Im operation having respectively
On and Im as an output and an input parameter which refer to the same DO
entity. However, their contexts represented respectively by COn

and CIm
refer

to different “aci” entities from the same “acg” . Then we say that a parameter
semantic conflict ”acg” exists in On/Im.

3.3 Mediation service model

Mediation Services MS assures the semantic reconciliation in the case where
the O/I operation causes a conflict. The MS model consists of mapping rule
having the form MS($OJ , ?IJ) : GO → GI , where $OJ and ?IJ are the sets of
input and output variables of MSj respectively. GO and GI represent the set
of RDF triples representing contextualized DaaS /query parameters. We deem
appropriate to use the SPARQL’s construct statement (i.e., CONSTRUCT GI

WHERE GO) as a rules language to define rule mapping as proposed by [3]. For

DO:HasBprCodeDO:HasBprCode

DO:CodeValue

?y

DO:CodeValue

$x

Rdf:type

CO:HasBprCodetype
CO:HasBprCodetype

Rdf:type

CAO:BPC

CAO:SNOMEDCAO:LOINC

C A

BPR

MS2 ($x,?y) :

CONSTRUCT

{(BPR DO:HasBprCode ?A).

(?A  rdf:type   CAO:BPC).

(?A  CO:HasBprCodetype CAO:SNOMED).

(?A  CAO:Codevalue  ?y)}

WHERE

{(BPR DO:HasBprCode ?C).

(?C  rdf:type  CAO:BPC).

(?C  CO:HasBprCodetype CAO:LOINC).

(?C  CAO:Codevalue  $x) }

Fig. 4. Mediation service model

14 i.e, two subsequent DaaSs “Sn” and “Sm” in “cs”, First(cs) and CCQ(CO), Last(cs)
and CCQ(X).
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each conflicting aspect ACg we define a mapping rule template. For instance,
the mediation service MS2 assuring the same-as mapping one-to-one of BP
code value from “LOINC” code to “SNOMED” code is presented in figure 4. In
the same manner, we define the mapping many-to-one, one-to-many and many
to many. To the best of our knowledge, this work is the first to use SPARQL
construct statement to model mediation services.

4 Algorithm and implementation

In the following, we present the details of our Conflict Detection and Resolu-
tion Algorithm (CDR) depicted in figure 5. The inputs to the CDR is a set of

Conflict detection

Conflict resolution

Conflict free DaaS 

Composition «R»

cs  R

cs  CS-R

cs  CS

Mediation 

services

repository

DaaS compositions (CSs) and  

Context( Query+DaaS)

Conflict Object 
Set {COS}

Fig. 5. CDRM architecture

“CSs” generated by the QR algorithm as explained in section 2. The outputs
of CDR are “CSs” conflict free. The desired mediation service is found and
called automatically using the CDR algorithm which is two phases : Detection
and Resolution. In the first phase each composition “cs” is examined to detect
potential conflicts. Thus, if “cs” is without conflicts then it is inserted into the
set of compositions without conflicts R; else the conflicts of “cs” are added into
the conflict object set “COS”. Finally, the set of composition without conflict
R is removed from CS. Thus CS consists of the composition with conflicts. In
the second phase, each detected conflict is resolved by performing the matching
between the required context transformation to the mapping rules defining the
mediation services. The matching is obtained, the automatic calls to the corre-
spondent mediation services are inserted in “cs” to resolve conflicts. Then, the
new set of composition CS (i.e, composition without conflict) are added into R
and returned to DCS for query plan execution. In order to test test our pro-
posal, we have implemented a Java Based application and test it with multiple
examples, including the motivating example 15. Each Web services is deployed
15 The implementation test are available in http://sites.google.com/site/ehrdaas/home
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on top of a GlassFish web server. Each DaaS is annotated by the contextualize
PRV and each Mediation service is annotated by SPARQL construct statement.
In the evaluation phase we have considered a set of queries through which we
identify the following : 1) During the detection phase, we can detect the set of
conflict aspect identified in “ACg”. 2) During the resolution phase, according to
the number of conflict detected in each O/I operation: when there is a conflict
including one aspect acg ( e.g., BPR-code) or a conflict including several aspects
acg ( e.g., BPR-value), our solution provides automatically the appropriate me-
diation service. When we have a several mediation services allowing to resolve
the same conflict, our algorithm returns randomly one of them as long as they
achieve the same functionality.

5 Conclusion and future work

In this paper, we propose an extension of PRV based DaaS model based on
context. The proposed context model expressed over Conflicting Aspect Ontol-
ogy aims to handle semantic conflict in DaaS composition. Our model allows to
specify the mediation service as mapping rule performing the simple or complex
transformation of DaaS parameters from one context to another. Our future
perspective will to deal with the performance issues of our algorithm and how
to resolve a given conflict for which there is no appropriate mediation service.
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Abstract. As Web services become the dominant technology for in-
tegrating distributed information systems, enterprises are more inter-
ested by these environments. However, enterprises socio-economic envi-
ronments are more and more subject to changes which impact directly
business processes published as Web services. In parallel, if at change
time some instances are running, the business process evolution will im-
pact the equivalence and substitution classes of the actual service. In this
paper, we present an equivalence and substitution analysis in dynamic
evolution context. We suggest an approach to identify residual services
that can substitute a modified one, where ongoing instances are pending.
Our analysis is based on protocol schema matching and on real execution
traces. The proposed approach has been implemented in a software tool
which provides some useful functionalities for protocol managers.

Keywords: Service protocol, Protocol equivalence, Protocol substitution, Dy-
namic evolution, Execution path, Execution trace.

1 Introduction

Web services are the new generation of distributed software components. They
generate a lot of enthusiasm among different socio-economic operators’s which
favourite these environments to deploy applications at a large scale. Standard-
ization is a key concept, so actors uses standards like WSDL [1], UDDI [2] and
SOAP [3] to publish, discover, invoke and compose distributed software. In this
context, intra and inter enterprises applications integration is more flexible, easy
and transparent. Moreover, integration process is accelerated among internet
stakeholders.
In Web services technology, two elements are fundamental for providing a high
interactivity level between service providers and service requesters. The first
one is service interface, described via the standard WSDL. The second element



is service protocol (Business Protocol), which describes the provider’s business
process logic. A Business process consists of a group of business activities un-
dertaken by one or more organizations in pursuit of some particular goal [4],[5].
For example, booking flight tickets and B2B transactions. In addition, Busi-
ness process specifies the service external behaviour by providing constraints on
operations order, temporal constraints [6] and transactional constraints [7], in
order to promote correct conversations, as service operations can’t be invoked
in an aleatory order. However, if a service protocol is published in the Web
(its interface and its protocol), at a moment during its life cycle, it can be in-
voked by some clients. Furthermore, in large public applications (e-commerce,
e-government, electronic library, . . . ), thousand of clients are invoking the ser-
vice at the same time and every one has reached a particular execution level. In
parallel, as enterprises are open systems, changes are permanent and inevitable.
Consequently, business processes may evolve to adapt to environment changes
that affect real word. In this case, related service protocols must be updated,
otherwise services execution may produce incoherences when they are invoked.
This context is called dynamic protocol evolution.
In dynamic protocol evolution, the evolved service protocol may not be able to
satisfy initial customer requirements. Furthermore, some services may fails and
clients must find new services that can replace actual one. Services substitution
analysis deal with checking if two services satisfy the same functionalities; if
they support the same conversation messages [5]. This concept is very useful
in case of service failure, in order to search an other one to replace it. In some
cases, this analysis can serve to search and locate a new service with the same
functionalities but with a higher quality of service (Qos). It can also be used to
test whether a new proposed version, that expresses evolution or maintenance
requirements, is yet, equivalent to an obsolete one and for finding new services
that can support conversations required by standards like ebXML [8], Rosetanet
[9] and xCBL [10]. Service evolution is expressed through the creation and de-
commission of its different versions during its lifetime. [11]
Service protocol update induces challenges for filtering which services, already
identified and compared to old version, remain equivalents or can replace the
evolved one. The major constraint is related to active instances that have al-
ready executed some operations based on old version. In this context, we must
deal with historical executions in substitution analysis process.
In this paper we are interested to dynamic evolution and we focus on change
impact analysis on service protocol substitution. A set of methods are exposed
to check if new service version, can be yet substituted by the hole (or partially)
set of services that were discovered corresponding to the obsolete version.
The remainder of the paper is structured as follow. We start by describing the
problem and exposing our motivations, in section 2. In section 3, we propose
our formal approach and algorithms for managing substitution aspects in dy-
namic evolution context. Section 4, describes system architecture and software
tool implementation. We expose related works in section 5 and conclude with a
summary and directions for future works in section 6.
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2 Problem and Motivations

Every organisation (enterprises, administrations, banks, ...etc.) is an open sys-
tem which is, eventually, impacted by environment changes. In order to sur-
vive, organization must adapt there business processes. Today’s organizations
information systems -reflecting business processes- are exposed on the Web as
services (interfaces and protocols) and every business process changes induce,
immediately, these two descriptions update. The challenge in dynamic protocol
evolution context is to identify, among the set of already identified class substitu-
tion services, the subset of those that can, yet, replace an actual service after its
specification changes, with respect to past interactions. Addressing service pro-
tocols substitution analysis, after protocol evolution, responds to the following
motivations:

1. Ensuring service execution continuation for active instances.
2. Ensuring correct interactions between customers and providers by specifying

the new service substitution class.
3. In dynamic environments, like Web services, transactions are long dura-

tion and resources consumer. It’s not conceivable to restart execution from
scratch because loss of work is catastrophic for customers.

4. In real time systems and critical applications (aeronautics, e-commerce, med-
ical systems, control systems, manufacture,. . . ), brutal service stop is catas-
trophic for organizations. It is imperative to treat with precision and accu-
racy services that can substitute an evolved or failed one.

5. In large public applications (e-libraries, e-government, e-learning. . . ), a large
number of active instances are pending, at a time. Manual management
of these instances is cumbersome and an automatic support is required to
ensure that only pertinent services are proposed for substitution process.

The main issue is to manage protocol substitution with respect to historical
traces. Starting a new search query for locating new services, based on the new
version, is expensive and in addition, returned services that can be inconsistent
with old version.
To illustrate our motivations, we present in Fig.1 a real world scenario.
In this scenario, service protocol P have some equivalent services (P1, P2, . . . , Pn)
and other services (P3, P4, . . . Pm) can substitute it. However, service P has
evolved to a new version P ′ (for different reasons). Evolution operations added
a new message cancelOrder and removed the message Order validated. At evo-
lution time, active instances (instance 1, instance 2,. . . ), are running and have
reached a particular execution level. In order to be able to substitute service P in
case of problems, protocol manager want to know: Which protocols remain
in conformance with the new protocol specification and can replace it ?

3 Analysing Substitution in Dynamic Protocol Evolution

One of the most challenging issues in dynamic protocol evolution context is to
find potential protocols for substitution, where instances are running accord-
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Fig. 1. After Protocol evolution of P to P’ which services can substitute P ′ ?

ing to old protocol. To address this analysis, we introduce three fundamental
concepts: service protocol model, execution path and execution trace.

– A service protocol: We use finite state machine to represent service pro-
tocols. In this model states represent different phases that a service may
go through during its interaction with a requester. Transitions are triggered
by messages sent by the requester to the provider or vice versa [4], [5]. A
message corresponds to operation invocation or to its reply, as shown in Fig
1. A finite state machine is described by the tuple: P = (S, s0, F,M,R),
consisting of:

• S : A finite set of states;
• s0 ∈ S: is the protocol initial state;
• F : Set of final states machine, with F ⊂ S;
• M : Finite set of messages;
• R ⊂ (S × S ×M): Transitions set. Each one involves a source state to a

target state following the message receipt.

– Execution trace: Service behaviour traces is a finite sequence of opera-
tions (a, b, c, d, e, ...). It represents events that service have invoked, from its
beginning to the actual state. We note : trace(P, i) to express the execution
trace performed by an active instance i in a protocol P .

– Complete Execution path: Represents the sequence of states and mes-
sages from an initial state to a final one. We note : expath(P ).
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3.1 Structural approach based protocol schema

Let P and P ′ respectively, old and new service versions, after operating changes.
EP = {Pi (i = 1 . . . n)}: Is the services set equivalent to P . We note Equi(Pi, P ),
the equivalence relationship between services.
Two service are equivalent if they can be used interchangeably and they provide
the same functionalities in every context. Every service Pi ∈ EP can replace P .
Equi(Pi, P ) ⇔ ∀(i = 1 . . . n)(expath(Pi) ⊂ expath(P ))∧(expath(P ) ⊂ expath(Pi)).
(∧ is the logic and operator). (1)
Let SP = {Pj (j = 1 . . .m)}: The services set that can substitute P . We note
Subst(Pj , P ), the substitution relationship.
A service can substitute an other one if it provides, at least, all the conversations
that P supports [5] (complete execution paths).
Subst(Pi, P ) ⇔ ∀(i = 1 . . .m)(expath(P ) ⊂ expath(Pi) (2).
Based on this formalization we notice that if protocol P has evolved to a new
version P ′, equations (1) does not remain valid. So we want to identify the
protocols subset that satisfy equation (2), in order to provide services that can
replace the evolved protocol.
From equation (2):Subst(Pi, P

′) ⇔ ∀(i = 1 . . .m) (expath(P ′) ⊂ expath(Pi).
(3) . We conclude:
Lemma 1:: If the changes related to protocol evolution are reductionist, all
protocols (Pi) that can substitute P , can substitute the new reduced version P ′.
Reducing Protocol description is an application of change operations including:

– Loops removal.
– Final sub-paths removal.
– Operations and messages removal.
– Complete paths removal and sub-protocols removal.

This change operation goals are motivated by procedures cancellation, reduc-
ing tasks, business processes alignment, and so one. However, when changes are
additive, substitution analysis must consider the protocol difference. Protocol
difference between two protocols P ′ and P describe the set of all complete exe-
cution paths of P ′ that are not common with P [5]. We note P ′/P this difference.
Substitution analysis consists to examine each protocol in the class SP , with the
aim to identify possible protocols that can substitute P ′. Because equation (1)
no longer holds, we must comply with equation (2).
In order to replace P ′, each protocol Pi ∈ SP must be able to replace the new
requirements (the difference P ′/P ).
Subst(Pi, P

′) ⇒ Subst(Pi, P
′/P ) ⇔ ∀(i = 1 . . .m) (expath(P ′/P ) ⊂ expath(Pi)

(4). We conclude:
Lemma 2: If changes are additive, protocols subset ⊂ SP which are contain-
ing the difference P ′/P can substitute the new extended version P ′. Additive
changes are operations performing:

– Adding loops.
– Adding sub-paths
– Adding messages and operations .
– Adding new complete paths and sub-protocols.
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3.2 Execution traces based analysis

Protocol schema based analysis is rigid and does not take into account the actual
execution for active instances. Really, it’s possible that a protocol Pi ∈ SP

can’t substitute an evolved one in general, but by taking into account execution
traces, it can do that for specific instances. As an example, let a protocol P
and its active instances i1, i2, . . . , in, as mentioned in Fig.1. In parallel, protocol
changes have added new states and messages to a particular path: part-path.
After analysing active instances execution traces, we see that all instances have’t
executed this unexpected path part-path. In this case, even if we can’t replace P ′

with a protocol Pi ∈ SP , basing on protocol schema analysis, we can substitute it
basing on real execution traces, because changes do not impact real instances. We
notice that execution traces may inform protocol managers on how to proceed
with substitution analysis. We propose two substitution analysis based execution
traces: Historical execution paths and state execution paths.

Historical execution paths substitution analysis:
Let histpath a protocol p historical execution path executed by an active in-

stance i, during its execution, instance i has invoked an operations sequence :
a, b, c, d, e, . . .. And, let futurpath: future paths not yet executed by this instance.
If P ′ is the new version of P , after changes and SP is the protocol set that can
substitute P . We are interested by filtering instances that are not concerned
with changes. We consider protocol changes as the difference between P ′ and
P : P ′/P . In this situation, if protocol Pi ∈ SP can’t substitute P ′, contrarily, it
can substitute it for the instances subset that have not executed this difference.
We note: Subst(Pi, P

′)/Occurj : The substitution of P ′ by Pi for occurrence j.
Subst(Pi, P

′)/Occurj(i = 1 . . . n), j = 1 . . .m)is is possible if :
(histpath(occurj) /∈ allpaths(P ′/P ) .(5),where Allpaths(P ′/P ) is the hole pos-
sible paths set generated by protocol difference P ′/P . This means that, substi-
tution is possible if actual instance i had executed an old path not affected by
changes.

State Based Substitution Analysis:
Historical execution path analysis is more general and based on the hole histor-
ical execution paths. Although, protocols P ′ ∈ SP can’t replace P in the general
case, substitution is possible for some states. We need to compute which states
are not affected by changes. Substitution analysis must deal with this kind of
traces by selecting protocol services that substitute active service by considering
actual state and future execution path.
As an example, consider the execution path from Fig. 1: If a subset of actual
instances are in the state: Order made, so their execution trace are : begin.order
made. A service Pi ∈ SP can substitute P ′ if it can replace it from the actual
state and future execution paths. We don’t consider past execution paths be-
cause changes occurs after the state (Order made). We formalize this analysis
as follows:
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Let futurpaths the future execution path set of an active instance (all future
paths), and s the actual instance i state.
Subst(Pi, P

′)/state(s) : (i = 1 . . . n) if :
(futurpaths(state(s)) ⊂ allpaths(P ′/P )) ∧ (trace(P, i) ∈ histpath(P i)) .(6)

3.3 Algorithms

We present here Substitution-schema-based algorithm to calculate schema
protocol based substitution analysis presented in section 3.1.
Algorithm 1: Substitution-schema-based
Input: P = (S, s0, F,M,R), P ′ = (S′, s′0, F

′,M ′, R′), Pi = (Si, s0i, Fi,Mi, Ri).
Output: Decision on Substitution.
Begin
1. Substitution := True
2. Path = ϕ, Completpath = ϕ, Completpath′ = ϕ
3. Completpath := RecursivePaths(S, s0, F,M,R)
4. Completpath′ := RecursivePaths(S′, s′0, F

′,M ′, R′)
5. For i = 1 to n // n is protocol number
6. While (path ∈ Completpath) Do
7. If (path /∈ Completpath′) Do
8. Substitution := False
9. break
10. EndIf
11.EndWhile
12.EndFor
13.Return (Substitution)
14.End Substitutions-schema-based.
RecursivePaths Algorithm, computes recursively all possible paths in a protocol
definition, from an initial state to a final one. (is not exposed by lack of space).

4 System Architecture and Software tool presentation

We have implemented the software performing substitution analysis in Java-
Eclipse environment. Service protocols are implemented as automata and saved
in XML files. The software performs some operational functions useful for proto-
col manager like protocol description and correctness specification. Furthermore,
it allows final users performing different changes operations. The system kernel
provides checking static equivalence and substitution. Fig. 3. Based on schema
definitions or on execution traces, the system strength is dynamic analysis. This
analysis allows user to select a particular protocol, operate changes and then
proceed to change impact analysis on protocol substitution. The system filters
the protocol database, analysis logs directory and searches for the remaining
service protocols which can substitute the evolved version Fig. 4. We visualize,
below some screen-shots of the the software tool.
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Fig. 2. System Architecture for managing dynamic substitution

Fig. 3. Protocol specification, evolution, and static equivalence and substitution
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Fig. 4. Substitution analysis provide services substitution class for an evolved protocol

5 Related Work

Protocol management and analysis had benefited for a lot off contributions, from
protocol schema matching to static evolution. But, dynamic protocol analysis did
not receive all the interest it deserves. In [4],[5] authors presents a general frame-
work for representing, analysing and managing Web service protocols, however
this analysis is restricted to static context. In [6], protocol description is en-
riched with temporal constraints and the same static analysis was performed.
In [12], authors had proposed some change operators and patterns specification
for changes, but change impact analysis was not presented. In [13], dynamic
replaceabilty analysis had been presented in therms of compatibility only. Au-
thors studies the compatibility between old and new protocol version only. No
comparison with other services was made. Our work responds in a consistent
manner to the previous deficiencies.

6 Conclusion and future Work

In this article we have formalized substitution problem inherent to dynamic pro-
tocol evolution. We have proposed an approach and a software tool for providing
service protocols that can, yet replace an evolved one.
As future work, we plan to address protocol substitution analysis for richer pro-
tocols descriptions, such as timed and transactional constraints automata. In
addition, we aim to specify protocol changes more formally by identifying evo-
lution patterns and by their classification with respect to induced impact on
protocol substitution and compatibility.

Proceedings ICWIT 2012 20



References

1. R. Chinnici and al. Web Services description Language (WSDL) version 2.0 June
2007. http://www.w3.org/TR/wsdl20/

2. T. Bellwood and al. UDDI Version 3.0.2 UDDI Spec Technical Committee Draft,
2004. http: uddi.org/pubs/uddi-v3.htm/

3. M. Gudgin and al. SOAP version 1.2, July 2001. http://www.w3.org/TR/2001/WD-
soap12-20010709/

4. B. Benatallah and al : Web Service Conversation Modeling A cornerstone for E-
Business automation, IEEE Internet computing 8 (1) (2004) 46-545 WSC

5. B. Benatallah and al : Representing, Analysing and Managing Web Service Proto-
cols. Data Knowledge Ingineering. 58 (3): 327-357, 2006.

6. J. Ponge and al: Fine-Grained Compatibility and Replaceability Analysis of Timed
Web Service Protocols. ER 2007: 599-614

7. A. Khebizi: External Behavior Modeling Enrichment of Web Services
by Transactional Constraints, ICSOC PhD Symposium, December 2008.
http://sunsite.informatik.rwth-aachen.de/Publications/CEUR-WS/Vol-
421/paper12.pdf

8. Technical Architecture Specification v1.0.4 February 2001
http://ebxml.org/specs/ebTA.pdf.

9. Rosetanet; http://www.rosettanet.org/.
10. xCBL; http://www.xcbl.org/.
11. Gustavo Alonso, Fabio Casati, Hurumi Kuno,Vijay Machiraju : Web services con-

cepts Architectures and applications, Edition Springer Verlag Berlin 2004.
12. Barbara Weber and al : Change Patterns and Change Support Features - Enhanc-

ing Flexibility in Process-Aware Information Systems , 2008
13. Ryu, S. H. and al, 2008. Supporting the dynamic evolution of Web service protocols

in service-oriented architectures. ACM Trans. Web 2, 2, Article 13, 46 pages. DOI
= 10.1145/1346237.1346241 http://doi.acm.org/10.1145/1346237.1346241.

Proceedings ICWIT 2012 21



Proceedings ICWIT 2012  22 

Dynamic Web Service Composition: Use of 
Case Based Reasoning and AI Planning 

Fouad HENNI 
 

Mostaganem University – Algeria 
fouad.henni@gmail.com 

Baghdad ATMANI 
 

Oran University – Algeria 
atmani.baghdad@univ-oran.dz 

Equipe de recherche Simulation, Intégration et Fouille de données (SIF) 
Laboratoire d’Informatique d’Oran (LIO) 

Abstract: Web services have emerged as a major technology for deploying 
automated interactions between distributed and heterogeneous applications. The 
main advantage of web services composition is the possibility of creating value-
added services by combining existing ones to achieve customized tasks. How to 
combine these services efficiently into an arrangement that is both functionally 
sound and architecturally realizable is a very challenging topic that has founded 
a significant research area within computer science. A great deal of recent web-
related research has concentrated on dynamic web service composition. Most of 
proposed models for dynamic composition use semantic descriptions of web 
services through the construction of domain ontology. In this paper, we present 
our approach to dynamically produce composite services. It is based on the use 
of two AI techniques: Case-Based Reasoning and AI planning. Our motivating 
scenario concerns a national system for the monitoring of childhood 
immunization. 

Keywords: semantic Web services, dynamic composition, OWL-S, CBR, AI 
planning, immunization system 

1   Introduction 

A Web service is a software component identified by a URL, whose public 
interfaces and bindings are defined and described using XML. Web services provide a 
standard means of interoperating between different software applications, running on 
a variety of platforms and/or frameworks [1]. This has led to the emergence of Web 
services as a standard mechanism for accessing information and software components 
programmatically [2].  

Service composition refers to the technique of composing arbitrarily complex 
services from relatively simpler services available over the Internet. Composition of 
Web services enables businesses to interact with each other and facilitates seamless 
business-to-business or enterprise application integration. Applications are to be 
assembled from a set of appropriate Web services and no longer written manually [3]. 
For example, a composite Web service for an online order from a retailer Web site 
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could bring together a number of internal and external services such as credit 
checking, inventory status checking, inventory update, shipping, etc. 

Web Service Composition is currently one the most hyped and addressed issue in 
the Service Oriented Computing. Several models, techniques and languages have 
been proposed to achieve service composition.  

The construction of a composite Web service can be made up in three main steps 
(not necessarily in this order): (a) Creation of the process model specifying control 
and data flow among the activities. (b) Discovery, selection and binding of concrete 
Web services to every activity in the process model. (c) Execution of the composite 
service by a coordinating entity (e.g. a process execution engine) [4]. 

In static composition the process model is created manually and the bindings of 
concrete Web services to the process activities are done at design time. Semi-dynamic 
composition strategies actively support the user with the creation of the process model 
and/or in the services selection and bindings. Finally, in Dynamic composition the 
creation of the process model and the services selection and bindings are made at 
runtime. In this paper, the focus will be done on dynamic composition of services. 

The remainder of this paper is organized as follows: Section 2 presents the main 
ideas in dynamic composition of Web services and particularly the use of Case-Based 
Reasoning (CBR) and AI planning. Our proposal of using both CBR and AI planning 
is described in section 3, while section 4 presents a scenario as a direct application of 
our proposal. The paper is concluded by a discussion of the solution, some 
limitations, and future works. 

2   Dynamic Web service composition 

In dynamic composition, automated tools are used to analyze a user query, and 
select and assemble Web service interfaces so that their composition will solve the 
user demand. From a user perspective, the composite service will continue to be 
considered as a simple service, even though it is composed of several Web services.  

In order to support greater automation of service selection and invocation, 
recognition is growing of the need for richer semantic specifications of Web services, 
so as to enable fuller, more flexible automation of service provision and use, support 
the construction of more powerful tools and methodologies, and promote the use of 
semantically well-founded reasoning about services [5]. As a result, Web services 
have semantic descriptions in addition to their traditional standard syntactic 
description (WSDL). This is referred to as semantic Web services. 

Semantic Web services solve Web service problems semantically and address 
Web services descriptions as a whole [6]. Semantic markup languages such as OWL-
S [5, 7], WSDL-S [8] and SAWSDL [9] describe Web service capabilities and 
contents in a computer-interpretable language and improve service discovery, 
invocation, composition, monitoring, and recovery quality. 

Several methods and tools have been proposed for dynamic Web service 
composition [2, 3, 10, 11, 12]. The majority of researches conducted in dynamic 
composition have their origins in the realm of artificial intelligence [10].  
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description is referred to as the external specification. On the other hand, the PDDL 
language [17] is most often used for the description of a planning problem. This 
description is referred to as the internal specification. Figure 1 depicts the overall 
principle of resolving a Web service composition problem by using AI planning. 

Many research works [13, 15, 16] used the principle of figure 1 to generate a 
composition plan automatically. However, there are some limits in translating OWL-S 
descriptions into PDDL. These restrictions concern some complex plan structures 
allowed by OWL-S (such as unordered and iterations) but not permitted in PDDL. 

2.2   Case based reasoning for Web service composition 

Case-based reasoning is a problem solving paradigm that in many respects is 
fundamentally different from other major AI approaches [18]. In CBR, the primary 
knowledge source is a memory of stored cases (case base) recording specific prior 
episodes. The processes involved in CBR can be described by: A new problem is 
matched against cases in the case base and one or more similar cases are retrieved. A 
solution suggested by the matching cases is then reused and tested for success. Unless 
the retrieved case is a close match the solution will probably have to be revised 
producing a new case that can be retained [19] (figure 2).  

 
 
 
 
 
 
 
 
 
 
 
During the last few years, many research works used CBR in Web service 

composition. We present in the following the main ideas published in this area. 
Lajmi et al. [22] propose an approach called WeSCo CBR that aims at enhancing 

the process of Web service composition by using a CBR technique. Web services are 
annotated using OWL-S and grouped into communities to facilitate the search 
process. In order to improve the search of the most relevant case (for a new case), a 
classification of the existing cases is proposed. The proposed solution is intended to 
respond to a request for a medical diagnosis of the early detection of cardiac ischemia 
and arrhythmia. 

Osman et al. [20] present an approach that uses CBR for modeling dynamic Web 
service discovery and matchmaking. The framework considers Web services 
execution experiences in the decision making process and it is sensitive to rules issued 
by the service requester. The framework also uses OWL semantic descriptions 
extensively to implement the components of the CBR engine, as well as the services 
selection profiles. In addition, the proposal uses a classification of user groups into 
profiles that have standard set of constraint rankings. 

Figure 2: The CBR Cycle [19] 
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g) The execution engine binds the composite service activities to concrete Web 
services (by querying service registries) and returns the resulting composite 
service to the user. An evaluation of the proposed solution is then made. 

h) Depending on the evaluation the new case can be stored in the case base. 

4.   Motivating scenario 

Our prototype for dynamic Web service composition is currently applied in a 
national research project (PNR 12/u310/65) [24] that concerns the Monitoring of 
Childhood Immunization (MCI) in Algeria. The system presently underway aims to 
have total immunization coverage and an access to the immunization status of every 
child from any department all over the country. In order to insure that every child is 
immunized according to a fixed calendar a vaccination notebook (VN) is established 
and maintained by the immunization monitoring service (IMS). This notebook is 
generated by the IMS of the municipality where the child was born (city of birth CB). 
Every municipality is attached to an IMS which in turn monitors several 
immunization services (IS). Children are dispatched into different ISs according to 
their parents’ address (PA at birth date).  
The information manipulated by the MCI system comes from many sources:  

a) The birth registry located at the municipality: Information about the child’s 
name, date of birth, parents’ names, hospital of birth, name of the doctor, etc. 

b) The address registry located at the municipality: Information about the IS a child 
is assigned to according to his PA and to the urban cutting. 

c) The vaccination notebooks registry located at an IMS: The history of previous 
vaccinations for a given child and the schedule of incoming immunizations. 

 
 
 
 
 
 
 
 
 
 
Web services are used to access each registry. Every municipality and every IMS 

has its own registries. And even though the structure of information stored in different 
municipalities or IMSs is roughly the same (e.g. the birth registry), different Web 
services should be implemented because of particular considerations (e.g. use of 
different DBMS). It means that the activities are exactly the same for all 
municipalities and IMSs, but each of which may rely on a different technological 
platform. All Web services are advertised in a private UDDI called MCI-UDDI. 
Figure 4 depicts the overall functional structure of the MCI. Domain ontology is 
developed which allows giving OWL-S annotations for published Web services. 

Figure 4: A Service Oriented Architecture for the MCI-System 
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Queries to the MCI system come from different types of users and each query 
triggers a composition of services depending on the information given by the user 
(CB, PA, ..), the type of user, and the desired result. 

5.   Conclusion and discussions 

We presented a solution that combines CBR and AI planning for dynamic 
composition of services. Instead of testing the solution on simulated Web services we 
have chosen to apply our proposal on a real example. The use of CBR gives a way to 
memorize past experiences in order to reuse previous successful solutions. As a result, 
a solution is provided quickly. On the other hand, the use of AI planning allows 
proposing a solution when no previous similar cases exist or when the proposed 
solution does not satisfy the user. AI planning also allows populating the case base 
when applying our solution in a new domain. The advantage of using PDDL is to 
pave the way toward the use of a wide range of planners. Moreover, in addition of 
using an existing planner, we are implementing a new AI planner that utilizes the 
principle of the cellular machine [25]. The objective is to produce faster and more 
efficient plans. 

A few issues in the use of CBR are still under examination. In particular we are 
experiencing the use of decision trees to improve the similarity calculus as in [26]. 
The other issue is the adaptation of a solution. We are still working on a satisfactory 
approach to adapt an existing solution. 
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Abstract. Hospital emergency wards such as Gynaecology and obstetrics ma-
ternities are extremely complex to manage and pose serious health risks to pa-
tients. Related tasks which are mainly focused around patient management are 
basically achieved through a cooperative way that involves several health care 
professionals. Such team members with separate skills and roles should work 
together during patients’ management. In this paper, we firstly discuss our study 
of work in-situ within an Algerian maternity ward to better understand the usual 
way under which tasks are effectively achieved and identify the artefacts used. 
Such observation allows us to highlight the vital collaborative medical tasks 
that need to be modelled. The following sections outline basic design concepts 
of our collaborative planning system, which is designed to provide a flexible 
group interaction support for care coordination and continuity. 
Keywords: Healthcare tasks modelling, cooperative work, shared artefacts, 
synchronous/asynchronous interaction, social planning and coordination. 

1 Introduction 

In Algeria, many healthcare institutions across the country suffer from multiple dys-
functions. Despite the reforms initiated by the authorities to improve the quality and 
effectiveness of patients care, the changes promised by the reforms initiators slow in 
coming and health care wards still do not meet the expectations of the patients. Cer-
tainly, no one can ignore the achievements made in this sensitive area that is public 
health such as rehabilitation of old infrastructures and reception of new ones, opening 
of new services, training of more physicians, medical specialists and skilled staff, etc., 
but problems persist and severely affect the medical activity and globally the health 
system.  

It is here about an observation that cannot be restricted to the isolated counties 
within the country like south for example, which use old medical equipment and lack 
in terms of qualified personnel, but also concerns hospitals in major northern cities 
which are nevertheless materially well equipped with the availability of the required 
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skills. Indeed, the study1 that we led on this vital question revealed various reasons 
that are mainly linked to mismanagement of the related activities, equipment, human 
and material resources.  

First, it is necessary to note that the artefacts used during work are essentially re-
stricted to paper sheets which are often not updated and sometimes even get lost be-
tween the different services because of the infernal work load imposed on the person-
nel .The observation study has also explicitly showed that most of the medical activi-
ties we supervised were group-based. Likewise the main deficiencies in patients moni-
toring precisely arose from the lack of coordination between the various members of 
the involved medical team, which thus constitutes a key factor as it has been so well 
confirmed several numerous studies carried out on this issue[20] [21]. 

Based on this observation, we believe that the task management should require 
from us a special attention. We must therefore address the issue of the targeted mater-
nity ward under a new perspective, that of the medical staff needs, taking into account 
the economic and performance constraints as well as socio-health hospitals mission 
objectives of providing optimal care and well-being of patients. Providing a techno-
logical answer through cooperation, coordination and communication facilities seems 
to be the most appropriate initiative. However the past experiences reported in this 
area that work in-situ [19] should be first carefully analyzed from a social point of 
view [4], and through a structurally opened cooperation vision that enables users to 
build their cooperation workspace structure in order to interact within it [18]. Conse-
quently, we focused our interest on collaborative practices of patient care teams [14] 
as well as their organization [16] to better understand the usual manner with which 
tasks are actually performed.  

Several collaborative medical care needs have been identified by a wide body of 
researches in informatics and medical science fields. There are common processes 
that are more difficult and complex in collaborative situations, because they need to 
integrate many parties. Such as decision making process that needs involvement of 
several persons to arrive to a decision, which can take long time [15]. In [13] authors 
showed that the collaborative nature of the executed process, determines the type of 
information management necessary for this process [15]. Though, a poor structure of 
information can lead to coordination and communication breakdowns [15]. 

Maternity services are highly risky and still very hard to manage. They require co-
ordination among several teams whose tasks achievement most of the time confront 
them to conflict situations [19].The exploitation of information and communication 
technologies proves to be an effective approach if it is appropriately used [11]. It will 
enable us reduce the effects generated by the coordination problems that directly dis-
rupt the patient’s care chain and degrade their quality as noted Scupelli [10] through 
his study. Consequently, coordination breakdowns among the medical staff members 
inevitably that have an impact on the quality of care provided to patients and put them 
in a potentially vulnerable and dangerous situations should be significantly reduced 
with the availability of a medium of communication, cooperation, and coordination. 

                                                           
1We led an investigation mainly based on observations and interviews with a medical staff within a gy-

necology and obstetrics emergency unit. 
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Such an approach will provide collaborative tools that may effectively address medi-
cal staff vital needs and improve the quality of patients’ care. Our research work falls 
then within the CSCW area (Computer Supported Cooperative Work). Thus, with a 
CSCW-based management strategy [8] we wish to provide an effective support of 
these activities enabling by the way finer planning features of the related tasks as well 
as providing real time mutual awareness around the occurring events within the ma-
ternity unit which constitutes a priority of our work.  

The main objective of this paper is to outline basic design concepts of our coopera-
tive planning system CPlan. In the following sections we will first discuss our obser-
vational study achieved within an Algerian maternity ward to better understand the 
usual way under which tasks are effectively completed as well as identify the used 
artefacts. We will attempt to analyze the healthcare process to highlight the appropri-
ate design guidelines. Section 3, exposes our conceptual methodology and discusses 
the choices made as well as the software architecture designed for CPlan. We con-
sider the main components of the different architecture levels as well as the main 
supported features. We will explicitly attempt to show that CPlan design is mainly 
focused on concepts of data sharing and exchange to favour coordination between 
participants. To provide details on our design approach, section4 discusses its de-
ployment issue. Finally, perspectives of the accomplished work are presented in the 
conclusion of the paper.  

2 Targeted context study 

Our study of work in-situ led us to consider an Algerian maternity ward to better un-
derstand the usual way under which medical staff such as gynaecologists-
obstetricians, anaesthetists, midwives, nurses, …, effectively achieve their tasks and 
identify the main used artefacts to coordinate the work. The maternity targeted is 
about 200 beds and comprises 4 operating rooms, 4 labour rooms, an analysis labora-
tory, an imagery service, an emergency service, etc. 

We started, therefore, by analyzing the interactions among the medical staff mem-
bers and attempted to understand how they may interact and collaborate while dealing 
with patients’ cases, and what happens when this work is done with a team of collabo-
rators. Such understanding will undoubtedly allow us to provide the adequate design 
by addressing the following interrogations: 

─ How medical staff members’ collaboration naturally takes place? 
─ Which artefacts are used to coordinate work? And how? 
─ Which impact has the spatiotemporal dimension on staff members’ interactions and 

on the collaboration process among them? 
─ What means are required to improve the care process within a maternity ward? 
─ Which computer tools may provide the required assistance for the medical staff 

members and get them to work collaboratively? 
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─ From a collaboration point of view, what are the specific characteristics of collabo-
rative medical activities? 
It is practically impossible to design a computer tool addressing all users’ needs. 

Nevertheless, group work experiences provide us with pertinent information to clarify 
some useful development ideas about the suitable support tools. The experimentation 
of these tools, thereafter, will unveil obstacles to overcome as well as perspectives to 
follow. Our approach is drawn in a direction which aims to favour collective work 
and enables coordination. Therefore, as we will show it in the following sections, the 
care tasks analysis will bring us an understanding to concretely increase the commit-
ment of participants that may have a great impact on the whole chain care process. 

2.1 Collaboration process 
The meticulous analysis of healthcare activities reveals that patient care chain plan-
ning is a complex task that has an important impact on their quality and consequently 
on patients’ safety. Such care process must be carefully managed since the patients’ 
admission to the hospital until they recover and leave it. This includes ongoing care 
chain planning of a pregnant woman since her admission to the maternity until her 
delivery that can occur naturally (labour room) or through a caesarean surgery (oper-
ating room). 

When there is a coordination breakdown between team members, this can affect di-
rectly the patients care activity. In this study we noticed that there are many sources 
of coordination breakdowns, that have to be taken is consideration. A change in the 
patient’s physical condition either for the worse or for the better can require a chang-
ing in the schedule. For example if a doctor decides that a pregnant woman can need a 
caesarean operation, this needs an immediate allocation of an operating room. Some 
coordination problems can come from surgeons. Surgeons do not have often one obli-
gation, but many; such as carrying out a surgery, seeing their patients, or working in 
other hospitals. When the amount of tasks is big, and there is a lack of awareness and 
coordination; this can be a source of delays. A not experienced nurse, who is not ac-
customed with the work in the maternity ward, can make some mistakes, what can 
affect the schedule. Team members can affect and slow down each other, with unex-
pected events and requests for information which require updating and adjustment in 
the plan.  

When coordination breakdowns occur, schedule has to be adjusted: reallocations of 
resources, update of priorities, notifying of the involved medical staff.... Negative 
consequences can happen when the medical staff fails to act collaboratively to adjust 
breakdowns. Our analysis has revealed that medical care is often administrated with a 
delay, and unfortunately even for critical cases, what can be sometimes dangerous for 
patients’ life. These coordination breakdowns, can lead to delays, what leads to more 
work hours and additional costs what reduces profits. Also, trying to coordinate every 
time between team members; can generate stress and workload. Sometimes delays 
can oblige patients to come back another day, what disturbs their personal plans. 
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Our study, reveals us that putting artefacts in some specific positions inside the ma-
ternity ward can increase awareness, improve the collaboration process, reduce the 
costs of sharing and gathering information and decrease coordination problems. 

The planning process should take into account for any task the availability of the 
associated medical team members (such as gynaecologist-obstetrician, anaesthetist, 
midwife, and nurse), the location, the period of time, etc. The collaborative planning 
tool shows immediately the old scheduled tasks and easily allows planning new ones 
while visualization provides for specific periods information on availability of current 
working staff as well as locations (labour and operating rooms).  

2.2 Work analysis 
Designing group work support features requires first a better work in situ analysis, 
and particularly identifying the implied participants, their roles, prerogatives as well 
as the used artefacts.  Such way will without doubt enable us to understand how to 
satisfy both individual and group requirements within a shared environment.  

Our design approach is intended to enable medical staff members to cooperate and 
share responsibility of a patient. We insist here on the necessity for an effective 
groupware tool to take into account the procedural, intellectual and social complexity 
of the cooperative care process planning. Indeed the diversity of opinions inside the 
staff, often generate a great intellectual activity that should be gathered and made 
available to the community rather than neglected until it becomes a source of conflicts 
or misunderstandings.  

In addition to the obstetricians-gynaecologists, anaesthesiologist, paediatrician, 
etc., the genecology unit functioning is mainly based on the chief midwife, who is in 
charge of the care organization, of their quality and their ongoing as well as the moth-
erhood monitoring and her staff management (usually other midwives and assistant 
nurses). Among the other professionals involved in the service we also distinguish the 
anaesthetist nurse (a specialized nurse) who assists the anaesthesiologist and super-
vises the postoperative recovery room. Finally, the staff also involves a social assis-
tant who mediates between patients meeting personal problems and administrative 
agencies, a psychologist who offers listening, support and advice to patients and fami-
lies, a physiotherapist for functional rehabilitation and massage therapy, and a nutri-
tionist who tailors the appropriate diet to health problems. 

2.3 Used Artefacts 
During patients’ management, the involved team usually resorts for scheduling to a 
classical plan board or paper sheets to specify who does what, and when? As well as 
to coordinate the work with people who are not available, it is usual to use the tele-
phone, email and short messages. Such way to achieve work promotes creativity and 
information sharing that suitably works and allows the group to get at an on-time 
objective. Thus, the whole process requires from the team members to take part to the 
planning process and do nothing else at this moment. Because the planning process 
works well when under a face to face way, while the detailed tasks are discussed with 
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the whole team. However, because of their Ad-hoc nature and emergencies the medi-
cal activities require not only continuous availability but also a high level of vigilance 
from the medical staff which should constantly be focused on the evolution of pa-
tients' conditions. Therefore, these meetings which are necessary to ensure coordina-
tion should be minimized as much as possible. Just as it would be necessary to con-
stantly maintain mutual awareness on the occurring events, even for the busy group 
members while dealing with emergencies. That is how coordination problems arise 
and lead to the disruption of the balance within the group leading to tension, nervous-
ness, tiredness, anxiety, etc.  

The most used artefact as we said above is the paper medical record. It contains 
much information about the patient (observations, plan of the day, and dosage of 
drugs). There is a new paper each day that is placed on the top of the old ones. With 
time, the consultant need more time to consult a patient state because of the big num-
ber of papers added every day. The use of papers has to be reduced to minimum, to 
avoid some problems such as lose of papers, the need to move to the patient’s room to 
consult its state,... The use of electronic medical records (EMRs) can improve aware-
ness among the group members, and improve collaboration process [1]. The use of 
EMRs, must be coupled with the correct display device [3]. Because a poor develop-
ment of the ergonomic design can lead to a difficulty using [7]. 

Likewise, the strategy used by these institutions has often emphasized on a man-
agement that attempts to deal with the massive affluence of patients rather than the 
quality of their care. Furthermore, we currently see in the emergency service the ad-
mission of more and more complex health cases, whose take-in-charge remains an 
extremely hard task.  

3 Software architecture 

The developed system is a synchronous web-based groupware accessible through a 
browser that enables real-time collaboration among collocated or geographically sepa-
rated group members. The proposed architecture is illustrated on Figure 1. It is devel-
oped under AJAX Push also known as Server Push or Comet [2].  

The first layer contains the system database which is mainly characterized by its 
capacity to provide reliable data for long time, concurrency control management, data 
storage, and security capabilities.  

The second layer contains all the defined software components. In the case of a 
real-time groupware, sharing data and events constitutes the most important aspect. 
Thus enabling data sharing requires that any event or data generated by one user has 
to be immediately notified and delivered to all the other users (in real- time). For bet-
ter workspace awareness, fault tolerance, responsiveness, and replication of shared 
data, objects are often used together with other operations on them like creation, up-
dating, deletion and reading. 

Some web 2.0 technologies such as AJAX and Comet, allow creation of rich inter-
net applications (RIAs).  In an Ajax application, servers respond to each request in 
sequence, just as in classical web, but in the browser only a part of the user interface 
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is updated, rather than updating the whole page and refresh the whole display. How-
ever, the user must send a request to the server to see the updates. 

 
Fig. 1.   Software architecture. 

The problem of AJAX which is the absence of two-way communication that is 
needed for synchronous groupware implementation is partially solved with a set of 
technologies commonly called Comet. They allow a server to push data to the 
browser (‘server push’) without requiring a new connection for each update. This 
capability allows a server to notify data to clients at any moment. Comet is ideal for 
collaborative and real time applications, because of its abilities for improving respon-
siveness of collaborative systems, without causing any throughput problems [2].  

In [12], authors carried out a study on groupware-based framework requirements to 
assess the performance of different networking approaches including Comet. They 
found that web-based networking approaches perform well and can support the com-
munication requirements of many types of real-time groupware. The results suggest 
that web technologies can support a wide variety of network requirements, including 
highly interactive shared workspaces and systems for large groups. 

The second layer defines two servers: Web-Server and Displaying-Server [5] [6]. 
The web server contains rich web pages that may be loaded on users’ browsers. The 
Displaying Server is intended to display the schedule on eWhiteBoards (screens dis-
posed on the appropriate locations in the hospital). After every modification of the 
schedule, all the eWhiteBoards are automatically updated. Also to significantly re-
duce users’ cognitive overload such as nurses, surgeons…, the eWhiteBoard(s) can be 
configured to restrict the display only for pertinent information needed by each group 
[19] and decrease the amount of data on screens.  

Finally, the third part consists of the client machines, which may be a laptop or a 
desktop. However, recent years have seen a wide variety of computer devices includ-
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ing mobile telephones, smartphones and tablets that can be considered as an alterna-
tive for traditional computers.  

3.1 Software Architecture Components 
The following components are loaded in the browser from the Web Server. Our archi-
tecture is composed of several modules which are important for the collaborative 
scheduling task: 
• Interface component: this module plays the role of a medium between the user and 

the system. 
• Session Manager: This component is intended to manage users’ work sessions, like 

rights on the schedule list (read/write), users join/leave within the shared work-
space, latecomers... 

• Collaboration: to allow users to simultaneously work together, we designed several 
appropriate tools, such as the tasks shared table. Users share the same display 
which instantly shows any event that may occur in consequence of a user action. 
Such way provides users with real time awareness capabilities and enhances coor-
dination.  

• Communication: CPlan supports both synchronous (instant messaging) and asyn-
chronous (post comments, and give valuable suggestions to their colleagues). 

• Scheduling: This is the most important system component; it provides all the nec-
essary tools for managing resources and tasks. The list of the tasks is displayed to 
the users in a table that showing all related tasks information (starting time, prior-
ity, location…). Once a task is created, it will immediately appear on the other par-
ticipants (users) screens. 

• Collaborative diagnostic: This is a component intended for diagnostics elaboration 
of a given case under a collaborative way.  

The server extracts the required information from the database and uses an SMS 
gateway to send messages to the staff members. There are two kinds of messages: 
reminders, notifiers to notify new events or a new created task. To allow users to con-
nect to our web interface with their mobile devices, an adapted version of the web 
application is developed. The developed system allows an authorized physician to 
access at any location to the electronic patient record data, using a hand held device or 
a desktop, and can for example remotely access the patient medical images. 

3.2 Events notification 
Our system uses an event notification mechanism. When any action is executed 
within the shared workspace [17], the web server notifies the other users to inform 
them (XML messages) about the different actions in the shared workspace. Such 
mechanism keeps the whole group member aware of their mutual actions [9]. 
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4 Conclusions and perspectives 

To objectively measure the efficiency of CPlan, we have implemented a first proto-
type of the collaborative tool, and the evaluation of the current version on a local 
network brings rich ideas on collaboration and coordination opportunities provided. 

In this paper, we have discussed basic design concepts of our groupware applica-
tion CPlan. We have attempted to show that it allows several participants to collabo-
rate within a shared workspace. It allows the execution of individual and collective 
actions on a common patient case as the elaboration of the planning. The sharing of 
the planning scheduling has been widely discussed, because its use allows us to con-
cretely inform participants on their mutual actions. At the visual level, the simplified 
and rich web interface shows explicitly the shared plan phases and significantly re-
duces participants’ cognitive loads and enables them to intuitively understand what is 
currently going on and get knowledge about their patients’ states evolution as well as 
the next actions that should be achieved. 

During a work session, medical staff members may act on the shared plan under 
specific role, dynamically exchange messages and interact through natural coopera-
tion way. Such flexibility is motivated by the necessity to enable CPlan to support the 
dynamics implied by the care process. 

Being conscious of the great interest of CPlan experimentation in effective context 
situations, we plan in the next step of our research work to collect information about 
efficient activities from medical staff. It is of an extreme importance for us and repre-
sents a double objective. First, we can validate or forsake some technical choices 
among those we made for implementation. Second, we will be able to determine with 
more precisions the appropriated adaptations we should apply to the supports pro-
vided in CPlan. To this end such as any software project we designed modular and 
extendable software architecture, in the sense that it allows design and integration of 
new modules through an incremental way. 
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Abstract.  Mashups allowed a significant advance in the automation of interac-
tions between applications and Web resources. In particular, the combination of 
Web APIs is seen as a strength, which can meet the complex needs by combin-
ing the functionality and data from multiple services within a single Mashup 
application. Automating the process of building Mashup based mainly on the 
Semantics Web APIs facilitate to the developer their selection and matching. In 
this paper, we propose SAWADL (Semantic Annotation for Web Application 
Description Language), an extension of the WADL language that allows the 
semantization of the REST Web Service. We introduce a reference architecture 
with five layers representing the main functional blocks for annotating and 
combining web APIs, and therefore make the engineering process of Mashup 
applications more agile and more flexible. 

Keywords: Semantic Mashup, Matching, API, SOAP, REST, SAWADL, 
SAWSDL.  

1 Introduction  

Dynamics, agility and efficiency are concepts of the future. The World Wide Web 
is undergoing an evolution from a static environment to a dynamic world in which 
mashups will play a central role. The Mashups are web applications developed by the 
combination of data, business logic, and/or user interfaces of web sources published 
and reused via APIs [8]. Thus, Mashups are designed to reduce the cost and develop-
ment time of web applications.    

Despite these advantages, engineering of Mashups applications requires the inter-
vention of the developer which needs not only programming skills but also to under-
stand the structure and semantics of APIs that wants to integrate. Currently, several 
tools Mashup (e.g. IBM WebSphere1, Yahoo-pipes2, etc.) are used by end-users (i.e. 
with less programming skills) to facilitate the building of Mashup applications. How-
ever, the intervention of the professional developer is required when the application 
Mashup is complex, thing that has prompted researchers to find effective solutions for 
creating Mashups, So that end users can build an application with a tool Mashup that 
guarantees the discovery, selection, and automatic or dynamic superposition of APIs 

                                                           
1http://www-01.ibm.com/software/webservers/ 
2http://pipes.yahoo.com/pipes/ 
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based on the semantic approach, the so-called ‘‘Semantic Mashups’’. The semantic 
Mashups is a Mashup whose combined APIs are supported (or annotated) by a seman-
tic layer that allows to select and compose them in an automatic way (unambiguous). 

We propose in this work SAWADL, a novel language for the semantization of 
REST web services [1]. SAWADL uses WADL3 description to enrich RESTful APIs 
with a semantic layer that allows the discovery and automatic superposition of APIs 
in order to automatically build Mashup applications. SAWADL is more flexible and 
adaptive with respect to other approaches of semantization such as SAWSDL [2] 
which is used to annotate the WSDL4 description of SOAP web services  with onto-
logical concepts.  

The rest of the paper is organized as follows. Section 2 presents briefly the seman-
tic Mashup, and presents some related work for the semantization of REST web ser-
vices. In Section 3, we introduce SAWADL, a semantic annotation language for 
REST APIs. Our approach to build Semantic Mashup is described in Section 4. Final-
ly we conclude and give some perspectives in Section 5. 

2 Related Works 

    Web services enable applications to call remote procedures and to exchange data 
by passing well-defined messages. This can easily be used for Mashup application as 
a way to orchestrate different web applications. For instance, Amazon Web Service5 
allows users to access most of the features of Amazon.com by using SOAP-based 
web services and REST-based web services. The semantic Mashup is Mashup whose 
combined APIs are annotated by a semantic layer that allows to select and compose 
them in an automatic way. In order to build an automatic Mashup, it is necessary to 
semanticize these APIs. 
      For SOAP-based Web services there are two types of semantization approaches. 
The first (service ontology) consists of developing a complete language that describes 
Web services and their semantics in a single block (e.g. OWL-S, WSMO, etc.). The 
second approach (semantic annotation) consists of annotating existing web services 
with semantic information. WSDL-S, SAWSDL  used to manually annotate a WSDL 
description with elements referring to ontologies. 
          As SOAP-based Web services, semantic REST-based Web services can be 
classified in two approaches. The first approach consists of developing an ontology 
that describes the REST-based Web services and their semantics in a single block. 
The second approach consists of annotating existing languages with semantic infor-
mation. In the following, we present different propositions for the second approach. 
 
• SOOWL-S advertisements (a social-oriented version of OWL-S advertisements) 
The SOOWL-S advertisements [6] proposes an extension of the OWL-S ontology in 
order to semanticizes the different types of APIs (e.g. SOAP, REST, JS, RSS, etc.) 
used in the construction of Mashup applications.  

SOOWL-S ontology annotates just the I/O parameters and non-functional proper-
ties of a Web service (using the service-Profile module of the OWL-S ontology). 

3 http://www.w3.org/Submission/wadl/ 
4 http://www.w3.org/TR/wsdl 
5http://aws.amazon.com/ 
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Thus, SOOWL-S ontology allows searching and automatic selection of APIs, but 
not their combination owing to the absence of the extension of service-Model 
module of the ontology OWL-S. 

• SA-REST(semantic annotation for REST)   
According to J. Lathem [4], most of RESTful web services use HTML pages to de-
scribe to users what the service does and how to invoke it. However, HTML is de-
signed to be human legible but not machine readable. In order to solve this prob-
lem, [4] have used the RDFa micro formats10 which allows the integration of RDF 
triples above HTML description in order to add semantics to REST service and 
make it visible and interpretable by the machine. 

• SWEET (Semantic Web Services Editing Tool) 
Maleshkova et al [5] propose an integrated approach to formally describe the se-
mantics of RESTful web services. The approach enables both the creation of ma-
chine-readable RESTful service descriptions using the hRESTS (HTML for REST-
ful Services) Microformat [3], and the addition of semantic annotations by the 
MicroWSMO Microformat6, in order to better support discovering services, creat-
ing mashups, and invoking them. 

Table 1. shows a comparison between the different approaches of semantics REST 
web services. 

Table 1.  Comparison between the different approaches of semantics REST Web services 

 SOOWL-S SA-REST SWEET 
Type of semantization Service Ontology  Annotation  Annotation  
Publication  of services + - +/- 
Discovery  of services + + + 
Combinaton of services - + + 
Annotated description  Absent, is a Service  Ontology HTML HREST 
Type of accepted ontology   Owl All All 
Type of API  semantized SOAP, REST, RSS REST REST 

3 SAWADL 

In this section we propose an annotation language that allows the semantization of 
RESTful web services to strengthen the selection and superposition of these services 
in Mashups applications. 
SAWADL, the extension of WADL language that we propose is part of those ap-
proaches that add semantic annotations above the service description while most ap-
proaches are based on a semantic annotation above a description based on HTML 
which gives less homogeneity between semanticized REST web services. SAWADL 
does not specify a language for representation of semantic models. Rather, it provides 
mechanisms for referencing ontological concepts defined in the external of WADL 
document.  

6 http://www.w3.org/TR/rdfa-syntax/ 
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The methods of annotation in SAWADL are summarized in two mechanisms: 
modelReference and SchemesMapping. This is done by the attribute "sawadl" 
followed by the appropriate extension. 

ModelReference attribute used to associate a WADL's component to a concept 
of a semantic model. The items annotated a REST web service described by WADL 
description are the methods (<method id="method1" name="GET">) and param-
eters of input / output (<param name = "name" type="xsdtype"/>) of the 
service. The semantic concept (ontological) associated to elements of WADL through 
the modelReference attribute is represented by zero or more URLs separated by 
spaces, which are references to ontological concepts.    

   The mechanism of schemesMapping is achieved through two other attributes 
liftingSchemesMapping and loweringSchemesMapping. These attributes are 
used to specify the mappings between semantic data and WADL elements. The mech-
anism of schemaMapping is very interesting to understand. In fact, we employ the 
loweringSchemesMapping attribute when an element annotated in the WADL 
description matches more than one ontological concepts, and the URIs of the 
loweringSchemesMapping attribute point to files containing SPARQL7 queries and 
XSLT8 transformations. While we use liftingSchemesMapping when several 
elements annotated in the WADL description represent a single ontological concept, 
and URIs can point to files that contain XQuery9 queries or XSLT transformations. 

3.1 Annotation of methods  

SAWADL provides mechanisms to annotate methods in a WADL documents. To 
illustrate these mechanisms, we use a domain ontology of tourism TravelOnto 
(which we implemented in OWL) to annotate the BookFlight operation of Flight 
API. Although traditionally the inputs and outputs provide an intuitive semantics of 
an operation, a simple semantic annotation can be helpful. Thus we will annotate the 
BookFlight operation by associating through the modelReference attribute with a 
BookFlight concept in the TravelOnto ontology (Figure.1). 

3.2 Annotation of Inputs/Outputs parameters  

In SAWADL, the Input/Output parameters annotation is done in two different ways: 

Internal Annotation. This annotation consists in associating each parameter in-
put/output “<param…>”of a method to a concept in an ontology. This supposes that 
for each parameter input/output of a method there exist a corresponding concept in the 
ontology. For example, the input of the operation BookFlight is composed of name 
and age of the passenger, and the number and class of Flight. We suppose that for 
each attribute, there exists a concept that corresponds to it in the TravelOnto ontol-
ogy. In the case where there is no match, the semantics of the input/output parameters 
is not specified. Figure 2 show an example of internal annotation. 

7 http://www.w3.org/TR/rdf-sparql-query/ 
8 http://www.w3.org/TR/xslt 
9 http://www.w3.org/TR/xquery 
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                               Fig. 1. Annotation of methods with SAWADL 

1 <resources base=" http://localhost/ApiRest/Flight "> 
2 <method id="BookFlight" name="GET"> 

3 <request> 

4 <param name="la_name"  type="xsd:string" sawadl:modelReference=”TravelOnto#LastName"/> 

5 <param name="fi_name" type="xsd:string" sawadl:modelReference="TravelOnto#FirstName"/> 

6 <param name="Age"  type="xsd:int" sawadl:modelReference=”TravelOnto#Age"/> 

7 <param name="NFlight" type="xsd:string" sawadl:modelReference=” TravelOnto#Flight" /> 

8 <param name="Class" type="xsd:String" sawadl:modelReference=”TravelOnto#ClassType"/> 

9 </request>… 

Fig. 2. Internal Annotation  

External Annotation. In this case, the parameters are annotated globally via the 
tag ‘‘<request>’’, however, it must create a schémaMaping for specifying the trans-
formation rules between the input’s/output’s parameters and the domain ontology. 

As an illustration, we take the example of credit card defines in WADL and the 
OWL ontology TravelOnto (see Figure 3). In this ontology there is no individual 
correspondence for the two attributes last_name and first_name. However, the 
Owner concept of ontology is the merger of these two attributes. To establish the 
correspondence between the inputs of the credit card API and CreditCard con-
cept, it must first associate using sawadl:modleReference and then define a trans-
formation scheme using an XSL style sheet via the attribute 
sawadl:liftingSchemaMapping (see Figure 4). 

 
1 <resources base="http://localhost/ApiRest/Billet"> 

2 <method id="buyBilletOp " name="GET"> 

3 <request sawadl:modelReference=TravelOnto#CreditCard" 

4 sawadl:liftingSchemaMapping=http://localhost/Mapping.xsl/> 

6 <param name="La_name"  type="xsd:string"/>  

7 <param name="Fi_name" type="xsd:string/> 

8 <param name="Number"     type="xsd:int"/> 

9 <param name="Type"       type="xsd:string"/> 

10<param name="ExpirDate"  type="xsd:date"/> 

                                                    Fig. 3. External Annotation  

1 <resources base="http://localhost/ApiRest/Flight"> 

2 <method id="BookFlight" name="GET" 

3 sawadl:modelReference=TravelOnto#BookFlight"> 

4 <request> 

5 <param name="la_Name" type="xsd:string"/> 

6 <param name="fi_name" type="xsd:string"/> 

7 <param name="Age" type="xsd:int"/>……
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<xsl:transform version="2.0" 

   xmlns:Travel=http://localhost/ApiRest/Billet#  xmlns:TravelOnto="http://localhost/TavelOnto#> 

   <xsl:output method="xml" version="1.0" encoding="iso-8859-1" indent="yes"/> 

   <xsl:template match="/"> 

    <rdf:RDF> 

     <TravelOnto:CreditCard> 

      <hasOwner  rdf:resource="#Owner"> 

       <xsl:value-of select="concat(Travel:./param[@name='La_name'],Travel:./param[@name='fi_name'])"/> 

      </hasOwner> 

      <hasCardNumber rdf:datatype="xs:Int"><xsl:value-of select="Travel:./param[@name='Number']"> 

      </hasCardNumber> 

      <hasType rdf:datatype="xs:string"> <xsl:value-of select="Travel:./param[@name='Type']"> 

      </hasType> 

      <hasExpritionDate rdf:datatype="xs:Date"> <xsl:value-of select="Travel:./param[@name='ExpirDate']"> 

      </hasExpritiondate> 

    </TravelOnto:CreditCard> 

   </rdf:RDF> 

  </xsl:template> 

</xsl:transform> 

Fig.4. XSL style sheet via the attribute sawadl: lifting Schema Mapping  

4 Building semantic Mashup  

The construction of automatic Mashups necessarily requires a semantic layer on 
top of APIs (web services). As the dynamic composition of standard web services, the 
semantic Mashup allows a more rapid development and transparent composition to 
the user. But unlike to that of traditional web services, the Mashups are composed of 
APIs of different nature which makes their combination process more difficult. 

Figure 5 shows reference architecture for Semantic Mashup. This architecture con-
sists of five layers. The layers represent the main functional blocks for automatic 
generation of Mashup. The ontology is used to enrich the engineering process by a 
semantic layer that allows him an automatic selection and a combination of APIs 
included in the Mashup application.  
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Fig. 5.  Reference architecture of a Semantic Mashup . 

4.1 API Layer: 

    At this level several types of APIs are concerned. In particular APIs based on 
SOAP and RESTful which are the most widely used in engineering applications 
Mashups. 

4.2 Description Layer:  

     At this layer, WADL and WSDL languages are used respectively to describe 
SOAP and REST APIs. 

4.3 Annotation Layer:  

    In addition to the SAWADL language that we propose in this paper, several lan-
guages of  web services annotation are considered at this level. In particular, 
SAWSDL which is used to semanticize SOAP-based web services by annotating the 
input/output of WSDL file with ontological concepts. This layer will be used in the 
automatic construction of Mashups, by allowing discovery, selection and combination 
of unambiguous way of the various APIs. 

4.4 Matching Layer: 

    The heterogeneities between different annotation languages are resolved at this 
layer. In the following, we propose four rules to match SAWSDL and SAWADL 
annotation languages. 
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Rules1. A method described by the tag "<method>" of a resource or a sub-
resource "<resource>" of a SAWADL file corresponds to an operation described by 
the tag "<operation>" of a SAWSDL file. 

Rules2. An input described by the tag "<param>" for a set of inputs "<request>" 
of a SAWADL file corresponds to an entry described in the web service’s XML 
schema by the tag "<element> " of a "<complexType>" of an operation's Input 
described in SAWSDL file. 

Rules3. An output described by the tag "<response>" of a SAWADL file corre-
sponds to an output described in the web service’s XML schema by the tag "<ele-
ment>" of a "<complexType>" of an operation’s output described in SAWSDL file. 

Rules4. The "modelReference", "liftingSchemaMapping", 
"loweringSchemaMappin" attributes of a SAWADL file correspond to the 
"modelReference", "liftingSchemaMapping", "loweringSchemaMapping" 
attributes of a SAWSDL file. 
    Correspondences between APIs are established based on of semantic similarity [7] 
which allows calculating a distance between the ontological concepts of Input/Output. 
This distance will be compared with a predefined threshold in order to know if an API 
could be combined with another or not.  

  The matching score between a pair of matching services ࡿ and ࢚࢛ࡿ  is calculated 
using the following formula: 

,ࡿሺࢎࢉ࢚ࢇࡹ ሻ࢚࢛ࡿ ൌ  כ ࢎ כ ∑ ሺ െ ,ሺ࢚࢙ࢊ   ሻ
  ሻ /ሺ ࢚࢛ሻ    

Where   is the number of query attributes of the service ࡿ And ࢚࢛  is the 
number of annotated attributes present in service ࢎ ,࢚࢛ࡿ  is the number of annotated 
attributes of services ࢚࢛ࡿ  that have been matched out of  , and finally ࢚࢙ࢊሺ,   ሻ
is the ontological distance score between the jth term in service ࢚࢛ࡿ and a correspond-
ing query term. 

4.5      Mashup Layer  

  At this layer, an application mashup is really created based on the results obtained by 
matching layer. The Mashup layer integrates APIs that have a matching value greater 
than or equal to a threshold predefined by domain experts. The combination of APIs 
can be made using different technologies (e.g. Ajax, PHP, JSP, etc.). 

5 Conclusion and perspective  

   The Mashups are web applications developed by combining data, business process-
es, and/or user interfaces of web sources published and reused via APIs. Thus, 
Mashups aimed at reducing the cost and development time of web applications. How-
ever in order to address the shortcomings of existing languages and protocols estab-
lished by the IT community, we saw that the work related to engineering the Mashups 
applications are particularly oriented towards the semantic level.  
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The aim through the use of semantics is to enable machines to interpret the pro-
cessed data and seize their significance in an automatic way in order to automate the 
selection and combination of APIs used to build the Mashup application.  

Many languages and semantic annotations have been proposed for the semantic de-
scription of RESTful APIs. However, they did not give a great success and are not 
simple to implement. For example, SA-REST and SWEET approaches require an 
HTML web page that describes the API and that will be later transformed into a ma-
chine readable description to add semantic annotations. One thing that is not always 
true and that makes it more difficult especially if the REST API does not have a web 
page that describes it. In order to respond to these problems, that we conducted our 
research. Our work focuses on the semantics, and more particularly towards a pro-
posal for an annotation language for semantic REST Web services. Our language 
SAWADL is one of the approaches that add semantic annotations on top of the ser-
vice description. Unlike approaches that annotate on top of an HTML description, we 
use the WADL description which is used to describe syntactically REST web ser-
vices. Semantization APIs is not sufficient to design and implement an automatic 
Mashup.  Thus a process of matching is necessary to find correspondences between 
the different APIs, and to discover automatically the Mashable components followed 
the needs of users. 

Finally, several perspectives can be considered in order to contribute more to the 
agility and flexibility of the semantic Mashup building. We cite as an examples: 
• The Semantization of other Web APIs such as javascript or RSS / ATOM that rep-

resent Mashable components widely used in the development of Mashups. Howev-
er, the absence of a structured and modular description of these APIs makes this 
task a big challenge. 

• The use of ontological resource and service like OWL-S and WSMO. 
• The use of the semantic approach in the construction of process-oriented enterprise 

Mashups that allows a user to automate her tasks.  
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Abstract. This paper focuses on querying semi structured data such as RDF da-
ta, using a proposed query language for the non-expert user, in the context of a 
lack knowledge structure. This language is inspired from the semantic regular 
path queries. The problem appears when the user specifies concepts that are not 
in the structure, as approximation approaches, operations based on query modi-
fications and concepts hierarchies only are not able to find valuable solutions. 
Indeed, these approaches discard concepts that may have common meaning, 
therefore for a better approximation; the approach must better understand the 
user in order to obtain relevant answers. Starting from this, an approximation 
approach using a new query language, based on similarity meaning obtained 
from WordNet is proposed. A new similarity measure is then defined and calcu-
lated from the concepts synonyms in WordNet, the measure is then used in eve-
ry step of the approach for helping to find relations between graph nodes and 
user concepts. The new proposed similarity can be used for enhancing the pre-
vious approximate approaches. The approach starts by constructing a graph pat-
tern (ܲܩ) from the query and finalized by outputting a set of approximate graph 
patterns containing the results ranked in decreasing order of the approximation 
value level. 

Keywords. Graph matching, RDF, Naïve user, Graph pattern, Semantic Que-
ries, Regular Path Queries, Approximation, Similarity, Ranking and WordNet 

1 Introduction 

In recent years, the amount of information on the web grows increasingly and the 
classic information retrieval is not able to find the answer which satisfies the user 
queries, therefore, the semantic search may be a proposed solution for such situations. 
Most users have not much knowledge about the querying language in the semantic 
web, they are not aware of target knowledge base; so the user query does not match 
necessary the data structure. It is very hard and difficult to understand intend of naïve 
users. 

In this paper we propose an approach for answering a new query language in-
spired from the conjunctive regular path queries [1], the user query is transformed to a 
graph pattern. We use a new method to calculate the approximation level between the 
paths of the graph data and the query paths; approximation is enhanced using the 
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WordNet database so the method is based on a proposed meaning similarity between 
concepts from WordNet 

We consider the problem of querying the semi-structured data such RDF data 
which is modeled by a graph  ܩ  ൌ   ሺܸ, ܱ ሻ and an ontologyܧ ൌ ሺܸ,  ሻ. Where eachܧ
node in ܸ is labeled with a constant and each edge ݁ is labeled with a label drawn 
from a finite set of symbols ܵ, ܸ contains nodes representing entity classes or instanc-
es or data values (values of properties), the blank nodes are not considered, the edges 
between the class nodes and the instance nodes is labeled by ‘type’, ܧ represents the 
relations between the nodes in ܸ, ܸ ؿ ܧ and ܸ ؿ  .ܧ

Users specify their request by a proposed language inspired from the conjunctive 
regular path queries CRP which have the next format: 

                                ܳ   ሺܺ1…ܺ݊ሻݍ  …,ሺܻ1 ܴ1 ܼ1ሻ – , ሺܻ݊ ܴ݊ ܼ݊ሻ                                     (1) 

• Each Yi or Zi is a variable or a constant. The variable is specified by? , we make a 
simple modification to the constants for specifying the choices so the user is able to 
specify constants which are not necessarily appearing in G and he is able to use 
many constants by using the symbol ‘|‘so Yi or Zi is a variable or a constant or ex-
pression (in our approach).  

• Regular path expressions {R1,…,Rn}, which are defined by the grammar: 

                                           ܴ:  ൌ  å | ܽ | _ | ܮ | ሺܴ1. ܴ2ሻ | ሺܴ1|ܴ2ሻ | ܴ  (2)                                  ,כ

Where ε is the empty string, “a” is a label constant, “_” denotes any label and L is a 
label variable.  
• ܺ1…ܺ݊ are head variables and the result is returned in these variables. 

In this paper, for helping the naïve users, we propose a new simple query lan-
guage, we focus on the regular expression which has a simple format (using only the 
‘.’ and the ‘|’), the query ܳ1 is an example of the proposed language, We construct 
from the user query a graph patterns ܲܩ for finding a set of sub graphs in ܩ (approx-
imate graph patterns) whose nodes matches the nodes in ܲܩ and its paths have a level 
of approximation to the paths in ܲܩ. 

Example1. We assume that a user writes a query ܳ1 for finding the publications and 
the authors in ‘California’ university or ‘Harvard’ university in the ‘ESWC 
2012’conference: 
ሺ? ,ܾݑ ? ሻݎ݄ݐݑܽ  െ   ሺ? ,ܾݑ ,ݎ݁ݐ݅ݎݓ ?  ,ሻݎ݄ݐݑܽ

                           ሺ? ,ݎ݄ݐݑܽ .ݒ݅݊ݑ_ݏ݄݅ , ݊݅ݐ݈ܽܿ|݁݉ܽ݊  ,ሻ݀ݎܽݒݎܽܪ|ܽ݅݊ݎ݂݈݅ܽܥ
                                      ሺ? ,ܾݑ .݂݊ܿ ݊ܽ݉݁,  .2012ሻܥܹܵܧ
Figure 1 shows a ܲܩ constructed from ܳ1, the separate points between symbols rep-
resented by non-labeled nodes, the query paths 1 2 3 correspond to user paths 1 2 3 
of  ܳ1. The variable nodes are specified with ‘?’ to indicate that only these nodes are 
shown in the answer. In our work, the answers for the query is a set of approximated 
graph patterns ranked in order of decreasing the approximation level value, every one 
contains nodes that correspond to the user variables, the paths in every approximate 
graph pattern are an approximation of the paths in ܲܩ (every path in ܲܩ is corre-
sponding to a single conjuncts query [4]). We use the graph patterns as answers, for 
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order approximation level so the user can explore these results in order to acquire 
more knowledge. 

3 Using WordNet  

WordNet [5] is a lexical resource for the English language; it groups terms (name, 
verbs, adjectives etc.) in sets of synonyms called Synsets. Approaches based on char-
acters strings become insufficient when concepts are systematically close to each 
other and when their names are different (example: « car » and « automobile »), the 
interrogation of a linguistic resource such as WordNet may indicates that two con-
cepts are similar . For the calculation of the linguistic similarity, the function Syn(c) 
calculates the set of WordNet Synsets related to the concept c. 

3.1 Definition of a new WordNet Meaning Similarity  

In this section we define a new WordNet meaning similarity, this measure is used in 
the process of discovering the nodes mapping from the user query and graph data. 
Let ܵ_ܿ݉ ൌ ሺܿ1ሻ݊ݕܵ ת   ሺܿ2ሻ the set of common senses between ܿ1 and ܿ2 to be݊ݕܵ 
compared,  the cardinality of  ܵ_ܿ݉  is : ë ሺܵ_ܿ݉ሻ ൌ ሺܿ1ሻ݊ݕܵ| ת   ሺܿ2ሻ|  , we use݊ݕܵ 
the following measure: 

Let minሺ|Synሺc1ሻ|, | Synሺc2ሻ|ሻ be the minimum cardinality between the two sets 
Syn(c1) and Syn(c2) for the concept c1 and c2 respectively, thus our similarity meas-
ure is constructed from analyzing of the next metric [7]: 

                                        Sim1ሺc1, c2ሻ =  ሺS_ୡ୭୫ሻ 
୫୧୬ሺ|S୷୬ሺୡଵሻ|,| S୷୬ሺୡଶሻ|ሻ

                                         (3) 

This metric based on common senses of c1 and c2, it return 1.0 if c1 is synonym of c2 
but if the set of senses for c1 (or c2) are including in the set of senses of c2 (or c1) so 
this metric return again 1.0, for example the concept “machine” has 8 senses and 
“motorcar” have 1 sense (included in the 8 sense of “machine”), utilizing this metric: 
ܵ݅݉1ሺ݄݉ܽܿ݅݊݁,݉ݎܽܿݐሻ ൌ ଵ

ሺ଼,ଵሻ
ൌ ଵ

ଵ
ൌ 1 , so “machine” is the synonym of  “motor-

car” but this is wrong because “machine” is the generalization of “motorcar”, so from 
this idea we propose the next new measure which is based on the different senses 
between two concepts: 
Let ܵ_݂݀݅ ൌ ሺ൫ܵ݊ݕሺܿ1ሻ  ሺܿ1ሻ݊ݕሺܿ2ሻ൯ – ሺܵ݊ݕܵ ת   ሺܿ2ሻሻ: the set of different senses݊ݕܵ 
between c1 and c2, so  ܵ_݂݅ܦ ൌ ݊݅݊ݑ െ ሺSynሺc1ሻ|= |݂݅݀_ܵ| .݊݅ݐܿ݁ݏݎ݁ݐ݊݅    Synሺc2ሻ ሻ | െ

หሺSynሺc1ሻ ת  Synሺc2ሻ ሻ ห, the set of union is defined as:  ܷ  ൌ ሺܿ1ሻ݊ݕܵ  -ሺܿ2ሻ, our met݊ݕܵ
ric is: 

                          ܵ݅݉2ሺܿ1, ܿ2ሻ ൌ 1 െ | ௗ௧ ௦௦௦|
|௨|

ൌ 1 െ |௨ |–|௧௦௧|
| ௨|

                  (4) 

                                  ܵ݅݉2ሺܿ1, ܿ2ሻ ൌ 1 െ | ௌ_ௗ|
||

ൌ 1 െ | |–|ௌ_|
| |

                                          (5) 

If ܵ݊ݕሺܿ1ሻ ൌ ,ሺܿ2ሻ (no different senses c1 is synonym of c2)  then ܵ݅݉2ሺܿ1݊ݕܵ ܿ2ሻ ൌ
1 െ 0 ൌ 1.  ܵ݅݉2ሺ݄݉ܽܿ݅݊݁, ሻݎܽܿݎݐ݉ ൌ 1 െ

 7  

 8
ൌ 1 െ 0.87 ൌ 0.13 (7 common senses). 
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In this paper we use the next measure which takes advantage of Sim1 (common sens-
es) and Sim2 (deferent senses): 

,ሺܿ1ݏ݁ݏ݊݁ݏ_݉݅ܵ                              ܿ2ሻ ൌ ù1 כ Sim1   ù2 כ Sim2                                  (6) 
where, ù1 and  ù2 are the widths associated to Sim1 and Sim2 respectively, ù1 ൌ
0.5, ù2 ൌ 0.5 by default i.e. same importance, we adjust  ù1 and ù2 according the 
preference of the user. 
Example 2.Table 1 shows values of similarity for some pair of concepts. We cannot 
find a significant similarity between these concepts if we use a metric based on syntax 
only, the ݊݅݁ݐ݄ݏ݊݁ݒ݁ܮ similarity indicates that “house” and “mouse” are similar but 
this is wrong, this highlights the importance of the proposed measure as it is used to 
find relationships between terms of the semantic regular path queries and the nodes of 
the graph data. 
 

 

Table 1. Some similarity values calculated using ܵ݅݉_݁ݏ݊݁ݏ and ݊݅݁ݐ݄ݏ݊݁ݒ݁ܮ 

4 Approximating the naïve user queries 

We start by defining the problem that is: how to satisfy the user in case if he specifies 
concepts that do not exist in the graph data? This is a big difficulty, as the approxima-
tion is the solutions for finding results and approximating the user query. However, it 
must take into account the concept meaning, this is the goal of the new proposed query 
language and the meaning similarity. This helps to better understand the user and helps 
the discovery a set of concepts in the structure which are relevant to user concepts in 
order to begin the process of exploration and finding the responses for the variables. 
The proposed approach may be divided in three steps:  
1- Discovering nodes which correspond to discovering user concepts in ܲܩ.  
2- Finding for every query path its approximate paths in the graph data. 
3- Generation of the results which are a set of approximate graph patterns with its 

approximation level value, these graph patterns contain the nodes results corre-
sponding to the projection of the user variables.   

The procedure is based on the following objectives: 
 Giving to ability to the naïve user to take advantage from the power of semantic 

search, in this case we let him specify his needs by writing simple regular paths.  
 Understanding the naïve user query by finding relationships between the user paths 

and the knowledge base (RDF graph). Most user concepts do not appear in the 
structure, for this reason, we propose a new query language and a meaning similari-
ty leading to a better understanding of the user needs on one hand and discovering 
the correspondences between the query concepts and the graph nodes on the other 
hand. The user, however, still plays an important role in the query answer para-
digm. 

 The outputted answer must be understandable for the user and it should be simple. 

Concept1 Concept2 ࡿ ࡿ ࢋ࢚ࢎ࢙ࢋ࢜ࢋࡸ ࢋ࢙ࢋ࢙_ࡿ 
Car  Automobile 0.5 0.16 0.33 0.0 
Location  Placement  0.33 0.16 0.245 0.22 
House mouse 0.0 0.0 0.0 0.86 
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We make clear the procedures have been omitted, in the rest of the paper, because of 
pages limitation; we cannot describe the approach in detail so only the main steps are 
mentioned.    

4.1 Mapping from Nodes in GP to Nodes in G 

The mapping process is necessary to find the correspondences of the nodes in GP 
(variables and constants in the conjuncts query); these nodes are used for finding the 
set of the approximate paths in ࡳ. Because the user have lack knowledge of the graph 
data structure so he is able to use concepts not necessarily appearing in the graph and 
the process of mapping is important for discovering the nodes matches these concepts 
using WordNet. In order to enhance the matching we use a similarity metrics based on 
syntax (characters strings) (like: Levenshtein, NGram, JaroWinkler) and our meaning 
similarity (using the WordNet ontology) for discovering the senses (the meaning) 
commons between the concepts. 
Definition 1. Two concepts  ܿ1  א 2ܿ ,ܲܩ א ,ሺܿ1ݏ݁ݏ݊݁ݏ_݉݅ܵ  are similar ifܩ ܿ2ሻ 
ܶ (WordNet similarity), ܶ is predefined threshold, if ܵ݅݉_ݏ݁ݏ݊݁ݏሺܿ1, ܿ2ሻ ൌ 0 then we 
test  ݐ݊ݕݏ_݉݅ݏሺܿ1, ܿ2ሻ  ܶ, the values of ܵ݅݉_ݏ݁ݏ݊݁ݏ,  and ܶ is defined in ݐ݊ݕݏ_݉݅ܵ
[0,1]. 
   .use the labels of nodes and edges (any syntax similarity) ݐ݊ݕݏ_݉݅ܵ and ݏ݁ݏ݊݁ݏ_݉݅ܵ
In the rest of the paper we use ݉݅ݏሺܿ1, ܿ2) for the value returned 
by  ܵ݅݉_ݏ݁ݏ݊݁ݏ or ܵ݅݉_ݐ݊ݕݏ. 

For finding the sets of node mapping the procedure ݃݁ܽ݉_݀݊_ݐ returns for every 
node ݊

 א ݅)ܲܩ א ሼ1,2ሽ i.e. the first or the last node in the query path  ܳ ܲ), the set 
ܽܯ݀ܰ

contains the nodes in ܩ  which are similar to ݊
 using its label by the similari-

ty based senses (or based syntax), in addition this procedure use a strategy for discov-
ering another nodes in ܩ from the first and last edge in the query path  ܳ ܲ . 

4.2 Computing the Approximate Paths 

In this section we introduce the notion of approximation level between two paths and 
describe the method for calculating its valuesܽݒ݈݁_ݔ, this section is for the computa-
tion of the approximate paths from ܩ, the finale answers (approximate graph patterns) 
are calculated in the next sub section. This calculation is started after the generation of 
the set of nodes mapping ܰ݀ܽܯ

 for every node ݊
   א   ܳ ܲ .The procedure 

ܳ take as input a query path  ݏ݄ݐܽ_ݔܽ_ݐ݁݃ ܲ and outputting the set of tuples answer 
 ,every tuple  ሺݏ݊ܽ_ݑݐ ଵܸ, ଶܸ, ,  ሻ containing two node : ଵܸ is first node in theݒ݈݁_ݔܽ
approximate path , ଶܸ is the last node and ܽݒ݈݁_ is the value of the approximate 
level between ܳ ܲ and  , the sets of tuples answer are used for constructing the ap-
proximate graph patterns for ܲܩ. 
We consider the next points in the calculation process of ࢜ࢋ_࢞ࢇ : 
• The number of edges in    similar to the edges in  ܳ ܲ  (similarity ≠ 1), each simi-

lar edge in  is a non-direct substitution for its corresponding edge in  ܳ ܲ  so we 
added the value of substitution to ܽݒ݈݁_ݔ  . 
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• The number of additional edges in  (݀ܽ_ݐݏܿ) , not appearing in  ܳ ܲ , each addi-
tional edge in    is an insertion. 

• We also take into account the two values: similarity value between the first node 
in   and the first in ܳ ܲ, similarity value between the last node in  and the last 
in ܳ ܲ. 

• The order of edges in the query path ܳ ܲ for respecting the preference of the user. 
Our approach considers common and similar edges, therefore common edges are 

not associated to a value of ‘0’ but ‘1’, as well as the similarity values for similar 
edges. Before starting the process of finding the approximate local answer, the proce-
dure ݃݁ݏ݄ݐܽ_ݔܽ_ݐ generates the set of all paths ݏ݄ݐܲݔܣ  from the two sets of nodes 
mapping ܰ݀ܽܯଵ

 and ܰ݀2ܽܯ
݆ . 

Definition 2. Let  a path in   ܩ, ܳܲ a query path in    , ܲܩ is an approximate path for 
ܳܲ  if  the value of the approximation level between  and ܳܲ is higher than  ܶ_ܽݔ ( 
predefined threshold of approximation), ܶ_ܽݔ א ሾ0,1ሿ. 
The procedure ݄݃݁ݐܽ_ݔܽ_ݐ  use the similarity obtained between two nodes ݒଵ 
and ݒଶ,ݒଵ߳ ܳ ܲ,  ݄ݐܽ ߳ 2ݒ .If  ݒଵ is labeled with more than one term by the symbol ’|‘   
so all terms are compared to the label of ݒଶand only one value of similarity is returned 
i.e. the ܺܣܯvalue.   
Example 3. Figure 2 shows the computation of the approximation level ܽݒ݈݁_ݔ for the 
paths ܲ  א ’ܲ and ܩ א ܳ for the query path ܩ ଷܲ. For ܳ ଷܲ   א  the first node  ݊ଵଷ  is :  ܲܩ
labeled with the variable ‘?pub’ and has the set of nodes mapping ܰ݀ܽܯଵଷ = {publi-
cation, pub1, pub2}, the last node is labeled with constant ‘ESWC2012’ and has the 
set of nodes mapping ܰ݀ܽܯଶଷ = {ESWC2012, ISWC2012}.The similar edges by 
discontinued line, additional edges by double line, first and last nodes by the dark 
circle; the values of similarity  between edges and nodes are in italic, ). The common 
edges are represented by single continued line. In the path  ܲ, number of similar or 
common edges is 2 (with two values of similarity: 0.95, 1), 1 ൌ ?ሺ݉݅ݏ ,ܾݑ 2ሻܾݑ ൌ
0.90, 2݉݅ݏ ൌ ,2012ܥܹܵܧሺ݉݅ݏ 2012ሻܥܹܵܧ ൌ 1, the approximate level associated with 
ܲ is: 

ݒ݈݁_ݔܽ                            ൌ ൬
∑௩ೞೌೝ

 ௩ೞೌೝ
 ቀ1 െ ௦௧ೌ

.௧
ቁ  1݉݅ݏ  2൰݉݅ݏ 4ൗ                    (7) 

ݒ݈݁_ݔܽ                            ൌ ቀ .ଽହାଵ
ଶ

 ቀ1 െ 
ଶ
ቁ  0.90  1 ቁ 4⁄ ൌ 0,97                                 (8) 

The tuple answer corresponding to ܲ is: ሺ2ܾݑ, ,2012ܥܹܵܧ ܲ, 0,97ሻ. 
In the path ܲԢ there is one additional edge the (the edge type) so ܿݐݏ_ܽ݀ ൌ 1 and, 
number of similar or common edges is 2 (with two values of similarity: 0.95, 1), 
1݉݅ݏ ൌ ?ሺ݉݅ݏ ,ܾݑ ሻ݊݅ݐ݈ܾܽܿ݅ݑ ൌ 2݉݅ݏ   ,0.70 ൌ ,2012ܥܹܵܧሺ݉݅ݏ 2012ሻܥܹܵܫ ൌ 0.20, 
so the approximate level associated with  ܲԢ is : 

ݒ݈݁_ݔܽ                            ൌ ቀ .ଽହାଵ
ଶ

 ቀ1 െ ଵ
ଷ
ቁ  0.70  0.20  ቁ 4⁄ ൌ 0,64                           (9) 

The tuple answer corresponding to ܲ is: ൫݊݅ݐ݈ܾܽܿ݅ݑܾݑ, ,2012ܥܹܵܫ ܲԢ, 0,64൯. 
 for ܲᇱso the path ܲ have a good approximation ݒ݈݁_ݔܽ  for ܲ is greater than ݒ݈݁_ݔܽ
than  ܲԢ. 
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‐ (?Book, year of publication, 2000) 
‐ (?Book, book  isbn, ?isbn) 
‐ (?Book, has publisher, ?publisher) 
User intend: Find Books published in 2000, 
associated with its isbn and the publisher.  

5  6  5  0.83  1.0 

Table 2. Some user queries used for the evaluation  

6 Conclusion and Future Works 

In this paper a novel approach for query approximation based on meaning similarity 
from WordNet is proposed, using a proposed query language inspired from the con-
juncts queries. Using this technique, the naive users are able to write simple queries 
that not necessarily match the data structure. Our approach can be used as an exten-
sion to other approaches for a better understanding of the user query and obtaining 
results that satisfies the user’s needs. It has been shown that the answers are a set of 
graph patterns ranked following the approximation level decreasing order. The work, 
is not considering only RDF graph but it can be seen as a general approach which 
may be applied to any semi-structured data that is modeled as graph, Future work will 
consist in applying the proposed approach to specific domains such as geographic, 
medical, biologic and bibliography, using query interface and building new indexes 
for scaling a huge number of triples. 
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Abstract. Web services are the latest attempt to revolutionize large scale 
distributed computing. They are based on standards which operate at the 
syntactic level and lack semantic representation capabilities. Semantics provide 
better qualitative and scalable solutions to the areas of service interoperation, 
service discovery, service composition, and process orchestration. SAWSDL 
defines a mechanism to associate semantic annotations with Web services that 
are described using Web Service Description Language (WSDL). In this paper 
we propose an approach for semi-automatically annotating WSDL Web 
services descriptions. This allows SAWSDL Semantic Web Service 
Engineering. The annotation approach consists of two main processes: 
Categorization and Matching. Categorization process consists in classifying 
WSDL service description to its corresponding domain. Matching process 
consists in mapping WSDL entities to pre-existing domain ontology. Both 
categorization and matching rely on ontology matching techniques. A tool has 
been developed and some experiments have been carried out to evaluate the 
proposed approach. 

Keywords. Annotation; Engineering; Web Service; Semantic Web Services; 
Ontology; SAWSDL; Ontology Matching Techniques; Similarity Measures. 

1   Introduction 

Web services are the latest attempt to revolutionize large scale distributed computing. 
They provide the means to modularize software in a way that functionality can be 
described, discovered and deployed in a platform independent manner over a network 
(e.g., intranets, extranets and the Internet). The representation of Web services by 
current industrial practice is predominantly syntactic in nature lacking the 
fundamental semantic underpinnings required to fulfil the goals of the emerging 
Semantic Web Services. SAWSDL defines a mechanism to associate semantic 
annotations with Web services that are described using Web Service Description 
Language (WSDL) [20]. The annotation process consists in relating and tagging the 
WSDL descriptions with the concepts of ontologies.  

In this paper we propose an approach for semi-automatically engineering 
SAWSDL Semantic Web service from an existing Web Service and domain ontology. 
The proposed approach relies on an annotation process which consists in two phases: 
(1) Categorization phase, which allows classifying WSDL documents into their 
corresponding domain (2) Matching phase, which allows associating each entity from 
WSDL documents with their corresponding entity in the domain ontology. The 
annotation process relies on ontology matching techniques which in turn use some 
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similarity measures. An empirical study of our approach is presented to help evaluate 
its performance. 

The remainder of paper is organized as follow: In section 2, we discuss some other 
efforts that describe adding semantics to Web services. In section 3, we present the 
proposed approach and its underlying concepts and techniques. An empirical study of 
our approach is presented in section 4 to help evaluate its performance. Finally, 
section 5 draws some conclusions. 

2   Related Works 

Several proposals have already been suggested for adding semantics to Web services, 
such as [18], [5], [6] and [4]. Other approaches concentrate on the Web service 
annotation: In a preliminary work Bouchiha and al., propose to annotate Web service 
with ontology using ontology matching techniques [21]. However, they focus on 
WSDL-S [1] instead of SAWSDL [20]. 

Table 1. Summary of Web service annotation approaches. 

Approach Considered elements Annotation 
resource Techniques Tool 

[22] Operation parameters Workflow Parameter 
compatibility rules 

Annotation 
Editor 

[21] Complex types and 
operations names 

Domain 
ontology Ontology matching SAWSDL 

Builder 

[8] Operations, message 
parts and Data. 

Domain 
ontology 

Text classification 
techniques ASSAM 

[14] Data (Inputs and 
Outputs of services) 

Domain 
ontology 

Schema matching 
techniques MWSAF tool 

[24] Natural-language 
query 

Domain 
Ontology 

Text mining 
techniques 

Visual 
OntoBridge 

(VOB) 

[25] Data (Inputs and 
Outputs of services) 

Meta-data 
(WSDL) 

Machine learning 
techniques 

Semantic 
labelling tool 

[23] Annotation & Query Workflow Propagation method Prolog 
Implementation 

[26] Datalog definitions Source 
definitions 

Inductive logic 
search EIDOS 

 
Table 1 summarizes the characteristics of the Web service annotation approaches 

as follow: (1) The "Approach" column corresponds to the approach in question; (2) 
The "Considered elements" column describes the considered elements in the 
annotation process; (3) The "Annotation resource" column indicates the model from 
which semantic annotations are extracted; (4) The "Techniques" column presents the 
used techniques for the annotation; (5) The "Tool" column indicates the tool 
supporting the approach. 
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3   Annotation approach 

As shown in Fig 1, the annotation approach consists of two main processes: 
Categorization and Matching. Both categorization and matching rely on ontology 
matching techniques. The goal of ontology matching is to find the relations between 
entities expressed in different ontologies. Very often, these relations are equivalence 
relations that are discovered through the measure of the similarity between the entities 
of ontologies.  

 

Fig. 1.  The annotation approach. 

To be accomplished, the ontology matching process uses similarity measures 
between entities. A similarity measure aims to quantify how much two entities are 
alike. Formally, it is defined as follow: 

Definition 1 (Similarity): Given a set O of entities, a similarity σ : O × O → R is a 
function from a pair of entities to a real number expressing the similarity between two 
objects such that: 

 0y)(x,,, ≥∈∀ σOyx  (positiveness) 

z)(y,x)(x,,,, σσ ≥∈∀∈∀ OzyOx   (maximality) 

x)(y,y)(x,,, σσ =∈∀ Oyx   (symmetry) 
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In our approach, we use WordNet based similarity measures [16]. WordNet is an 
online lexical database designed for use under program control [13]. So, these 
measures are computed, and then normalized. Normalisation consists generally in 
inversing the measure value to obtain a new value between 0 and 1. The value 1 
indicates that there is a full semantic equivalence between the two entities. 

Similarity measures relying on WordNet can be classified into three categories: (1) 
Similarity measures based on path lengths between concepts: lch [11], wup [19], and 
path; (2) Similarity measures based on information content: res [17], lin [12], and jcn 
[7]; and (3) Relatedness measures based on relations type between concepts: hso [9], 
lesk [3], and vector [15].  

When a set of ontologies are available, similarities between two sets have to be 
computed by comparing the set of entities of the WSDL file and the set of entities of 
each ontology. On the basis of such measures, systems will decide between which 
ontologies to run a matching algorithm. The chosen domain ontology determines the 
WSDL file category. This process is called the categorization process. 

Our approach considers an ontology as a set of entities (concepts), and a WSDL 
file also as a set of entities (XSD data types, interface, operations, messages). Several 
strategies can be adopted for computing similarities between two sets. Next we define 
Single linkage, Full linkage and Average linkage strategies: 

Definition 2 (Single linkage): Given a similarity function σ : O × O → R, the single 
linkage measure between two sets is a similarity function Δ : 2O ×2O → R such that: 

)2,1(max),(,, *)2,1( eeyxOyx yxee σ∈=Δ⊆∀  

Definition 3 (Full linkage): Given a similarity function σ : O × O → R, the complete 
linkage measure between two sets is a similarity function Δ : 2O ×2O → R such that: 

)2,1(min),(,, *)2,1( eeyxOyx yxee σ∈=Δ⊆∀  

Definition 4 (Average linkage): Given a similarity function σ : O × O → R, the 
average linkage measure between two sets is a similarity function Δ : 2O ×2O → R 
such that: 

|y|*||
)2,1(

),(,, *)2,1(

x
ee

yxOyx yxee σ∈∑
=Δ⊆∀  

Next we detail the two processes involved in our approach. 

Categorization process. The categorization process aims to classify WSDL service 
description to its corresponding domain. For this end, the service description is 
broken down into its fundamental WSDL elements (XSD data types, interface, 
operations and messages). A list of concepts is also extracted from each ontology. 
Similarities between two sets based on similarity measure between two entities will 
be computed to identify which ontology concepts will be kept for the next process. 
The selected ontology indicates the WSDL domain or category. 

We have developed an algorithm (see Listing 1) that implements the categorization 
process. The algorithm computes the similarity between a WSDL document and a set 
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of domain ontologies. A WSDL document belongs to the category of the domain 
ontology for which it gives the best similarity (the nearest ontology). 

Listing 1.  The Categorization algorithm. 

Algorithm Categorization 
 Input 
  WSDL document 
  A set of domain ontologies 
  A similarity measure SM between two entities 
  A Similarity SD between two sets 
  Threshold 
 Output 
  An assigned WSDL document to a particular category 
 Begin_algo 
  Filling a vector VE with the WSDL document elements 
  For each domain ontology Do 
   Filling a vector VC with the domain ontology concepts 
   For each element E of the vector VE Do 
    For each element C of the vector VC Do 
    // Next, Vector_Sim is used to store the  
    //Similarity between the two vectors VE and VC 
     Switch SD of 
       Single linkage : If (SM(E,C) > Vector_Sim)  
                        then Vector_Sim • SM(E,C) End_if 
       Full linkage : If (SM(E,C) < Vector_Sim) then  
                      Vector_Sim • SM(E,C) 
                      End_if 
       Average linkage : Vector_Sim • Vector_Sim + SM(E,C) 
     End_switch 
    End_for  
   End_for  
   If SD is Average linkage  
       then Vector_Sim • Vector_Sim / (|VC| * |VE|) 
   End_if 
  // Next, Final_Sim is used to store Similarity  
  //between VE and the nearest ontology 
  If (Final_Sim < Vector_Sim )  
      then Final_Sim • Vector_Sim 
  End_if 
  End_For 
  If (Final_Sim > Threshold )  
     then the WSDL document is assigned to the corresponding  
     ontology to the Final_Sim 
  End_if 
End_Algo  

Matching process. The matching process aims to map WSDL elements to ontology 
concepts. Similarities between a WSDL element and the concepts of the selected 
ontology will be computed to identify which concept will be attached to the initial 
WSDL element. This operation is repeated for all WSDL elements. 

We have developed an algorithm (see Listing 2) that implements the matching 
process. The algorithm computes the semantic similarities between WSDL document 
elements and domain ontology concepts. Each WSDL document element will be 
annotated by the nearest domain ontology concept. 
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Listing 2.  The Matching algorithm. 

Algorithm Matching 
 Input 
  WSDL document 
  A domain ontology 
  A similarity measure SM between two entities 
  Threshold 
 Output 
  An annotated WSDL document with a domain ontology concepts 
 Begin_algo 
  Filling a vector VE with the WSDL document elements 
  Filling a vector VC with the domain ontology concepts 
  For each element E of the vector VE Do 
   For each element C of the vector VC Do 
   //Next, Entity_Sim is used to store Similarity  
   //between a WSDL element and the nearest  
   //ontology concept 
    If (SM(E,C) > Entity_Sim) then Entity_Sim • SM(E,C)  
End_if 
   End_for  
   If (Entity_Sim > Threshold )  
      then assign the element E to the corresponding concept  
      of the domain ontology                                     
   End_if 
  End_for  
End_Algo  

As result of the two algorithms, an annotated WSDL document will be generated. 

4   Results and empirical testing 

The algorithms presented above are generic and can be adapted to most domain model 
languages. The domain model language we have used is the OWL, but we believe that 
our results could be applied to any similar language. To evaluate and validate our 
approach a tool, called SAWSDL generator1, has been developed. SAWSDL 
generator can be used to do semi-automatic annotations. It takes in a WSDL 
document which has to be annotated with a set of ontologies. It selects the best 
ontology for annotating the WSDL document and suggests most appropriate 
mappings for the XSD data types, interface, operations and messages in the WSDL 
file. The classification and matching are performed using ontology matching 
techniques. The tool produces annotated WSDL 2.0 file using extensibility elements 
and according to the SAWSDL recommendation [20].  

To test our categorization algorithm we first obtained a corpus2 of 424 Web 
services [8]. Although our initial intention was to test our algorithm on the whole 
corpus, we have limited our testing to one domain, due to lack of relevant domain 
specific ontologies. We are in the process of creating new domain ontologies and plan 
to extend our testing for remaining Web services in the future. 

                                                 
1 http://www-inf.univ-sba.dz/wsdls/ 
2 http://www.andreas-hess.info/projects/annotator/ws2003.html 
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The domain we have selected for testing is Business domain3. Although the 
ontology used is not comprehensive enough to cover all the concepts in this domain, 
they are sufficient enough to serve the purpose of categorization. We have taken a set 
of 31 services out of which 13 are from business domain, 13 from weather domain 
and 5 from the games domain.  

As similarity measure, the path method has been used. It is defined as follow: For 
two entities e1 and e2, the similarity measure SIM can be given using the WordNet 
synsets (i.e. term for a sense or a meaning by a group of synonyms) based on the 
formula: SIM(e1, e2)=1/length(e1, e2), where length is the length of the shortest path 
between two entities e1 and e2 using node counting. 
As in information retrieval [2], we use two metrics, Precision and Recall4, to evaluate 
the results of our algorithm of categorization. 
 Recall (R): proportion of the correctly assigned WSDL documents of all the 

WSDL documents that should be assigned.  
 Precision (P): proportion of the correctly assigned WSDL documents of all the 

WSDL documents that have been assigned.  
Usually, Precision and Recall scores are not discussed in isolation. Instead, they 

are combined into a single measure, such as the F-measure [10], which is defined as 
follow: F_measure = (2 * recall * precision)/(recall + precision). 

The services are categorized based on the categorization threshold, which decides 
if the service belongs to a domain. If the best average service match calculated for a 
particular Web service is above the threshold then the service belongs to the 
corresponding domain.  

Graph 1 depicts the corresponding curves to the precision, recall and f-measure 
statistics obtained by applying our categorization algorithm on this set of 31 Web 
services for different threshold values according to the average linkage strategy.  
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Graph 1.  Precision, recall and f-measure curves for the categorization algorithm. 

It is very important to choose the threshold value correctly. We can see from Graph 
1 that for threshold = 0.02, which corresponds to the topmost value of the f-measure 

                                                 
3 http://www.getopt.org/ecimf/contrib/onto/REA/index.html 
4 http://en.wikipedia.org/wiki/Precision_and_recall 
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curve, gives the best categorization. However, even with the best threshold, some 
problems can appear. For example, The Web service "BasicOptionPricing" has not 
been rightly classified into the business domain, because it includes operations which 
have not meaningful names. Also, the two Web services "Weather Forecast By Zip 
Code" and "World Weather Forecast by ICAO" have been wrongly classified into 
business domain, although they belong to the weather domain. The reason behind this 
is that the two services include "Forecast" operations which can be shared between 
both business and weather domain. 

To verify the fitness of the obtained result, a reference annotated WSDL document 
is considered as a valid. The chosen WSDL document was "TrackingAll". Now, to 
evaluate the quality of the matching algorithm, we compare the match result returned 
by our automatic matching process with manually determined match result in the 
reference WSDL annotated document. We determine the true positives, i.e. correctly 
identified matches. 

Graph 2 depicts the corresponding curves to the precision, recall and f-measure 
statistics obtained by applying our matching algorithm on the chosen Web service for 
different threshold values according to the path measure similarity.  
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Graph 2.  Precision, recall and f-measure curves for the matching algorithm. 

Graph 2 shows that best results of the matching algorithm are obtained with 
threshold = 0,15. However, even with this threshold, a system user intervention is 
suggested for withdrawing some matching, or validating the result as it is generated. 
For example the WSDL elements "update_Company", "update_Customer", 
"update_Status" and "update_Tracking" have been matched wrongly to the concept 
"Agreement".  The reason behind this is that the WSDL element names include the 
term "update" which has been treated by the system as name and not as a verb. As a 
name "update" means "news that updates your information". With a small threshold 
(<0,15), the user intervention is always necessary for keeping only right matching. 
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5   Conclusion 

In order to harvest all the benefits of Web services technology, an approach has been 
proposed for annotating WSDL syntactic descriptions of Web services by ontological 
models. The benefits of such approach are twofold: Firstly, the approach provides a 
way to map WSDL descriptions to domain ontologies. Secondly, the approach 
enables the migration of syntactically defined Web services toward Semantic Web 
Services.  

The proposed annotation approach consists of two main processes: Categorization 
and Matching. At the first process, WSDL service description is classified to its 
corresponding domain. At the second process the WSDL entities are mapped to pre-
existing domain ontology. Both categorization and matching use WordNet based 
similarity measures. 

A tool has been developed to implement the proposed approach. Some validation 
experiments have been carried out and they showed the usefulness of the proposed 
approach and highlighted possible areas for improvement of its effectiveness.  

The developed approach provides very satisfactory and encouraging results and 
supports the potential role that this approach can play in providing a suitable starting 
point for SAWSDL semantic Web services development. 
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Abstract. Since the first implementations of its principles, the Semantic Web 
presented a field of free work to ensure its integration and adaptation to the various 
domains of research. The application of Semantic Web technologies into the process 
of search in a collection of SMIL documents appears a promising initiative seen the 
evolution of this language through its various versions. In this paper we propose a 
semantic search tool in a collection of SMIL documents; this tool adopts a procedure 
composed of three modules: description, interrogation and representation of the 
results. We employ for the first module metadata commonly used to annotate 
information semantically, and for the second we solicit languages of Semantic Web 
such as RDF, OWL and SPARQL and seen the importance of collaboration of 
ontologies in the semantic description of multimedia resources, we also present the 
technique of concepts connection allowing to extend  an initial ontology. 

Key words: Semantic Web, SMIL document, ontology, metadata, SPARQL, RDF. 

 
1 Introduction 

  
Faced with a variety of types of multimedia resources universally existing in the web, 
the importance of a SMIL document is that it provides a new vision more structured, 
organized and controlled of diversified multimedia contents. A SMIL document could 
enhance a classic multimedia presentation by integrating tags and attributes that 
provide a recommended overlap of resources in order to facilitate the understanding of 
a specific idea. Seen the valued prospect of this multimedia language and the spread of 
Semantic Web technologies come the need to generate a semantic tool to search 
multimedia contents in a collection of SMIL documents. By the contribution of 
its theoretical principles and standardized technologies, the Semantic Web offers a new 
vision for the search operation considering the meaning of things more than 



 

Proceedings ICWIT 2012  71 

its syntactic shapes. The reminder of this paper is as follows; in the three first sections 
we present the SMIL language and the Semantic Web framework. Section 5 describes 
the related works and section 6 presents our contribution in this topic followed by the 
technical view of the developed tool and its functionalities in section 7. Finally, section 
8 underlines some conclusions and future research lines. 
 
2 The SMIL multimedia presentation  

 
Primarily, multimedia is everything dealing with the combination of two or more of 
the following media: image, sound, text and video. The presentation of multimedia 
contents is based on three fundamental axes: 

 
- Time axis which defines the temporal ordering and synchronization of different 

objects by a script or scenario time predefined. 
- Spatial axis which defines the spatial distribution of different media (with the 

exception of audio component). 
- Logical axis considering hierarchical decomposition of a multimedia document into 

parts and subparts, with one or more media for each part. 
 
SMIL (Synchronized Multimedia Integration Language) is a W3C specification 

which allows creating structured multimedia presentations. Another axis is considered 
in SMIL document: hypermedia axis; but this depend on the fact that such document 
offer or not a way to interact. This axis offers to the user the possibility to control the 
temporal, spatial and logical dimension making a personalized execution of a document 
according to the user preferences. The scope covered by the SMIL language is 
above websites and offers a range of possibilities such as: 

- Collecting in a single presentation contents may come from different servers. 
- Creating multimedia documents with very small size unlike the conventional 

multimedia presentations thanks to its simple textual structure. 
- Insert controls events (play, stop, go to ...) to create customized presentations based 

on user interaction which allows many ways to present the same document. 

A SMIL document is structured in two main parts: head and body; figure1 shows 
more details about these parts: 
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<smil>  
<head> 

Declarative 
part 

</head> 

This section contains the definition of regions (layout, root-layout, region ...) that 
will contain various multimedia objects and their characteristics (width, height, z-
index (overlapping areas)) 

  
<body> 

Executive 
part 

</body> 

This section contains the definition of order and the time scale to be applied 
to objects (tag “par”, and attributes “seq”, “dur” and “begin”). In addition to 
identifying the spatial arrangement of available media, this section allows too the 
organization of the transition effects and movements 

</smil>  
Fig.1. Structure of a SMIL document 

 
3 Semantic Web 

Accessible resources (images, text, audio, video ...) are at an earlier stage, formed by a 
set of documents, formatted in specific languages. These languages allow expressing 
the links between an object in the source document and another in a destination 
document. The Semantic Web is operated by software agents (browsers and search 
engines) browsing the links encountered. Metadata is the semantic descriptions of 
linked web contents; it’s the global concept of Semantic Web which aims to yield 
semantic annotations to items accessible on the web even it is not a resource (i.e. 
image, text …); it can be persons or associations… The overall vision of Semantic Web 
could be summarized in three fundamental points: 

- Identifying resources universally (URI: Uniform Resource Identifier): We use URIs 
to identify pieces of information across the Web. The URI includes the "Uniform 
Resource Locator" (URL), the “digital Object Identifier (DOI) and the 
"International Standard Book Number" (ISBN).  

- Describing the relationship between resources (RDF [1]: Resource Description 
Framework). It is a model for describing data on the web making automatic the 
access to sense of contents available on the web. Development of RDF has been 
motivated for several perspectives such as handling and defining semantic 
relationships between data (unlike primitive source/destination relationship). 

- Extending the description of the properties of relations (OWL [2]: Web Ontology 
Language). The OWL provides to the Semantic Web syntax and semantics for 
automated reasoning about the inferences and implications of knowledge. In brief 
it’s used generally to structure, share and exchange knowledge in universal format. 

A major characteristic of a SMIL document compared with the rest of multimedia 
presentations is that it offers a structure clearly decomposable: components of a SMIL 
document (text, image, audio…) are each identified by URIs. Note that the 
decomposition is a fundamental operation preparing the annotation issue. Hence, the 
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components of a SMIL document are distinct, even pretend homogeneous during its 
presentation. This decomposability ensures the annotation of each element separately 
and we get rid of the classic problem of intricate partition of multimedia objects. 

4 Semantic SMIL 
 
The integration of Semantic Web in the information retrieval process has seen a great 
success expressed by the user satisfaction to the relevance of information returned after 
a typical search. This justified success allows to this technology to be larger than 
laboratories research and seek achieving prospects of general public in different fields. 
Hence the classic information retrieval process has been changed: the use of metadata 
become fundamental to annotate searchable resources. Thanks to the Metadata module, 
the SMIL language, performed many changes ensuring its integration to the Semantic 
Web view: 

- The 1.0 version [3]: the “meta” element is used to define document properties (i.e. 
author, expiration date, key word list…) and provide values to these properties. 

- The 2.0 version [4]: SMIL 2.0 extend  SMIL 1.0 functionalities by the new element 
“metadata” which allow the use of RDF statement and make easier and more 
general the processing of metadata seen the ability of RDF to combine several 
standards of annotations as FOAF [5] and DC [6] in a single presentation. 

- The 3.0 version [7]: the metadata module could be included in the body section of a 
SMIL document instead to be limited in the head section (as the previous versions). 
By this innovation we could make the description of an element right close to the 
definition of that element.  
 
In figure 2 we present a set of metadata annotating an exemplar SMIL document 

containing the sections of this paper. In addition to the evolution of the language side to 
consider the semantic side of objects, further improvements are essential to a full 
exploitation of the principles of the Semantic Web in the context of search of SMIL 
documents: the use of ontology as a base of concepts composing the metadata set. 

 
 
<rdf:Description about=http://exemple.com/article.smi  
   dc:Title="Semantic multimedia search: the case of SMIL documents" 
   dc:Date="2011-11-04" 
      dc:Format="text/smil">                 
       <dc:Creator> 
          <rdf:Seq ID="wrriten_by"> 
             <rdf:li>CHKIWA Mounira</rdf:li> 
             <rdf:li>JEDIDI Anis</rdf:li> 
          </rdf:Seq> 
       </dc:Creator> 
</rdf:Description> 
 

Fig.2. Example of metadata set 
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5 Related Works 

In the context of integration of Semantic Web technologies in the multimedia search 
process, many contributions are presented. Audiovisual documents cover a large range 
of multimedia contents commonly available such as television programs. In this topic, 
[8] propose a way to annotate semantically audiovisual documents by using Semantic 
Web languages in different levels: 

- Using RDF to produce descriptions like: "the TV program" could have a 
"presenter" and the presenter is a "person". These descriptions seem more adequate 
to describe the structure and the content than the general conventional image 
annotation using low level techniques restricted on shapes of objects of “key 
frames” in an audiovisual sequence. 

- Using the ontology of the audiovisual in order to formalize knowledge form 
descriptions, to express document patterns and to reuse those patterns in the 
description of documents process.  

 
 [8] uses also MPEG-7 describing technically the audiovisual resources to enrich 
semantic descriptions. Adopting MPEG-7 is suitable in this approach seeing its event-
for features i.e., it can give details of the moment where something happens, 
people and even relations between objects in an emission. 

 In [9] we find an approach which aims to integrate a multimedia ontology into 
structured rich multimedia presentations such as SMIL, SVG, and Flash. The 
Multimedia Metadata Ontology M3O bases on Semantic Web technologies for 
representing sophisticated multimedia annotations. This ontology is represented in 
OWL; the annotations can therefore be represented in RDF, which can be directly 
embedded within formats such as SMIL or SVG. Note that these formats already 
provide appropriate means for embedding XML-based metadata. 

 The integration of SMIL documents in a “semantic” framework seems to [10] a 
way to present these type of multimedia content according to the user’s preferences. 
Indeed, the semantics discussed in this context is the adaptation of SMIL documents in 
order to respect the limitations of the hardware platform display. [10] treated 
separately the spatial and temporal adaptation for SMIL documents whose textual 
structure allows any kind of software manipulation . Thus we can redistribute the 
components of a multimedia document in order to change their spatial arrangements or 
their moments display. We can say that the semantics discussed in this context seems 
more user-oriented than system-oriented:  the "multimedia product" is packaged 
according to user preferences whereas the Semantic Web technologies promote the role 
of engines to automatically treat semantic information.  
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 Although the studied reflections are close to our context (semantic search of SMIL 
documents), multimedia documents handled in some studies are unstructured unlike 
SMIL documents. In the topic of semantic multimedia search, some contributions [11] 
treat the multimedia issue as a vague item “collection of multimedia documents” 
whereas some others deals with multimedia types as distinct components such as the 
semantic search of images or semantic search of audio sequences. In the context of 
processing SMIL documents, other reflections remain restricted to a technical level 
as in the case of spatial/temporal adaptation of SMIL documents.  

6 Our contribution 

In the context of semantic search in a collection of SMIL documents, we propose a 
search procedure composed of three modules: the description of multimedia 
components, querying and reporting the results. In figure 3 we describe from 
a technical perspective, the proposed research process.   

 

Fig. 3. Overall application architecture 

The description of multimedia components is based on the transfer of a new SMIL 
documents to the collection, this operation is followed by an automatic process of 
control to check the document type and the eventually existence of an integrated 
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metadata. If a metadata part is found, it is extracted and assigned to a separated 
structure called a meta-document [12] describing the SMIL document or its 
components. The add operation (Part I of Figure 3) of the new SMIL is along with: 

- Enumerating components existing in the SMIL document and the identification of 
its technical information (format, size, duration...). 

- Duplicating components of the SMIL document using its URIs (specified in 
the code of SMIL document) and its transfer to the multimedia collection. 

- A creation of a text copy of the SMIL document for further treatments. 
- A record of all such information in the database for use in subsequent operations 

(description and the composition of a result of a query). 
 

After adding a new SMIL document, the basic operation in the phase of description 
is the assignment of meta-documents [12] to the various components of 
SMIL documents. A meta-documents (part II of Figure 3) consists of a set of metadata, 
each bringing a different indication concerning the same multimedia 
component, take for example: the title, subject, creation date and creator of a piece of 
text existing in a SMIL document, all of this indications are encapsulated within the 
same structure : the meta-document. Compared to a traditional search process, the use 
of meta-documents in the phase of description brings several clear advantages: 

 
- The description is selective: only significant items expressing the general idea of 

the document are described: (i.e. links images or background music are omitted). 
- Provide to different types of multimedia components the same chance to be 

described and in this way the videos, sounds and images have the same level 
of expressiveness as a media text. 

- A created meta-document could describe the same multimedia component existing 
in two or more different SMIL document which ensures its reuse. 

- Offer a unified structure to annotate all multimedia components regardless their 
types. 

The interrogation is the procedure triggered when submitting a query;  user queries are 
categorized into three types: 

- Simple query: a set of keywords query designed for the non-expert users. 
- Advanced query: a set of parameters to be selected designed for more specific 

details and restrictions concerning the results. 
- Experts query: Queries using SPARQL language oriented to the users knowing to 

use such language. 
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The interrogation allows extracting relevant information from a metadata set by 
comparing the query and the collection of annotations in meta-documents. The 
interrogation also aims to formulate and classify well the result satisfying a user need 
specified by the query. The classic interrogation way can consider items which are not 
reprehensive of a multimedia component for example when the description step 
extracts all the multimedia objects regardless of their value (sky, street, trees… in the 
image). The interrogation of SMIL documents set requires a unified structure 
describing multimedia components in order to perform fairly the same research 
process on the mixed contents. The use of meta-documents gives the privilege 
of querying only useful data strictly may reflect what a given component wants to 
express. The match meta-documents/query is performed thanks to a retrieval algorithm 
which takes into account the query regardless its type, turn it in SPARQL language, 
interrogates all of meta-documents written in RDF, retrieve relevant multimedia 
components (through its meta-document), assign to them a relevance score, rank 
multimedia items based on these scores, and finally show results. 

Obtaining results starts with the selection of components / documents matching a 
query and followed by the classification and representation of these entities in an 
interactive way making easy the access to all of them. SMIL documents set presented 
in a given result have necessarily multimedia objects which respond to existing 
needs expressed in the user query. This relevance explains the degree of similarity 
between a query and multimedia components annotated by meta-documents. 
Representation of the results is the last part in the search procedure of SMIL 
documents. The way to display a given output could be set by the user when 
submitting the query: the user can choose the type of multimedia components to 
display [image, piece of text…] and how to display it, thus the result could be: 

- Result composed by the same type of multimedia object (i.e. images only)  
- Result composed by SMIL documents. 
- Result grouping the two already mentioned types. 
- Result composed by the same type of multimedia object grouped by SMIL 

document (i.e. all pieces of text in each SMIL document responding to a given 
query) 
 
In our context we use ontology to retrieve relations between terms in the querying 

phase and to propose new queries to the user considering those relations. Independently 
to the progress of the three fundamental search modules, the extension of ontology is a 
continuous phase which aims to enrich ontology by concepts already used in the 
description module. For the enrichment of ontologies we propose a semi-automatic 
method of connecting concepts to extend an initial ontology with consideration of its 
meaning. The connection process (Part III of Figure 3) aims to choose a given term, 
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give it a type (class, property or individual in OWL), find a proper relationship with an 
existing term in the ontology and join the two by this relationship. The connection 
technique that we propose to enrich an initial ontology is based on three sources: 

 
- From the meta-document annotating a multimedia component or a SMIL 

document, an automatic extraction of concepts is done using the anti-dictionary 
structure which removes not-meaningful terms, such as possessive pronouns or 
demonstrative Pronouns. Manual selection from the resulting concepts is 
performed in order to enrich the ontology base. After selecting a concept, we 
can set the connection parameters such as the type of the new concept, the relation 
of an existing concept in order to join the new concept to the ontology. 

- From loaded ontology: the tool can automatically extract and categorize from an 
ontology file the constituent concepts, this extraction may drive the connection 
technique. To end the process of connection we should specify parameters 
concerning the new concept. By this type of connection we can connect even a 
complete OWL sub-arborescence to our initial ontology. 

- From the user queries, a quantification frequency of occurrence of terms is carried 
out and a cloud of words based on these frequencies is established grouped by 
domain; the size of a term in a cloud is depending of the number of its occurrences 
in users’ queries, finally, a selection of candidate concepts and an ordinary 
connection procedure could be applied. 

7 Functionality  

In our work we deal with a collection of SMIL documents and ontology concerning the 
LMD (License, Master and Doctorate) domain. The LMD Reform started in Tunisia in 
2006. It aims to create flexible and efficient trainings, both fundamental and applied, 
offering to students wider opportunities for professional integration. We choose this 
domain in order to clarify some intricate notions to students using a semantic search 
engine based on standards of annotation which could be combined in an RDF code 
such as DC, FOAF and others. The functionality of our application becomes accessible 
through its interfaces. In this section we choose four basic interfaces among many 
others. The first application interface is shown at Figure 4 and it consists of three main 
parts designed as a flower. The first petal (blue) designed to add a new SMIL document 
to the collection, the second (green) is designed to trigger the search process, by the last 
part (orange) we can begin an annotation process in order to annotate a multimedia 
component. 
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Fig. 4. A screenshot of the application’s first interface 

 
In The orange part of figure 4 we select the SMIL document in order to annotate 

one of its multimedia components. This leads us to a new interface which is composed 
into 9 zones as we see in the figure 5. Those zones are explained subsequently: 

 
Fig. 5. form of annotation process 

(1) In this area the SMIL document is played to make an idea about the overall 
presentation and the temporal/spatial position of the multimedia component to 
annotate. 

(2) In this area, we find the source code of SMIL document from which the user could 
make a different kind of idea as the technical features of the multimedia component 
to annotate (the time, format, durations … are picked up automatically). 

(3) Radio buttons for selecting the component to be described. 
(4) List of existing components in the SMIL document and which have not yet meta-

document describing them: i.e. in the document "universite.smil" There are 
four types of components (two text and two images). 

(5) The user could load a file (.rdf or.txt extension) as a meta-document (instead of 
filling the form). 
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(6) When clicking on a green squares a window appears displaying or playing the 
correspondent multimedia object (image, video, animation swf, text, textstream, 
audio sequence). 

(7) The following form contains the elements of the DC to fill in order to annotate the 
selected media. (Other forms could be displayed according the chosen 
namespace [orange petal of the previous figure] here we use DC to annotate the 
component). 

(8) The orange "n" ensures multiple descriptions for only one item; it could create RDF 
sequences i.e. several authors of a single text. 

(9) The check of information filled in the form and the generation of a new meta-
document are done by pressing this button. 

The importance of concept connection technique is that it allows making richer an 
ontology so we present in the next figure an example of this technique. Figure 6 shows 
the common window appearing when we choose a concept in order to connect it to the 
ontology. In our case we present a connection technique based on users’ queries. The 
cloud of terms behind the window represents the candidates terms of connection, those 
terms are the most frequently used in queries concerning the LMD domain.  

 
Fig. 6. Common window of connection technique  

 

Our last chosen interface shows a typical presentation of results. Here, the type of 
multimedia picked in order to be searched is image, the form in the top of this figure 
represents two types of queries (advanced and expert query) while the other type of 
query (simple one) is presented in the green part of the first application interface 
(figure 4). Icons in the right side of this interface represent links to others interfaces of 
the application (clouds of queries terms, extending and loading ontologies, turn back to 
simple query interface …). Small blue icons right on the bottom of each image shows 
more details about the annotation and the rank of the correspondent image. 
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Fig. 7. Typical screenshot of results presentation 

8 Conclusion  

In this article we developed a tool for the semantic search in a SMIL documents 
collection. Based on a simple text, SMIL allows creating rich interactive multimedia 
presentation where the multimedia components are uniquely identified by URIs 
ensuring an easily decomposition usable in the annotation issue. The metadata 
annotating web resources are fundamental to join the Semantic Web principles. We use 
meta-documents to annotate SMIL multimedia components by a unified structure. In 
addition to the use of meta-documents structure in the querying module, we use also 
ontology which is primary in a “semantic” context. In order to extend ontology, 
we develop a semi-automatic connection technique considering the user queries, meta-
documents and ontologies loaded to this purpose. For our short-term outlook, we wish 
to extend our work to be usable in a collection of multimedia documents as HTML 
or PDF. As for long-term prospects we hope to restrict semantic results by exploiting in 
deep ontology’s relationships. 
 

References 

1. Resource Description Framework (RDF)  http://www.w3.org/RDF/     
2. Web Ontology Language (OWL) http://www.w3.org/2004/OWL/ 
3. Synchronized Multimedia Integration Language (SMIL) 1.0 Specification W3C 

Recommendation 15-June-1998  http://www.w3.org/TR/REC-smil/ 
4. Synchronized Multimedia Integration Language (SMIL 2.0) - [Second Edition] W3C 

Recommendation 07 January 2005 http://www.w3.org/TR/2005/REC-SMIL2-20050107/ 
5. The Friend of a Friend (FOAF) project http://www.foaf-project.org/  
6. Dublin Core Metadata Initiative http://dublincore.org/ 
7. Synchronized Multimedia Integration Language (SMIL 3.0) W3C Recommendation 

December 2008 http://www.w3.org/TR/smil/ 
8. Troncy R. « Nouveaux outils et documents audiovisuels : les innovations du web sémantique 

» in  « Documentaliste - Sciences de l’information »  DSI 05, vol. 42, n°6. 2005. 
9. Saathoff, Carsten ; Scherp, Ansgar. « Unlocking the Semantics of Multimedia Presentations 

in the Web with the Multimedia Metadata Ontology », Raleigh, North Carolina, USA. ACM 
978-1-60558-799-8/10/04. April 26–30, 2010. 



 

Proceedings ICWIT 2012  82 

10. Sébastien Laborie, Antoine Zimmermann. « A Framework for Media Adaptation using the 
Web and the Semantic Web ». The Second International Workshop on Semantic Media 
Adaptation and Personalization (SMAP), Londres. 17-18 Decembre 2007 

11. Laborie S, Manzat A., Sèdes F. « Création et utilisation d’un résumé de métadonnées pour 
interroger efficacement des collections multimédias distribuées » in 27th « Informatique des 
Organisations et Systèmes d’Information  et de Décision » (INFORSID 2009), pages 227-
242, Toulouse  France. 26-29 May 2009. 

12. Jedidi A. « modélisation générique de documents multimédia par des métadonnées : 
mécanismes d’annotation et d’interrogation »  Thesis of « Université TOULOUSE III Paul 
Sabatier », France. July 2005. 



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Information Systems and Databases   
 

 



Muti-Representation and Generalisation Based

Webmapping Approach Using Multi-Agent
System

Khalissa Derbal1, Kamel Boukhalfa1, and Zaia Alimazighi1

LSI Laboratory, Computer Science Department, Faculty of Electronic and Computer
Science, USTHB, El Alia BP 32, Bab Ezzouar, Algiers, Algeria

(kderbal,kboukhalfa,zalimazighi)@usthb.dz

Abstract. Over the last decade, an enormous demand for digital maps
in different disciplines and fields was stated. Geographical information
is currently available at anytime, from anywhere on the surface of the
earth, by any person connected to internet. Some applications of design,
implementation, generation and dissemination of maps on the Web are
recognized as Webmapping. It uses among other things, a Geographic
Data Base (GDB) and must be able to provide a fast response time
(quasi-real time) and a high quality of visualized information. We pro-
pose in this paper, a Webmapping approach which is based on two prin-
ciples; (1) exploiting an hybrid approach Multiple Representation and
Generalisation in storing, handling and generating geographic data and
(2) integrating Multi-Agent technology, in all steps of the Webmapping
process. The effectiveness assessment of our webmapping approach is
performed in ArcGIS environnement 9.3. We present some results of our
experimentation which focused on the road network theme.

Keywords: Geographical Information, Webmapping, Multi Represen-
tation Data Base (MRDB), Automatic Generalisation Process, Multi
Agent Systems.

1 Introduction

The large amount of handled geographical information comes mostly, from vari-
ous GDBs designed independently of each other, although they relate to the same
location. They are developed according two factors: (1) Level of Detail(LoD)
which corresponds to map scale concept and (2)Point of View (PoV) that ex-
presses the perceiving way of a real entity located on the surface of the earth.
Producers and suppliers of cartographic data have deemed useful to exploit these
different GDBs acquired with a very high cost. Thus, the same phenomenon may
have multiple representations. One of developed approaches to model and man-
age such information is the integration of these DBs associated with the same
location into an integrated one [1, 2] called for this purpose Multiple Representa-
tion Data Base (MRDB). In the MRDB, representations associated with a same
geographic phenomenon are linked by explicit relationships. We emphasize that



in this context, we consider two multiplicity factors; LoD and PoV. We have
also, distinguished the concept of Multiple Representation (MR) associated to a
MRDB as previously described, from that corresponding to results of generalisa-
tion process. We characterize the first by relevant because they are close to the
real representation. Also, automatic generalisation process allows generating as
many representations as expressed needs from a very detailed GDB (high LoD).
It is concerned with the transformation of a representation of a part of the world.
Despite the efforts, the automation of this process doesn’t achieve, it keeps im-
proving [3–5] since its inception thirty years ago. The agent-based approaches [6,
7] have attempted to imitate the cartographer reasoning who considers objects
in their global context that is the purpose of the map. It represents the common
goal to agents that interact by coordinating their actions and cooperating to
achieve this goal. Webmapping is so, an application in which the web represent
an important platform in dissemination of geographical information and offers
several advantages such as accessibility and timeliness. However it requires a
real-time map delivery.

Pre-designed and stored within a MRDB or generated by triggering a map
generalisation process, the contents of these maps must be adapted and person-
alized according to a given user query and context. But are users pleased with
their displayed maps?! Have they felt any impatience in waiting the visualization
of required maps? How about its quality? Many researchers have addressed these
issues with the aim to develop a Webmapping applications devoted to the man-
agement and delivery of geographical information on the web via generalisation
services or geographic web services [8] and webmapping application [9–11]. In
[12], the authors present a clear distinction between webmapping applications
and geographic web services. [13] provides a synthesis of research orientations in
this area based on the use of multiple representation and generalization, stating
that the web already occupies a place which is developing all the time.

We propose in this paper, a Webmapping approach based on multiple rep-
resentation and generalisation which remains an active research area [13, 14].
We use Multi-Agent Technology in all steps of our approach in order to reduce
the map generalization process complexity by exploiting firstly, the autonomy of
agents and secondly, the communication between agents to resolve conflicts over
space use. We were inspired by some works developed in this context that we
introduce in the next section. In section three we focuses on our contribution,
it’s organized on some subsections, in which we highlight our approach princi-
ples. A tool implementing our approach is presented in section four. Finally, we
conclude the paper with a summary of the essential addressed points and make
suggestions for future progress.

2 Related Works

Many research works have addressed webmapping globally or partly by focus-
ing on specific tasks, which once integrated into the process, they ensure its
proper performance, such, is the case of the generalisation process. It is mainly
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the reason which has led researchers to develop variant of generalisation pro-
cess according to various approaches. The agent-based generalization approach
has been developed and improved during last years [14]. In the web context
[15] talk about on-the-fly-generalisation which denotes the use of automated
generalisation techniques in real time. Multiple representation, automatic gener-
alisation and Multi-Agent System (MAS) are so, the three basic pillars of most
works in webmapping. All these works have the same objective which consists
of developing an automatic generalisation system adapted to the web. It must
reduce the complexity and the cumbersome of the earlier systems based on dif-
ferent approaches (algorithmic approaches, knowledge based approaches, etc).
It is therefore necessary to exploit the powerful features of agents such as, au-
tonomy and communication. Thus, they have started from the basic idea, which
is assigning a software agent to each object and/or group of objects. They are
differentiated by the number and types of used agents according to the addressed
themes such as meso, macro, micro and submicro agents in [7, 16] and agents or
groups of agents which act upon three levels of data (the initial map, layers of
interest and final generated map)in [11].

However, these approaches face agents number explosion in the case of a dense
Area (urban area). Indeed, the number of created agents becomes huge, what
makes communication between agents very complex and increases the likelihood
of having a deadlock. These approaches are so, considered useful and efficient
in low dense Area processing (rural area). In our approach we overcome this
problem in a potential way. On the one hand, the generalisation process used is
conditioned by search in the R-MRDB which allows moving towards the level of
detail requested if it is available. On the other hand, we introduce the map area
concept which leads to process a dense map. Map area represent a sublocation
of a map. Each sublocation is handled by an agent meso. More details on our
approach are presented in next section.

3 Webmapping proposed approach

To carry out our research work, we have set some assumptions; the Relevant
MRDB(R-MRDB) is associated to an Area. It contains exclusively geographi-
cal data acquired through reliable process; it isn’t the result of generalisation
process. We use vector data with several LoDs and PoVs. The implemented
generalisation process depends on some constraints like resolution interval and
generalisation rate. Due to space limitations we don’t address this aspect in this
paper; more details are in [2, 5]

3.1 General description of proposed approach

Our approach is entirely based on a multi-agent system which supports the
principle tasks as described in figure1: query Analysis, selection of the layers of
interest and generation of the final map. A query initiated by a user is primarily
analyzed in order to extract the defining features of the requested map that is the
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R-MRDB

Multi Agent  System

Analysis of query

(a)            

Selection of layers
of interests

Generation of final map

Extraction of 
Geographical
information 

From the R-MRDB
(b)

Activation of 
optimized

generalisation process

(c)

LoDi, PoVj

Fig. 1. General description of proposed approach

LoDi and PoVj (module (a) in figure 1). Some layers of interest are so selected
and a driven search process through the web platform is triggered. This process
begins with a search in the R-MRDB; if requested information associated with
LoDi and PoVj is explicitly stored in the R-MRDB, it will be directly returned in
a real response time (module(b)in figure 1). Otherwise, a generalization process is
enabled to produce the requested Map (module(c)in figure 1). We also note that
the terminology used in the description of different types of agents (Coordinator,
Macro, Meso and Micro) of our system is inspired by [11] and [14]. The role and
functionality of each of them is detailed in the following section.

Analysis of query and selection of  layer of interest

selection of layers 

Agent 
coodinator

Query Agents  macro

Agent 
macro is  
Assigned 
to each 

layer …

R-MRDB

Fig. 2. Role of Coordinator Agent

3.2 Functionalities of the developed MAS

Our MAS consists of different types of agents, specific tasks are assigned for
each of them. These agents interact with each other to ensure a smooth running
of process. The sequencing tasks to be performed in generating final map is
directly related to the triggering of hierarchical types of agents: Coordinator,
Macro, Meso and Micro. Restitution of result is done in the reverse (see figure
4).
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Agent coordinator : The agent coordinator is responsible of two tasks :(1)
analyzing a user query in order to identify the layers of interest according to a
LoD and a PoV(aim of the map) and (2) assigning agent macro to each layer of
interest. Each agent macro, must decide the suitable processing for its layer. It
so, initiates its inference engine while having as input parameters the LoD and
the PoV. This is either a direct extraction of R-MRDB (module (b)in figure 1),
or a triggering of a generalisation process (module (c) in figure 1) by triggering
other type of agent (meso, micro) in a hierarchical way. And so on the process-
ing is completed. The result (final map) is delivered to the coordinator agent
(see figure 2).We emphasize that in developing the query analysis module, we
restricted to two classes of users: (1) professional user who have depth knowl-
edge in cartography and, (2) occasional user who shall be assisted during the
process. We also manage a list of keywords related to the application domain
(urban design) that we have chosen during the experimentation phase.

Layer of 

interest

Direct extraction of information

Layer is 
divided into

areas
( Map_area
Concept)

Agent Meso
is assigned 

to each  
Map_area

LoDi,PoVj

Exist in 
R-MRDB

LoDi, PoVj

Not Exist in 
R-MRDB

Agent Macro

R-MRDB

Fig. 3. Processing performed by an agent macro

Agent Macro : The Agent Macro continues the path of the process by ac-
cessing to the R-MRDB. If the requested map content corresponds to a LoDi
and PoVj explicitly stored in the specified DB, it proceeds by direct extraction,
the response time would be very efficient. Otherwise a generalisation process is
triggered(see figure 3). As stated previously, our approach overcomes the map
density problem (explosion of agents number), by introducing the concept of
map area. The layer is so partitioned into areas, to each of them is assigned an
agent meso. Thus, our approach may be adapted to the processing of any geo-
graphical location with a high density (large number of objects) or low density.
Thus, the preliminary search in the R-MRDB, map area concept and parallel
processing provided by developed MAS allow leading to a great process with a
real-time response.

Agent Meso/Micro : The agent Meso assigns to each object in its own
map area, an agent Micro. Micro Agents are responsible for the accomplish-
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ment of the generalisation process. We state that in the context of this work,
we focused on the road network theme, so we have relied on the operator of sim-
plification for conflicts resolution. In [5], we have described the various conflicts
around this theme and constraints to satisfy in their resolution. Intra-conflict is
the result of racing agents for the space occupation. They communicate in order
to preserve the overall harmony of the map. Communication between agents is
based on blackboard technique. It is a space in which each agent has a record
(Id -agent, current geometry of the object, state of the agent) visible to other
agents in the same area.

Fig. 4. Illustrative example

3.3 An illustrative example

In figure 4, we present a recapitulative of our approach through an example of
application on the road network of an area in north of Algeria with illustration
of all processing phases. In this example, we consider the road network theme
with its different LoDs (national roads, departmental roads secondary roads,
etc) according to the nomenclature of the National Institute of Cartography
and Remote Sensing (INCT) of Algeria. We assume that a query initiated by an
occasional user contains the keyword ’highway’ such as: I got lost on the highway
Algiers-Blida. The query analysis module will extract the location and level of
detail associated with the national roads which is directly extracted from the
R-MRDB in a real time (case (1) in figure 4). If against, a civil protection officer
(professional user) looks for quick access to a location, we invite him to enter
information such as visualization scale of requested area which is associated to
the highest LoD in R-MRDB. The displayed map will be congested. So, we
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proceed by generalisation in order to keep only useful information to the officer
(case (2) in figure 4).

4 Experimentation

Our Webmapping prototype was developed in the ArcGIS server 9.3 environ-
ment. We have also used the platform JADE for the implementation of our
MAS. We consider in this paper only simplification operator in generalisation
process. Our experimental method and the software tools used are described in
figure 5.

Fig. 5. Global scheme of different parts and steps of our application

Fig. 6. The main interface
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4.1 Main interface of our Webmapping Application

This interface is run through a web browser which allows two tasks; configuring,
and search (figure 6). The first task presented in figure 7, is secured because it
allows access to map generation parameters. The second task concerns customers
(professional or occasional). We have configured two user interfaces, one for
professional user (see figure8) who can provide valid information and occasional
user(see figure 9 ) who hasn’t depth knowledge in the field. We note that in
figure 8, the field scale is activated, the user is identified as professional one
(See illustrative example above).The LoD of the requested data is determined
from the input map scale. However in figure 9 (occasional user) the same field is
disactivated. The developed system must be able to define this entity as showed
in the example below.

Fig. 7. Administrator Tasks

Professional 
user

Map scale 
field

Fig. 8. Professional user interface

A first result of a running example is presented in figure 10. From a query
of an occasional user, two keywords RN6 and RN13 are implicitly or explicitly
expressed. The area which contains the specified roads is so identified. The re-
quested LoD corresponding to the layer national roads is available in R-MRDB.
Our webmapping system proceeds by direct extraction and the result is delivered
in a real time.

Fig. 9. Interface for occasional user Fig. 10. Direct extraction from R-MRDB
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5 Conclusion and future Work

The developed Webmapping approach is based on multiple representation and
generalisation, in order to take advantages of the relevance of the first and flex-
ibility of the second. The utilization of multi-agent system technology has pro-
vided our approach with parallel processing in automatic generation maps. In-
deed, in our developed MAS, an agent is assigned to an object and /or group of
object according to a hierarchical organization. These agents act independently
while adapting to environment changes and communicate with other agents via
the blackboard technique in order to provide the result (final map). Therefore
the developed system allows reaching a real-time response required in this web
context. As future issues, we suggest firstly to provide some improvements to
the current solution specially, the development of spatial query module analy-
sis based on a domain ontology and secondly to improve the supporting map
customization preferences and user profiles. This can be done by collecting in-
formation on the web and mobile users through questionnaires, or by using a
learning system that is able to distinguish between professional and occasional
user.
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Abstract.  The paper discusses a method for modeling the operation of an ur-
ban transportation system. The proposed model models the bus operation in an 
urban transportation system with an equation system. The objective of the pro-
posed model is to simulate the operation of an urban transport network. The 
network consists of a set of lines, a number of vehicles (buses) circulate on each 
line, where we consider some variables such as traffic conditions on the sec-
tions (bottling), the distribution of travelers on breakpoints, to see the impact of 
external environment on the network. The coordinates of the breakpoints of a 
given line are defined with respect to the filing. These points can define by the 
polynomial interpolation the displacement model in the line in question. The 
movement of vehicles is subject to a variable commercial speed and accelera-
tion fixed in each segment. The speed depends entirely on a set of constraints 
related to traffic in the urban space. Finally, with an estimate of the filling of 
vehicles and the costs of travel related to spare parts, fuel, and payroll, we can 
deduce the economic profitability. 

Keywords: urban transportation system (UTS); interpolation; displacement; 
commercial speed; filling; economic profitability. 

1 Introduction 

In the domain of Urban Transportation System (UTS), modeling is a complex task 
that requires the development of appropriate models to ensure customer satisfaction, 
namely, to propose an urban transportation service taking into account the operational 
constraints such as on-time theory, guarantee letters, reducing wait times, etc... This 
naturally led researchers to look at this problem and propose appropriate models. 
Several models have been compared in [2, 4]. Modeling of UTS was proposed by 
means of Petri Nets (PN). The PN were exploited to model the flow of travelers [5], 
where a model based on stochastic PN has been used for a bus network whose tokens 
represent the travelers. The Stochastic PN are an extension of "time" of ordinary PN. 
Stochastic Petri nets have been used for the modeling of matches in [1]. The work 



 

Proceedings ICWIT 2012  94 

proposed in [10] describes an approach based on modeling of the flow. It presents the 
rates to be assigned to different routes of the road network in accordance with criteria 
representing the cost of roads (toll ticket for public transport) and the duration of the 
course. UTS is represented by a graph, on each arc, the flow and travel time are 
marked, and the thickness is the importance of the flow. Ngamchai [9] models the 
every route by series of nodes represented the sequence of the stop points, using ge-
netic algorithms. Another model of urban transport systems is given using the Multi-
Agent Systems (MAS). Several studies were conducted in [4, 8], the first work in this 
area were made to model urban traffic by F.A. Bomarius [3] where he proposed a 
multi-agent modeling scenarios of urban traffic at the intersections. Subsequently, F. 
C. Besma [2] has used MAS for monitoring and diagnosis of a transit system operator 
with a hybridization of evolutionists’ algorithms. Another approach with MAS has 
been published in [6] where an application designed to monitor long-term users’ in-
formation system in UTS has been proposed.  

A comparison between the modeling approaches mentioned previously was pre-
sented in [4]. The modeling by PN mentioned before does not take into account the 
influence of the external environment on the rate of vehicles displacements during the 
journey, in addition, the system does not evolve in a continuous manner as the system 
needs an event to cross a transition in the PN. The modeling of travelers flow consid-
ers only the flow of users with the travel time and neglecting the economic charges of 
the system. The modeling of a route models the route by a sequence of nodes in a 
static manner, this implies that this model does not include the movement of vehicles 
with continuous function of time from beginning to end of service. Modeling using 
MAS takes into account scenarios of urban traffic at intersections, however, this mod-
el is a little heavy compared to the number of messages that slow circular between the 
agents of the system. However, none of these models is suitable for modeling the 
operation of a transit system in a continuous function of time along a path that can be 
not linear knowing only its position on some stop points and taking into account the 
constraints of movement, means and resources available with a mastery of traffic 
loads in order to provide an estimate of the economic viability of UTS.  Hence, the 
work proposed in this paper presents a numerical modeling for the operation of UTS. 
For a better understanding of the parameters that determine the evolution of the 
transport system, the modeling is a very effective means. Indeed, a model provides a 
better vision which allows us to provide a first step, the evolution of the phenomenon 
from the initial conditions, and subsequently to make predictions about the system 
and order it.  For a simplified and usable representation of urban transportation sys-
tems in order to exploit it, we define the flow of a bus in an urban space by a system 
of equations. The displacement model on a given line is defined by an interpolation of 
the coordinates of the breakpoints of this line. The resolution of the proposed system 
of equations can predict the distribution and coverage of lines of operations and the 
economic profitability. The paper is organized as follows. The problem is described in 
Section 2. Section 3 is reserved for the proposed model. The section 4 presents the 
implementation of the numerical proposed model. Finally, we end with a conclusion. 
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2 Positioning of the problem  

Travel in an urban transportation system paths are trajectories traveled between the 
contexts of social activities, they are becoming more complex and difficult to control 
because it depends on several phenomena that determines the traffic flow and causes a 
significant lengthening of journey times, for example: congestion, intersections, inap-
propriate timing of traffic signals, public works, weather and so on. 
The impact of the external environment and road conditions make monitoring and 
control of the transport system more hard hence the difficulty to model the behavior 
of a bus in a transit system throughout the journey and locate its position on the route 
and see that its speed depends on various constraints of urban space and to estimate 
the filling deduce its economic viability. Among the constraints that affect the func-
tioning of the urban transport network, we cite the road paths that can be not linear, 
the traffic constraints affecting the traffic on the sections, and the distribution of trav-
elers on the breakpoints that we consider in this work. 
For this reason, we propose a numerical modeling for the urban transportation system 
mono modal (bus) to obtain a simplified visual representation of reality, and to study 
the network behavior with respect to various disturbances (public works, passage of a 
VIP motorcade, congestion, ...) that can divert the system to normal running on one 
side, and in order to estimate the economic yield of the network on the other side. The 
numerical model proposed can better represent reality by modeling the running of an 
urban network continuously with time.  
The behavior of a vehicle is modeled by a system of equations. The vehicle is moving 
according to an equation with time unlike other models such as modeling by Petri nets 
or the multi-agent systems where the system must wait for the crossing of transac-
tions, or the presence of an event and sending decisions between agents to operate.  
In addition, the proposed model can provide a view of the urban network, namely the 
movement of vehicles (bus), speed, and filling every moment during the journey, and 
consequently the economic profitability of the urban transportation system. 

3  Numerical modeling proposed 

Modeling of urban transport provides a help in developing appropriate policies in 
terms of planning and programming. For this reason, the numerical model proposed 
enable to model the behavior of a bus in the urban transportation system, namely the 
network operated by the carrier of Oran city. The resolution of the proposed system of 
equations can predict the distribution and the coverage of operating lines. It also helps 
to optimize the running of the network to minimize the costs of rolling, and therefore, 
it offers a means of estimating the economic profitability of the urban transportation 
system. The urban network is characterized by: A set of lines: each line is character-
ized by a well defined length, it has a specific number of bus stops distributed along 
the line between two extreme cases (terminus); The travels between the breakpoints 
are provided by a number of vehicles affected for each line of the network; The bus of 
each line circulate in a certain frequency of passage; A distance deadhead (HLP): 
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between the deposit where the buses are parked and the point stop starting; Distribu-
tion of Judgments: The distances between the breakpoints of each line are not equidis-
tant; The lines on the network must be projected in a coordinate system that ignores 
the urban fabric where a projection using the software (MapInfo) which is a geo-
graphic information system to extract and display of geographic data; The values of 
displacement are determined by taking as a basis only the values observed in the bus-
es stop points.  
The diagram shown in Fig.1 represents the nonlinear path of a bus on a given line. On 
this journey, we have n breakpoints which are known. 

 

Fig. 1. Modeling of movement for a vehicle v on a line l 

Considering this set of n breakpoints positions (xi, p(xi)) and a function F unknown, 
we determine a polynomial P(x) of degree (n-1) which interpolates F in the consid-
ered points. The n breakpoints that are known can define by the proposed model of 
interpolation, the displacement of the buses on the line in question. Therefore, the 
movement of vehicles (buses) of a given line is represented by (1).  

 P (x) =   ∑   ሾ  ሺ݇ݔሻ
ୀଵ כ    ∏ ௫ି௫

௫ି௫

ୀଵ 
ஷ

  ሿ             (1) 

Y = P(x) is an interpolation function to estimate the values of the displacements 
(xi,p(xi)) at each time t from start to finish by having an estimates of speed rolling 
V(t). Due to the proposed model, we know the displacement Y = P(x) of a vehicle 
(bus) v and locate it on the line along the route which is not linear as shown in Fig.1.   
 

 

Fig. 2. Polynomial interpolation error 

 
The landmark "0" of the Fig.1 corresponds to the deposit where the buses are parked 
initially. The HLP distance represents the distance between deposit and breakpoint of 
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departure. The distances between the breakpoints (xi, p(xi)) are not equidistant, they 
are defined taking into account the density of the flow of travelers on the journey. 
The goal is to approximate as closely as possible the unknown function of the dis-
placement of the urban reality in order to provide more accurate values as possible 
with minimum error. The Fig.2 illustrates the curve ''C'' of the polynomial obtained 
P(x) and the curve “C’” of the unknown function F(x) of the displacements in the real 
urban environment. 

We notice in Fig.2 a small gap between the two curves, the latter represents the inter-
polation error that we control in order to observe the quality of this approximation. 
For this purpose, equations (2, 3) show how we calculate the error of interpolation. 
Since F is a function (n +1) differentiable on the interval [a, b] and x א [a, b] and let I 
= [min (x1, xn), max (x1, xn)], then: 

 ߦ   א ሻݔሺܧ  / ܫ ൌ  ܲሺݔሻ െ ሻݔሺܨ ൌ ிశభ క 
ሺାଵሻ!

 ሻ         (2)ݔሺ ߔ 

 Where   ߔ ሺݔሻ ൌ ሺݔ െ 1ሻݔ כ ሺݔ െ 2ሻݔ כ כ … ሺݔ െ  ሻ          (3)݊ݔ

To minimize this error, we propose to decompose the nonlinear path of a given line a 
set of small linear sections in order to trace the curve in a more realistic with à mini-
mal error (see Figure 3).  

 
Fig. 3. Decomposition of the way into a set of sections 

In the previous figure, we define a step ''H'' expressing the length of each section 
and we vary it not to have a minimum interpolation error. 

In urban areas, several constraints affect the speed of the circulation of the bus. The 
speed varies from one point to another with a fixed acceleration by segment.  The 
equation (4) shows how we model the change in speed during the journey. 

 V (t) = A t + V0                                                (4) 

The speed V (t) of a bus that moves on a line from one point to another depends on 
several constraints of the external environment. “V0“ represents the commercial speed 
the start point. “A” symbolizes the vehicle's acceleration.  
The vehicle acceleration is variable along the way. It is experimentally fixed on each 
linear segment from of the starting point to the ending point according to the state of 
the vehicle traffic on the sections. 
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On each linear segment of the trip, we have a speed V (t) varies with a fixed accelera-
tion ‘’A’’. The function of displacement on this segment can be modeled by the func-
tion h (t) = ½ A t2+ V (t) + h0. Differentiating this function h (t), we obtain the speed 
V (t) = A t + V where V approaches V0. 
The speed depends on the acceleration and the nature of the line. The acceleration is 
defined experimentally as a function of variables called disruptive that can happen  
wind happen in a race, for example: the density of traffic, bad weather, an accident in 
the road, large flow of passengers, a failure or temporary immobilization (damage) of 
a vehicle, peak hours, special events (VIP passage of a procession or parties), etc.. 
In our context, race is defined as travel between two extreme terminuses (forward or 
reverse direction). As the proposed model can model the operation of a bus all the 
way from the initial stop to the terminal stop of arrival, we just need to increment the 
number of strokes each time the bus in question happens to stop terminal in order to 
know the number of race made by him during the day. The objective of the proposed 
model is to model the operation of UTS also with an optimization of the economic 
profitability. For this reason, we try to calculate the formula RC of a bus during its 
commissioning in a day according to (5), where NPM is the number of people going 
up every time the bus comes to a stop-point  and PU indicates the unit price that a 
traveler has to pay. 

 RC = RC + (NPM * PU) (5) 

The number of passengers on board a vehicle that travels from one point to another, is 
generated by the system according to a survey that was done on ground to see the 
distribution of passengers on the bus's breakpoints throughout the path of a given line, 
where we affect a rate of climb and a another of descent of passenger for each break-
point. 

Knowing the costs of running CdR (spare parts for vehicles, fuel, and payroll) to a 
given bus, and knowing his recipe RC during the day, we can deduce its economic 
profitability RE according to (6). 

 RE = RC / CdR  (6) 

Using the proposed model, we can know at any time (t):  
The position of the bus on the way: The polynom P(x) is an interpolation function of 
the positions of a given bus in n breakpoints known throughout the journey, with an 
estimated speed of the roll at this moment, we can know its position on the route; The 
running speed is influenced by the constraints of movement (Will disruptive varia-
bles); The number and direction of strokes (or return); Filling to infer the economic 
profitability. 

4 Implementation of the proposed model 

The goal of any modeling and design is to produce a software tool to prove our 
statements of theoretical departure. We have developed our simulator  mono post, 
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operator interface Microsoft Windows in the programming language C++ Builder 6 
and using a geographic information system (MapInfo) to extract and display map 
data. 

4.1 Treatment of mapping and collection of geographic data  

From the map of Oran city (see Fig.4 (A)), we determine the roads and then we iden-
tify the paths of the lines of the bus transport company of Oran where we position the 
buses stop pointes of each line.   

 
Fig. 4. Treatment of the Map of Oran 

After the screening of the main roads of the city of Oran and the identification of the 
route with the positioning of the stops of each line of the Urban Transport Company 
of Oran, we generate a new map using MapInfo software. Figure.4 (B) illustrates the 
mapping generated, where the green lines represent the major routes of Oran. To sim-
plify and clarify the picture, we have shown schematically in blue the way of one line 
“P1” on the urban transportation system of Oran, and symbolized with red points the 
bus stops points on this line. 
To illustrate the results of the proposed model, we consider the path of the line “P1” 
where we have a vehicle “vi” circulating on this line with 17 breakpoints                
(see Fig.4(B)), which means  that we know the position”(xi, p (xi))” bus to each of 
these 17 points (see Fig.4(C)). 

4.2 Execution of the proposed  model  

Having located the stops and find their positions (xi, p (xi)), we turn to the perfor-
mance of the model to find the displacement function Y = P(x) that locates the bus 
“vi” to each point (xi, p (xi)) for the journey. By applying the proposed model, we 
obtain the polynomial function of displacement whose curve is shown in Fig.5.  
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Fig. 5.     Curve of displacement function Y = P(x) 

To locate a bus and find its position in the path, it suffices to know the velocity can 
be estimated using (2). If we have accelerations of A = 2km/h2, then v (t) = 2t + v0, 
where “v0“is the initial speed of 5 km/h, so after 4 hours (t = 4:00), speed is 13km/h. 
Also, as we have broken the journey in a series of small sections then the linear dis-
tance ''D'' is linear and each section can be estimated by ‘’D = ½ At2+vt+ 
d0=56km’’so the bus will be in the 4th race because the distance of the line “P1” is 
15km, so the bus droves 11km in the 4th race and he is 4km to arrives at terminus. By 
replacing this value in the x = 11km displacement function obtained, we can deduce 
the position (xi, p (xi)) of the bus on the non-linear way of the line in question after 4 
hours of service. After finding the polynomial that corresponds to the displacement 
function per-putting to locate the position (xi, p(xi)) of the bus, we turn to the calcula-
tion error of interpolation according to (2).  

Regarding the filling, every time that the vehicle (bus) comes to a stop point, we 
update the number of persons on board (the number of people coming down and get-
ting on is random, but according to the periods in the course of a day, for example 
during peak hours: 08:00, 17:00, we have more people on board and hang the other 
periods of a day) and each time we calculate the following formula RC (5) as           
PU = 15DA, and at the end of service we calculate the economic profitability RE of 
the bus with an estimation  of its traffic loads CdR during the day according to (6).  

5  Conclusion 

Like any model, the modeling of urban transport system responds primarily to the 
need for knowledge. The model gives a representation of a complex phenomenon, 
allowing a better understanding of its internal mechanisms and parameters that deter-
mine its evolution. The proposed numerical modeling defines the behavior of the bus 
in an observed line of the urban transportation system. It allows us to study the exog-
enous variables that are not part of the system (the original from the outside) and that 
affect the system variables such as urban traffic, and the endogenous variables that are 
part of the system such that: the frequency of passage, the number of vehicles, com-
mercial speed etc.  
To go further in the development of this model applied to an urban transportation 
system, we plan to integrate a module responsible for the regulation of this transporta-
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tion network in case of perturbations in schedules and also we think to enrich the 
proposed model to move in a multimodal modeling (bus, tram ...). 
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Abstract: This article addresses the problem of urbanization of information 
systems. The development of an information system company is certainly a 
complex task. Hence the choice for organizations to opt for an urbanization ap-
proach of their information. In our work we are interested in a comprehensive 
approach to recast Information System (IS). This approach is oriented service 
(Service Oriented Architecture), based on a mapping and an orchestration of 
business processes related to the IS. 

Keywords. SOA, Business Processes, Urbanization, Web Services. 

1 Introduction 

Everyone is willing to say that the information system is now at the center of 
running a business or an organization. Its operation and its efficiency are of an 
utmost importance. 

An information system is a set organized of resources including hardware, 
software, personnel, data, and procedures to acquire, process, store and transmit 
information in companies. During the life of the company and its development, the 
information system is caused to change both in its structure and in its operation. 

In response to these permanent developments, the idea of urbanism has been 
integrated within modern companies. The basic principle of urban planning in IT is, 
through rules and fundamentals principles, to follow these developments and its 
impact on the overall system. 

The development of an IS company is certainly a complex task. Hence the choice 
for organizations to opt for an urbanization approach of their IS. Such an approach 
becomes necessary when the organization has accumulated a large number of projects 
over several years. Urbanization of IS designed to meet several objectives: the 
streamlining, modularity and more innovation. It is nevertheless a concept to simplify 
it, to use a term extension.   
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This paper is organized as follows: principles of urbanization IS are presented in 

section 2. Section 3 discusses basic elements of urbanization IS approach. Section 4 
presents the context of our application case.  Our urbanization approach is described 
in section 5 and the architecture system in section 6. Finally, we conclude and bring 
out some perspectives in section 7. 

2 Principles of Urbanization Information Systems 
 

Urbanization of IS has been studied by many authors [1-3] [5] [14]. The work of 
these authors complement the work on enterprise architecture. All these authors use 
metaphors to justify the notion of architecture and urbanization of IS. In particular, 
the metaphor of the city is used as the basis of urbanization of IS. 

 
Club Urba-EA1 offers the following definition: « Urbanization is to organize the 

gradual and continuous transformation of information system to simplify it, to 
optimize its added value and to make it more responsive and flexible towards strategic 
business changes, while relying on technological opportunities of the market. Urban 
planning defines rules and a coherent, stable and modular context, in which different 
stakeholders are referring to any investment decision in the Information System. » 

The mapping is the set of studies and scientific, artistic and technical operations 
involved from the results of observations or the operation of documentation, to the 
development and the establishment of maps, plans and other expression patterns, and 
then their use [2]. 

Mappings are at the heart of the approach to follow for a project of urbanization of 
IS. We distinguish four types of mapping (business mapping, functional mapping, 
application mapping and technical mapping) that can be made to describe the existing 
system or the target system. As with city, the mapping of an IS is to time [1]: 

 
○ Scientific: isn’t it a metamodel? 
○ Artistic: aesthetics is also a mean to facilitate communication. 
○ Technical: implementation is based on a number of techniques. 

The process of urbanization is based on three key areas that feed each other [1]:  
o Modeling strategy 
o Mapping of existing systems  
o Determination of target systems  

The process of urbanization of the IS includes: 
o Set a target IS, aligned to business strategy, 
o Determine the path to follow to achieve this target IS. 

 

                                                           
1  www.urba-ea.org 
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3 Basic Elements of Urbanization Information Systems 
Approach 

3.1 Process  

Process Notion: A process is a collection of related, structured activities or tasks 
that produce a specific service or product (serve a particular goal) for a particular 
customer or customers. It often can be visualized with a flowchart as a sequence of 
activities with interleaving decision points or with a Process Matrix as a sequence of 
activities with relevance rules based on the data in the process [13]. 

There are three types of processes [13]: 

○ Management processes, the processes that govern the operation of a system. 
Examples include Corporate Governance and Strategic Management. 

○ Business (Operational) processes, processes that constitute the core business 
and create the primary value stream. Examples include Purchasing, Manufac-
turing, Advertising and Marketing, and Sales. 

○ Support processes, which support the core processes. Examples include Ac-
counting, Recruitment, Call center, Technical support.  

A business process begins with a mission objective and ends with achievement of 
the business objective. Process-oriented organisations break down the barriers of 
structural departments and try to avoid functional silos. 

Process Mapping: Before we focus on improving efficiency of an organization, it 
should be first to know it, therefore first establishing a mapping process component of 
this organization in order to know how it works. According to [11]: "The mapping 
process of a business or an organization is a graphical way to restore identification 
processes and their interaction." 

According to [6], the development of a processes mapping and control interfaces 
meet perfectly the requirements of the version 2000 of the ISO standard and can   
provide solutions to many questions. It is the basis of the identification of important 
processes, it is useful to prepare the internal audit programs, it assistance in setting up 
for measuring systems and monitoring processes and can be used to set implement 
improvement programs. 

 
To map, it is useful to proceed as follows: [7] 

○ Present the mapping of production process and control process. 
○ Mapping the support process. 
○ Define the flow interface between these three mappings. 
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3.2 Business Models 

The company is a complex structure. In order to better understand the operation, 
organization, resources and exchanged information in a company, today we need 
abstract but manipulated representations: models. To model, it represented the 
“reality” of an object or a system [3]. A business model is used to represent different 
views and aspects of it [4]. A business model is not static but existing research work 
on defining structured methodological approaches for business model evaluation is 
rather fragmented.Several tools, languages and standards to model certain views of 
the company have emerged.  

With a few exceptions [4], most literature has taken a static perspective on busi-
ness models, implicitly assuming them to remain stable over time. However, in reality 
organizations often have to reinvent their business model continuously to keep 
aligned with fast-changing environments in some sectors. As a result, instantiations of 
business model dynamics may be found in any component of the business model, 
such as redefining or extending the service concept, replacing technologies. 
The UML is used today to model certain views of the company. UML is not a method 
but a technical representation because it does not permit to know precisely what to 
model. This is according to the methodology. 

3.3  A logical Service-Oriented Architecture (SOA) 

The concept of SOA (Service Oriented Architecture) defines an architectural style 
based on the assembly services offered by the applications. In this architecture style, 
the various software components are connected by a loose coupling (services are 
independent one from another in order to change easily the order about their 
orchestration to form the process). 

A "service" within the meaning of SOA, is a connection to an application, 
providing access to certain of its functionalities. The functions provided by a service 
can be treatments, information researches. For example, an application of customer 
management can offer a service returning the contact information of a client. In an 
SOA architecture, we are interested However, to several different aspects of designing 
an IS. The PIM4SOA project [8] defines four views to define SOA architecture: 

o Informational view: the information is related to messages and business 
objects exchanged between services. 

o Process view: the process described sequencing and coordination of services 
in terms of interaction and control flow of processes. 

o Service view: services present an abstraction and an encapsulation 
functionality provided by an autonomously entity. 

o Quality of service view (QoS): is interested on other non-functional aspects 
such as: safety and performance of services. 

These views involve a logical architecture. The implementation of a solution of 
urbanization need to rely on a technical platform. A model on a technical architecture 
must be used. This architecture must be a technology framework on which the logical 
model is projected. 
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3.4 Oriented Architecture Technology - ESB 

Service Oriented Architecture (SOA) is implemented using an ESB (Enterprise 
Service Bus). This technology platform integration is now developed as part of 
ObjectWeb community through the Petals2 project. In [9] an ESB is defined as a 
platform to manage the joint use of applications shared by the partners. 

The control of processes associated with this partnership can also be provided 
through the bus and its workflow management tools. The bus plays finally the role of 
mediator between the partners performing the functions of connection and access 
management. ESB is primarily a tool of asynchronous exchange with standardized 
interfaces (SOAP, JMS...) or integrated (JBI...). It can also provide added value 
services (translation, processing ...) activated by events. Currently, the challenge is the 
construction of UML profiles as a technical architecture. Some works has been done 
in this Optical (PIM4SOA project) and a UML profile for SOA was performed [8]. 

4 Application Case 

The National Fund of Social Insurance (CNAS) was created by Executive Decree 
No. 92-07 of January 4, 1992 to reorganize the social security system. Throughout the 
national territory, it is represented by CNAS agency. In terms of services, to each 
agency, are attached payment structures, named: Paying centers, which insured 
persons, are affiliated. The benefits provided for the reimbursement covers the 
following risks: Sickness, Maternity, Disability, Accident and Occupational Disease 
and Death.  

The fund aims to modernize gradually its IS because the logistics hardware, human 
resources, programs training, rules, procedures and regulations, in a word, all the IS 
was mobilized to ensure the quality of the service provided against population of 
insured persons , which is the essence of the existence of an insurance fund.  

It turns out that the current CNAS IS, is characterized by the availability of certain 
useful information, updated through the web portal, but do not provide information on 
its business results. A functional partitioning slowing making any decision was being 
noted on existing applications.  

Lead the activity by focusing on business processes from the beginning to the end 
requires a cross approach beyond the borders of the departments. These processes 
involve multiple actors and systems, which are actually divided into different 
functional zones, but often interact in procedures belonging to the same chain of value 
of the company. This kind of management is that the fund intends to undertake, a 
mode which highlights the idea that the fund may be a business oriented enterprise.  

Note the existence of two main components of the macro business processes of two 
branches of the functional fund namely: 

o The recovery of dues through the population of employers. 
o Benefits for reimbursement of the insured population. 

                                                           
2  http:// petals.objectweb.org 
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The latter is divided into two basic business processes: 

o Reimbursement of medical expenses. 
o Reimbursement of work stoppages. 

Both of them represent the main business in payment structures of the fund. They 
include the following steps: control rights to benefits/services, liquidation, validation 
and payment of the file. A mapping of these processes is illustrated in (Fig.1). 

 
Fig. 1. Mapping of business processes relating to the operation of the fund. 

In (Fig.1), all processes relating to the operation of the fund are mapped. Business 
processes include the macro processes: reimbursement of benefits for insured persons 
and health professionals. Pilot processes include statistics, control and 
communication. Supporting processes like accounting and legal. 

However, we claim that rethinking the architecture of the IS can be done 
progressively. The business process “Reimbursement of Medical Expenses” was 
taken as pilot driver business process throughout the organization that accompanies 
because it is a major element in the right functioning of the fund. It is also a 
fundamental indicator to the services provided quality. And through it, the 
urbanization process of the fund is presented below. 
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5 Our Urbanization Approach  

 
We adopt the PRAXEME3 method in our process of urbanization. It is an 

enterprise methodology, which aims to be open public source, for design or redesign 
of IS, covering all aspects of the business from strategy to software development. To 
represent the company and embrace all angles of appreciation, the method is based on 
a diagram identifying and articulating eight aspects (Fig. 2). 

 
Fig. 2. Enterprise System Topology [10] 

The aspect or facet is a view where the system is seen as a type of particular 
concern. The aspect, which is a component of system, has a relative nature, it is linked 
to a point of view, a kind of concern, a specialization.  

 
Step 1: (Semantic Aspect) in this step, the objects and concepts at the heart system 

are described. We express in this what phase is most stable in our IS. We to find the 
semantic class (object class), the informative properties (attributes), and active 
properties (operations), such as: Class of Insured persons in our case.  The semantics 
business model is developed in terms of packages, modeled 
through diagrams: field, class, transition and states of UML. A 
data repository is designed, on the studied business. 

 
Step 2: (Pragmatic Aspect) at this second stage, the actors of IS are delineated and 

then their types and functions. The pragmatic modeling will define the management 
style, command structure and operation in organizational entities, business processes 
and user profiles, such as business process studied in our case. In other words, in 
terms of use, it is to identify functional areas and in terms of organization, it is to 
identify the business processes. 

                                                           
3  www.praxeme.org 



 

Proceedings ICWIT 2012  109 

Step 3: (Logical Aspect) the result of the previous two steps is projected 
on an SOA model. This last is compatible with the reference architecture in IBM's 
SOA [12]. The SOA model is composed of three layers:  

 

o SOA business layer: is the business services component process 
“Reimbursement of Medical Expenses”. 

o SOA applicative logic layer: consists of bus service with ESB Service 
Registry allows services to be published, sought and relied upon.  

o SOA component layer: invokes the service components involved, which run 
at the server level where they are, the methods implemented by objects 
grouped in the components. 

These are transcriptions by layer of semantic and pragmatic descriptions, 
transcriptions guided by the architectural structure rules. 

 
Step 4: (Technical Aspect) in this step we move from an SOA logical model to an 

ESB technical model. For this we need to define a UML model for USB. This model 
will contain the basic elements that : define an ESB as that "Bus", "XML Message", 
"Directory services "," service address ", etc.. The material aspect is closely related to 
the technical aspect because the choice of the hardware architecture used is set in this 
level. 

 
     Step 5: (Physical Aspect) in this step we focus on a transformation from a model 
to a text. The goal is generated from the ESB model set of text representations 
necessary for setup and the implementation of the ESB platform. We distinguish 
BPEL representation (Business Process Execution Language) for orchestration of 
services, XML representation for presenting messages exchanged between web 
services and structure, a representation of WSDL (Web Services Description 
Language) for describing web services, their addresses, and so on. . And thus set the 
rules for locating software components namely web services on the hardware 
architecture and the covering geographical aspect.  

6 System Architecture  

The IS architecture proposed below (Fig. 3) is a layered architecture, consistent 
with the SOA reference architecture of the IBM [12]. It distinguishes the business 
from the application, which the application architecture is an SOA implemented by 
the bus service (ESB) and packaged web service. 
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Fig. 3. Information System Architecture based on SOA 

 
The business layer is the business services up our process “Reimbursement of 

Medical Expenses”. Business services invoke services made in the register of services 
via an orchestration calls through the engine process BPEL.  

Once a service is called, in his turn invokes services affected components that run 
in the servers where they are located the implemented methods by the objects grouped 
in the components. The implementation is fully distributed, synchronization is 
provided by bus services features which is doted of the transport function. 

The proposed architecture (Fig. 3) provides substantial improvement in IS of the 
fund to support the business processes studied by: 

Promoting agility: because it allows structure in a dynamic relative IS. 
Indeed, any change that can be made on the process, in the future, is easily 
manageable, because of the separation between the business and application. 
Improving accessibility: facilitate communication between the fund and other 
companies or partners such as health professionals, through the use of Web 
services. And thus ensures the sustainability of the business solution 
implemented. 

The implementation is fully distributed, synchronization is provided by the bus 
services (ESB). Therefore, the proposed solution offers a significant time saving for 
any extension of the process itself or generalization of SOA to the other processes. 
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7 Conclusion 

We have presented in this paper an urbanization approach of IS. This approach is 
oriented services. We are inspired by the Praxeme methodology with their different 
aspects in order to stop the steps for our approach. This was validated by the 
application of this approach to our practical case of the IS on the field of social 
insurance benefits, specifically business process: reimbursement of medical expenses.  

The work of the methodological point of view could be a cornerstone in the edifice 
of opens development in a progressive business-oriented enterprise, such as: CNAS. 
Contributions of SOA application in this case, manifested themselves explicitly via 
the flexibility of its business processes and the opening of its IS about the outside 
world through the Web services exposed so that it can be interactive on the web and 
allow businesses, employers and insured persons to be contributors. In the near future, 
we intend to generalize the application of SOA in the enterprise, by its propagating on 
other processes, following the approach presented. Also, think about designing a 
specific ontology to the social insurance field that would be beneficial in the semantic 
aspect of our approach. The use of domain ontology can facilitate the reuse of 
information in the IS. Reuse is a strategic problem for reducing costs and improving 
methods of design and development in our IS. Finally, the combination of SOA and 
Web 2.0 could be a useful extension for our work and for all service oriented IS.  
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Abstract. We aim to describe different approaches for vector quantization in 
Automatic Speaker Verification.  We designed our novel architecture based on 
multiples codebook representing the speakers and the impostor model called 
universal background model and compared it to another vector quantization 
approach used for reducing training data. We compared our scheme with the 
baseline system, Gaussian Mixtures Models and Maximum a Posteriori 
Adaptation. The present study demonstrates that the multiples codebook gives 
more verification accuracy called equal error rate but this improvement also 
depends on the codebook size. 

Keywords: Vector Quantization, Speaker Verification, Codebook, false 
Acceptance, False reject, Universal Background Models, Linde Buzo Gray. 

1   Introduction 

The speaker verification is a field of speaker recognition which the main objective is 
to authenticate a person’s claimed identity. The speaker voice is used to recognize 
him (her), we create two models, the first one is the speaker model and the second is 
the impostor model called universal background model UBM. The recorded speech is 
preprocessed, compared to speaker and UBM model in order to compute the score 
and finally compared to threshold.  
It has been proved that the variation factors like speaker identity, utterance length, 
gender, session, transmission channel, speaking, affect the system performance 
[1][2][3]. Intra speaker variability influences the verification performance system. 
Thus, it is important to record each speaker at different time but also means the huge 
speech data.  
The state of the art of text independent speaker recognition is Gaussian mixture model 
and Maximum a posteriori adaptation. Speaker dependent GMM are derived from the 
speaker independent model called universal background model (UBM) and Maximum 
a posteriori adaptation MAP using target speaker speech data. 
Vector Quantization (VQ) model was introduced in 1980’s used in data compression 
[4]. VQ is one of the simplest text independent speakers model, and often used for 
computational technique. It also provides good accuracy when combined with 
background model adaptation [4][5].  
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In VQ based speaker recognition, each speaker is characterized with the set of code 
vectors and is referred to as that speaker’s codebook. Normally, a speaker’s codebook 
is trained to minimize the quantization error for the training data from that speaker. 
The most commonly used training algorithm is the Linde-Buzo-Gray (LBG) 
algorithm [6]. 
When the speaker speech data becomes huge, it involves the time consuming 
problem. Gurmeet replaced the EM algorithm with LBG algorithm. Experimentally, 
they found that the complexity of calculation can be reduced by 50% compared to the 
EM algorithm. The reason is the LBG algorithm utilize apart of feature vectors for 
classification [7]. 
We applied Vector Quantization in Automatic Speaker Verification; usually, each 
target speaker had his own codebook, when usually the speaker independent models 
had two gender dependent codebook originates from impostor speakers (male, 
female).  
Our approach aim to select the best universal background model UBM, we try another 
way to model VQ UBM with set of sub UBM. We divide the features vectors 
extracted from processing step (Mel cepstral coefficients: MFCC) in a equal size and 
applied for each of them the LBG algorithm to obtain its codebook (cd1,cd2,…cdK).. 
The aim is to get the best sub model with LBG algorithm for impostors (UBM) and 
then compute the distortion error from optimal Sub UBM. We aim to reduce EER in 
the presence of small training data of each client and select the best sub UBM. 
We organized paper as follows, modeling speakers based on vector quantization and 
MAP adaptation is introduced in Section 2, and the ASV architecture proposed in 
Section 3 followed experiments in Section 4 and conclusion in section 5. 

2 Vector Quantization and MAP Adaptation 

We introduce vector quantization and Maximum a posteriori adaptation in Automatic 
Speaker Verification: 

2.1 Vector Quantization  

Vector Quantization (VQ) is a pattern classification technique applied to speech data 
to form a representative set of speaker features. It was introduced to speaker 
recognition by Soong [8]. In speaker verification, Vector quantization (VQ) model 
were applied in Soong and Rosenberg, It is one of the simplest text-independent 
speaker models and  usually used for computational speed-up techniques, it also 
provides competitive accuracy when combined with background model adaptation 
[5][8][9][10].  

In the training phase, a speaker-specific VQ codebook is generated for each known 
speaker by clustering his training acoustic vectors. The distance from a vector to the 
closet codeword of a codebook is called a VQ distortion [4][11]. 
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 In the Test phase, an input utterance of a known voice is vector-quantized using 
trained codebook from proclaimed identity and the speaker independent model 
codebook (Universal Background Model). The total VQ distortion is computed. 

In principle, when we get a large amount of training vectors representing speaker 
in the training vectors. We should reduce it by vector quantization. Suppose there are 
N vectors, to be quantized, the average quantization error is given by 

 
(1) 

The task of designing a codebook is to find a set of code vectors so that E is 
minimized. However, the commonly used method is the LBG algorithm [6]. 

In speaker verification, the codebook is used for classification and minimizing the 
quantization error. We selected LBG algorithm defined as the iterative improvement 
algorithm or the generalized Lloyd algorithm. Given a set of N training feature 
vectors, {t1, t2,.tn} characterizing the variability of a speaker, we search a 
partitioning of the feature vector space, {S1, S2,..., SM}, for that particular speaker 
where S, the whole feature space, is represented as S = S1 U S2 U...U SM.  

The performance of a quantizer is designed by an average distortion between the 
input vectors and the final vectors, where E represents the expectation operator 
(equation 1). 

 2.2 Gaussian Mixture Models & MAP Adaptation 

GMM-UBM-Maximum Likelihood Modeling: this approach is based on training 
UBM male model with Gaussian mixture model and the other female UBM (from 
female speech). The model parameters (mean, covariance and weight of the Gaussian) 
are trained with the EM algorithm (Expectation-Maximization).  

Maximum a Posteriori approach MAP resolve the problem of maximum likelihood 
ML(can’t generalize well to unseen speech data in low training data). MAP use prior 
knowledge of the distribution of the model parameters and insert it in modeling 
process[12][13]. The Maximum A Posteriori MAP approach is to use the world model 
and client training data to estimate the client model  on the basis of these data and 
MAP Adaptation   [12][13] [14][15][16]. 

The client model is derived from the world model by adapting the GMM 
parameters (mean, covariance, weights) estimated. However, experimentally, only the 
averages of GMM are adapted [13].  

3 Speaker Verification Architecture Based on Vector Quantization  

We proposed two VQ-UBM models, the first one is the baseline system, the second is 
VQ Sub-UBM. We describe our new modeling UBM: 
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3.1 Training Phase 

VQ Sub UBM 

 The acoustics vectors obtained in features extraction were split in subset of data with 
the same dimension and served to create codebook {CDU1, CDU2, …, CDUk} for 
world model UBM. We divide UBM speech data in N subsets instead of one global 
UBM, in figure 1, after feature extraction, the MFCC vectors were the input of L.B.G 
algorithm which provide K codebook. 

 
Codebook 

There are several different approaches to finding an optimal codebook. The idea is to 
begin with a vector quantizer and a codebook and improve upon the initial codebook 
by iterating until the best codebook is found. We aim to reduce redundancy in UBM 
data by clustering, to do that, we implement this algorithm: 

Algorithm 1: VQ Sub-UBM 

Training Phase  

Input : MFCC vectors; Output: Codebook CDU(1..M). 

We divide MFCC vector in equal sub matrix and applied 
LBG algorithm for each of them. 

   Input[ C ]= MFCC vector(Feature Extraction). 

   Split C in M equal sub matrix Ci;  

Train UBM of each Ci for different size of 
codebook(k=16,32,64,128,256); Result= CDU (i=1..M). 

Test Phase 

In recognition phase, we compute Euclidean distance and 
evaluate quantization error from each codebook and test 
vector, 

We choose the best codebook with minimal quantization 
error. 

The quantization square error ESQ 

 

 
(2) 

        Where    ; Xi :vector data; yK : centroid 
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Fig 1. Vector Quantization Architecture: VQ Sub-UBM is applied for UBM only 

3.2 Test Phase 

We compute the threshold (CDT) from 8 male and 8 females’ speakers others than 
UBM speakers and trained by LBG algorithm. 

 Test Algorithm 

CDU: UBM codebook; CDS: Speaker codebook; 

VQdist : VQ distorsion 

Input : X=speaker speech ,claimed identity, 

     MFCC= Feature Extraction(X) 

      For i=1 to M  VQcdu=VQdistorsion(X,CDUi) End 

CDUoptimal=CDU best cobdebook UBM  where      
Argmin(VQdistorsion(X,CDUi)) 

VQdist(speaker) = VQdist(X,CDS)  – Vqdist(X,CDUoptimal) 

If   VQdist(speaker)>  VQdist(CDT)  then  client acces 
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 Else    reject 

4 Protocol Experiment 

In this section, we describe a set of experiments designed to evaluate the performance 
of the proposed system under a variety of condition and compare it to baseline system 
GMM MAP and standard VQ UBM.  

 4.1 Database and Baseline System 

The Arabic database is recorded in Goldwave frequency 16KHz for a period of 60s 
for each speaker when training and 30s in the testing phase. The UBM population is 
15 men's and 15 women. Four sessions are recorded for each speaker at an interval of 
1 month. Ten clients are registered in the database (5 men and 5 women). 

4.2 VQ Sub-UBM Model 

We extract MFCC vector for all acoustics data allowed to UBM training and applied 
LBG algorithm for it. We obtain one centroid (NxT) by gender, where we try 
different value of N=k=16, 32, 64, 128, 256. In recognition phase, we compute 
Euclidean distance and evaluate quantization error (equation 1) from centroid and test 
vector, we computed codebook for each target speaker and finally evaluate the score. 

TABLE I.  VQ-SUB UBM PERFORMANCES 

CodeBook Size FA(%) FR(%) 
CD32 22,86 23,86 
CD64 25,71 23,86 
CD128 7,14 22,73 
CD256 14,29 22,73 

4.3 Baseline VQ UBM Model 

We compute one codebook for the Baseline VQ UBM and evaluate LBG algorithm 
for k=16, 32, 64, 128. We built UBM models from 30 Arabic speakers; UBM male 
with 15 male speakers and UBM female from 15 female speakers. The global 
threshold is computed from other database: 8 male and 8 female speakers. 

 
 
 

TABLE II.  BASELINE VQ UBM PERFORMANCES 
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CodeBook Size FA(%) FR(%) 
CD32 14,29 73,03 
CD64 12,86 4,89 

4.4 Baseline GMM MAP system 

We train universal background model UBM gender dependent(male, female) under 
expectation maximization algorithm EM and create each target speaker model with 
GMM MAP approach, we try different sizes of GMM (8, 16, 32,64,128) and evaluate 
the value of false acceptance and false rejection. 

TABLE III.  GMM MAP SYSTEM RESULTS 

#Gaussians 8 16 32 64 128 
GMMMAP EER % 19.16 36.12 35.2 35 36.04 

 

 

Fig 2. Comparaion of VQ Baseline and VQ SUB UBM 

5 Discussions 

We compare different modeling speaker techniques: VQ Sub-UBM, Baseline 
VQUBM and GMM MAP their performances were evaluated using the same data and 
front end processing. 

Table I shows the value of false acceptance and false rejection for different 
codebook size (32, .., 256) in VQ SUB UBM approach and observe that the best value 
is designed for 128 codebook size (7.14% and 22.73%). The result in table 1 provide 
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more accuracy recognition than table II for codebook size=32(FA=22.86%; 
FR=23.86%) and worst for codebook size 64. We observe that the size of codebook 
influences the performance and the multiple UBM provide better result. 

Figure 2 demonstrate the performance of VQ SUB UBM is worst than VQ UBM 
in false rejection, however we tested only VQ UBM with 32 and 64 codebook size. 

In Baseline GMM MAP system, Equal error rate is 19.16% for 8 mixtures and 
between [35%-36.12%] for model order M=16...128. The performances decreases 
because the reduced speech data and didn’t apply normalization technique like 
Tnorm. 

6 Conclusions 

VQ SUB UBM achieved (FA=7.14% and FR=22.73%) for 128 codebook size and 
improved the performance of vector quantization applied in speaker verification 
compared to baseline vector quantization. The codebook size influences the 
verification accuracy. The size of speech data should be increased in order to validate 
our experiments in large database.  
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Abstract. The successful use of the Princeton WordNet for Text Cate-
gorization has prompted the creation of similar WordNets in other lan-
guages as well. This paper focuses on a comparative study between two
WordNet based approaches for Multilingual Text Categorization. The
first relates on using machine translation to access directly the prince-
ton WordNet while the second avoids machine translation by using the
WordNet associated for each language.
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1 Introduction

With the rapid emergence and proliferation of Internet and the trend of glob-
alization, a tremendous number of textual documents written in different lan-
guages are electronically accessible online. Efficiently and effectively managing
these textual documents written in different languages is essential to organiza-
tions and individuals. This necessity gave birth to a new domain of research that
is the Multilingual Text Categorization.

The growing popularity of the Princeton WordNet as a useful resource for
English and its incorporation in natural language tasks has prompted the cre-
ation of similar WordNets in other languages as well. Indeed, WordNets for more
than 50 languages are currently registered with the Global WordNet Association
1. In this paper we try to answer the question: ”Will the use of these Word-
Nets in Text Categorization guarantee good results better than those
obtained by the Princeton WordNet ?”.

The rest of the paper is organized as follows. In section 2, we review some
related works for Multilingual Text Categorization. In section 3, we describe
the two approaches to be compared. Section4 presents the experiments and the
results. Finally, conclusion and future works are reported in section 5.
1 http://www.globalwordnet.org



2 Multilingual Text Categorization

Multilingual Text Categorization(MTC) is a new area in Text categorization in
which we have to cope with two or more languages (e.g English, Spanish and
Italian).

MTC is a relatively new research topic, about which not much previous work
in the literature appears to be available. Most approaches have mainly addressed
different translation issues to solve the problem. R.Jalam et al. presented in [1]
three approaches for MTC that are based on the translation of documents toward
a language of reference. Rigutini et al. used in [2] a machine translation system to
bridge the gap between different languages. The major disadvantage of Machine
translation based approaches is the absence of machine translation systems for
many language pairs and the wide gap between the translated documents and
original documents.

In order to overcome the disadvantage of using machine translation systems,
many researches have been working on using linguistic resources such as bilingual
dictionaries and comparable corpora to induce correspondences between two lan-
guages. A.Gliozzo and C.Strapparava propose in [4] a new approach to solve the
Multilingual Text Categorization problem based on acquiring Multilingual Do-
main Models from comparable corpora to define a generalized similarity function
(i.e. a kernel function) among documents in different languages, which is used
inside a Support Vector Machines classification framework. The results show
that the approach largely outperforms a baseline. K.Wu et al. proposed in [3] a
novel refinement framework for cross-language text categorization investigating
the use of a bilingual lexicon to identify a novel model called domain alignment
translation model. Their approach can achieve comparable performance with the
machine translation approach using the Google translation tool, although their
experiments only consider the word level but ignore the base phrase.

These last years, researches showed that using ontologies in monolingual
text categorization is a promising track. J.Guyot proposed in [9] a new approach
that consists in using a multilingual ontology for Information Retrieval, without
using any translation. He tried only to prove the feasibility of the approach.
Nevertheless, it still has some limits because the used ontology is incomplete and
dirty. Intelligent methods for enabling concept-based hierarchical Multilingual
Text Categorization using neural networks are proposed in [13]. These methods
are based on encapsulating the semantic knowledge of the relationship between
all multilingual terms and concepts in a universal concept space and on using a
hierarchical clustering algorithm to generate a set of concept-based multilingual
document categories, which acts as the hierarchical backbone of a browseable
multilingual document directory. We have proposed in [10] a new approach for
MTC based on spreading the use of WordNet in Text Categorization towards
MTC in order to reduce noises introduced by machine translation.

3 Description of the two proposed approaches

As shown in figure 1, the two approaches are composed of three phases:
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– Knowledge representation step;
– Training step;
– Predicting step.

For our experiments, the two approaches have the same training and prediction
phases. The only difference is on the knowledge representation phase.

3.1 Knowledge representation

First approach The first approach consist on representing knowledge with
the use of the Princeton WordNet. The labelled documents are mapped directly
into the synsets of the princeton WordNet since they are expressed in English
language. The unlabelled documents needs to be translated into the English lan-
guage in order to be able to be mapped to the Princeton WordNet. The mapping
into the princeton WordNet consists in replacing each term in a document by its
most common meaning from the Princeton WordNet. We used a simple disam-
biguation strategy that consists of considering only the most common meaning
of the term (first ranked element) as the most appropriate. Thus the synset
frequency is calculated as indicated in the following equation:

sf(ci, s) = tf(ci, {t ∈ T | first(Ref(t)) = s}) (1)

where:

– tf(ci, T
′): the sum of the frequencies of all terms t ∈ T ′ in the train docu-

ments of category ci.
– Ref(t): the set of all synsets assigned to term t in WordNet.

Second approach The second approach excludes the direct use of machine
translation techniques by incorporating the WordNet associated for document
languages. Indeed, each term document will be firstly mapped to the WordNet
synsets of the language in which the document is expressed. As result, the la-
belled documents and the unlabelled documents will be mapped on different
taxonomies. The labelled documents will be mapped to the Princeton WordNet,
and the unlabelled documents will be mapped to the WordNets associated to
unlabelled documents languages. It is necessary to match the taxonomies of all
the used WordNets to a common taxonomy in order to unify document represen-
tations. Since the Princeton WordNet is the richest taxonomy, we have chosen
it to be the common taxonomy. This matching offers the following advantages:

– Avoiding the direct use of machine translation techniques which eliminate
the problem of translation disambiguation.

– Interconnecting the different WordNets to the most rich WordNet (Princeton
WordNet) which resolves the richness of some WordNets.

Formally,the synset frequency is calculated as indicated in the following equation:

sf(d, s) = tf(d, {t ∈ T | match(first(Ref(t, L))) = s}) (2)

where:
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– tf(d, T ′): the sum of the frequencies of all terms t ∈ T ′ in the unlabelled
document d .

– L: The language of the unlabelled document d.
– Ref(t, L): the set of all synsets assigned to term t in WordNet associated to

language L.
– match(s): the corresponding synset of the synset s on the Princeton Word-

Net.

Fig. 1. The two compared approaches

Capturing relationships After mapping terms into Princeton WordNet synsets,
this step consists in using the WordNet hierarchy to capture some useful rela-
tionships between synsets (hypernymy in our case).The synset frequencies will
be updated as indicated in the following equation:

sf(ci, s) =
∑

b∈H(s) sf(ci, b) (3)

Where:

– ci: the ith category.
– b and s are synsets.
– H(s): the hyponyms set of synset s
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3.2 Training

The training phase consists in using the labelled documents to create conceptual
categories profiles. Formally, each category will be represented by a conceptual
profile which contains the K better synsets (our features) characterizing best
the category compared to the others. For this purpose we used the χ2 multivari-
ate statistic for feature selection. The χ2 multivariate [24], noted χmultivariate

2

is a supervised method allowing the selection of features by taking into ac-
count not only their frequencies in each category but also interaction of features
between them and interactions between features and categories. Given the ma-
trix (synsets-categories) representing the total number of occurrences of the p
synsets in the m categories. The contributions of these synsets in discriminating
categories are calculated as indicated in the following equation, then sorted by
descending order for each category.

Cχ2
jk = N

(fjk−fj.f.k)2

fj.f.k
× sign(fjk − fj.f.k) (4)

Where:

– fjk = Njk

N : the relative occurrence frequency.
– N : The total sum of the occurrences.
– Njk: The frequency of the synset sj in the category ck.

Once the contributions of synsets are calculated and ordered for each category,
the conceptual profile of each category contains the k first sorted synsets.

3.3 Prediction

The Prediction phase consists on using the conceptual categories profiles in clas-
sifying unlabelled documents. Our Prediction phase consists of:

– Weighting the conceptual categories profiles and the conceptual vector of the
unlabelled document. In our experiments, we used the standard tfidf (term
frequency - inverse document frequency) function [25], defined as:

w(sk, ci) = tfidf(sk, ci) = tf(sk, ci) × log( |C|
df(sk) ) (5)

Where:
• tf(sk, ci) denotes the number of times synset sk occurs in category ci.
• df(sk) denotes the number of categories in which synset sk occurs.
• | C | denotes the number of categories.

– Calculating distances between the conceptual vector of the document and
all conceptual categories profiles and assigning the document to the category
whose profile is the closest with the document vector. In our experiments,
we used the dominant similarity measure in information retrieval and text
classification which is the cosine similarity that can be calculated as the
normalized dot product:

Si,j =
∑

s∈i�j tfidf(s,i)×tfidf(s,j)√∑
s∈i tfidf2(s,i)×∑

s∈j tfidf2(s,j)
(6)
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With:
s: a synset,
i and j: the two vectors (profiles) to be compared.
tfidf(s, i): the weight of the synset s in i.
tfidf(s, j): the weight of the synset s in j.

4 Experimental results

4.1 Dataset for evaluation

For our experimentations, we extracted a bilingual dataset from Reuters Corpus
Vol. 1 and 2 (RCV1, RCV2) using English training (RCV1) and Spanish test
documents (RCV2). Our dataset is based on topic (category) codes with a rather
varying number of documents per category as shown in Table1

Table 1. The 8 used Categories of the Multilingual Reuters corpus

Code category Category Description English labelled Spanish unlabelled
documents documents

C183 Privatisations 200 205
GSPO Sport 401 84
GDIS Disaster 278 116
GJOB labour issues 401 197
GDEF Defence 227 83
GCRIM Crime, Law enforcement 401 157
GDIP International relations 401 237
GVIO War, Civil war 401 306

4.2 Results

For comparison, we have tested the two approaches on our multilingual dataset.
Experimental results reported in this section are based on the so-called ”F1

measure”, which is the harmonic mean of precision and recall.

F1(i) = 2×precision×recall
precision+recall (7)

The results of the experimentations are presented in Table2, Concerning the
profiles size, the best performances are obtained with size profile k = 900 for the
two approaches. Indeed, the performances improve more and more by increasing
the size of profiles.

Comparing the results of the two approaches, the first approach largely out-
perform the second approach.
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Table 2. Comparison of F-score results on the two approaches

Size of profiles Approach1 Approach2

k=100 0.586 0.201
k=200 0.608 0.213
k=400 0.621 0.219
k=500 0.509 0.222
k=700 0.634 0.221
k=900 0.639 0.268

5 Conclusion

In this paper, we have compared two approches for using WordNets for MTC,
The first approach is based on using machine translation to use the Princeton
WordNet while the second approach is based on replacing the use of machine
translation by incorporating a WordNet for each language. The results of the
experimentations show that the use of WordNets does not guarantee good results
rather than those obtained by the Princeton WordNet. Future works will concern
the experimentation of the second approach with differents WordNets in order
to be able to confirm the obtained results.
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Abstract. Recommender Systems (RSs) are largely used nowadays in many ar-
eas to generate items of interest to users. Recently, they are applied in the 
Technology Enhanced Learning (TEL) field to let recommending relevant 
learning resources to support teachers or learners’ need. In this paper we pro-
pose a novel recommendation technique that combines a fuzzy collaborative fil-
tering algorithm with content based one to make better recommendation, using 
learners’ preferences and importance of knowledge to recommend items with 
different context in order to alleviate the Stability vs. Plasticity problem of TEL 
Recommender Systems. Empirical evaluations show that the proposed tech-
nique is feasible and effective. 

Keywords: Technology-Enhanced Learning, Recommender Systems, Collabo-
rative Filtering, Content Based Filtering, Learner Profile, Fuzzy C-means, Ma-
trix Factorization. 

1 Introduction 

Web development has created a need for new techniques to help users find what 
they want and also to know that information exists, these techniques are called Rec-
ommender Systems (RSs). These systems are built generally based on two different 
types of methods that are Content Based Filtering (CBF) and Collaborative Filtering 
(CF). RSs suffer from several problems defined in [1], where one of them is the prob-
lem of the system’s stability compared to the user’s profile dynamicity (Dynamicity 
vs. Plasticity Problem) [1]. This problem comes from the system’s incapability to 
track the user’s behavioral evolution, because in RSs once a user’s profile has been 
established, it is difficult to change it. RSs are widely used in many areas, especially 
in e-commerce [2],[3]and[4]. Recently, they are applied in the e-learning field, more 
specifically in Technology Enhanced Learning (TEL) [5], in order to personalize 
learning content and connect suitable learners with each other according to their indi-
vidual needs, preferences, and learning goals.  

TEL can be differentiated into formal and non-formal learning settings. In non-
formal learning, the learners are acting more self-directed and they are responsible for 
their own learning. The learning process is not designed by an institution or responsi-
ble teachers like in formal learning, but it depends on individual learners’ preferences 
or choices, which is similar to consumers looking for products on the internet. So, 
lifelong learners are need to have an overview of the available learning activities and 
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materials to decide which of them match better their personal needs, preferences, 
prior knowledge and current situation. Where the need to use Personalized Recom-
mender Systems (PRS) that use efficiently the available resources in the network and 
propose learning resources and activities depending on individual needs, learning 
goals, context, and increase collaboration between learners. But the learner’s need and 
preferences may change over period of time, also in the same time where he wants to 
learn from resources with different context. This creates the need of designing Adap-
tive RSs (ARS) capable of generating recommendations with different tastes depend-
ing on the learner’s profile evolution. ARSs design is a great challenge because of the 
Stability vs. Plasticity problem of these systems. 

Whereas recommendations in TEL field depend not only to learner’s preferences 
but on the context as demonstrated in [6]; this makes more and more important the 
use of CBF in the recommendation process. To this end, we elaborate a hybrid tech-
nique that combines between a fuzzy-based CF algorithm and CBF using taxonomic 
information to generate multi-context recommendations with better performance.  

The paper is organized as follows. Section two, presents the RSs field and the third 
section, contains some works deployed RSs in the TEL field. Then, we outline our 
proposed fuzzy hybrid technique to recommend learning resources with different 
tastes, in section four. Empirical results are presented in the fifth section. Finally, we 
give some conclusions and lines of future work. 

2 Recommender Systems 

RSs provide adequate information to people in need using a representation of the 
user called "User Profile". This profile is compared with different profiles available to 
determine those to which they correspond [7]. So, RSs intend to send from a 
large amount of information generated dynamically, the information judged relevant. 
Hence, filtering is interpreted as elimination of unwanted data on an incoming 
stream, rather than looking for specific data on this flow. 

RSs are built generally based on two different types of methods that are Content 
Based Filtering (CBF) and Collaborative Filtering (CF). The CBF approach  gener-
ates content recommendations based on the characteristics of users or items, while the 
CF method  just use the evaluations made by users on the items to predict 
the unknown ratings of new user-item pair. Typical CF algorithms can be categorized 
into two classes: neighborhood methods and factorization methods. Generally factor-
based algorithms are considered more effective than those based on neighborhood. 
But they are often complementary and the best performance is often obtained by 
blending them [8]. Hybridization between CF and CBF approaches has been the sub-
ject of interest in a lot of works on RSs, to enjoy their benefits. 

One of the major problems of RSs is the Stability problem of these systems com-
pared to the dynamic profile of the user (Stability vs. Plasticity Problem) [2]. To 
overcome this problem, we proposed a hybrid approach that combines between 
the CB approach that uses taxonomic information to represent the item’s content and 
collaborative approach that uses preferences of similar learners (neighbors) to predict 
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the active learner’s preferences, then, generating diversified recommendations that 
meet their needs according to his membership degrees to different clusters. These 
membership values can be obtained in the CF phase by applying the Fuzzy Logic [9], 
or by applying the Fuzzy C-means algorithm (FCM) [10]. 

In order to offer all needs of the active learner that fit their different tastes, we pro-
pose a fuzzy based clustering algorithm to regroup learners including the active learn-
er, and that guarantees a multi-affectation of learners to nearest clusters allowing them 
to receive partial recommendations generated in each cluster according to their mem-
bership degrees. Due to the two major challenges for the CF based systems, which are 
the Scalability and Sparcity Problems, the application of traditional FCM algorithm 
can confront some difficulties. From this point, our goal was to design an efficient CF 
algorithm that guarantee a multiple assignment of a user to different clusters, by mod-
ifying the FCM objective function to a Matrix Factorization (MF) one[11]. 

3 Background 

Many RSs have been deployed in TEL, as surveyed in Manouselis and al.[5], for 
recommending learning materials and resources to the learners in both formal and 
informal learning environment[12]. Concretely, Garc’ıa and al.[13] uses association 
rule in the form of IF-THEN rules to discover information of interest through student 
performance data, then generating the recommendation based on those rules; Bobadil-
la and al.[14] had using a CF scheme where they incorporated learners’ test score into 
the item prediction function; Soonthornphisaj and al.[15] applied CF to predict the 
most suitable learning objects to the learners; Ge and al.[16] have combined between 
CBF and CF to make personalized recommendation for a courseware selection mod-
ule. Finally, Thay-Nghe and al.[17]applied the MF technique in the educational con-
text, for predicting student performances. A critical study of recommender techniques 
regarding to their applicability and usefulness in TEL has presented in [12], providing 
an overview of advantages and disadvantages of each technique, and report the envis-
aged usefulness of each one for TEL recommenders. For more details on TEL Rec-
ommender Systems please refer to [5]. 

Generally RSs in e-learning deal with information about the learners and learning 
activities and would be able to track the evolution of the learner profile (behavior) 
during his different learning levels. For this aim, we propose a new hybrid technique 
that combines CF (using MF) with CBF to better predict the learner’s need. The pro-
posed technique allows generating learning resources recommendations to lifelong 
learners that correspond to their different interests, tracking their profiles evolution. 

4 Contribution 

To improve the recommendation quality, we are conducted toward hybridization 
between CF and a CBF to enhance the CF accuracy in TEL Recommender Systems in 
order to deal with the sparcity and scalability problems. 
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Our proposed approach can be divided into two main phases; the first one contains 
the description of the fuzzy-based CF algorithm and the CBF one, with their messing 
scores predictions. Then, it presents the hybrid scheme that blends the two predictions 
in order to obtain a full learner-course matrix. The second phase contains the recom-
mendation algorithm adapted to TEL field by incorporating the learner’s performanc-
es in order to generate effective recommendations.  

4.1 Environment description  

The universe of discourse considered in our system is based on pair-wise relation-
ships between two types of entities u and t, which we call “user” and “item”, or 
“learner” and “course”, respectively. We envision a world with: 
─ A set of learners U = {ݑଵ , ݑଶ, ……ݑே}; - A set of courses C = {ܿଵ, ܿଶ, …, ܿெ}. 
─ Each item is described by a set of descriptors D(t)= {d1,d2, ..,dn} such that |D (t)|≥1. 

A taxonomic descriptor d is an ordered sequence of topics p denoted by d = {p0, 
p1,…pq} where d ⊆ D(c), c ⊆ C. The topics within a descriptor are sequenced so 
that the former topics are super topics of the latter topics, when the super topic co-
vers the general term of the domain and sub-topic covers a more specific term.  

 ௨, The evaluation of course c made by learner u. All evaluations made by theݎ ─
learner u form a vector  ݎ௨, that represents his profile. The evaluation matrix is R. 

 ௨,ሻ is the probabilityݖ) =௨,The probability that learner u belongs to cluster k; Zݖ ─
matrix U × K, where U, K are number of learners and clusters, respectively. 

─ ܿ,௧ The average of evaluations made by members of cluster k to item t, and C = 
(ܿ,௧ሻ is the matrix of centroïds K × T, where T is the number of items. 

4.2 The Fuzzy-based Collaborative Filtering algorithm 

As mentioned above, this part contains our novel CF algorithm description. From 
the literature survey on the CF algorithms, we have the main steps of our algorithm: 
─ First, the automatic construction of groups in the system from the evaluation ma-

trix using the Non-Negative Matrix Factorization (NNMF) method. The reason be-
hind this choice and use of  this method, is the reduction of the scalability prob-
lem that occurs when adding a new user or a new item 

─ In addition, the resulting probability matrix can be used to process data to 
solve large-scale problems of CF more efficiently. 

─ Then, for the neighborhood selection, we propose to consider just the K-nearest 
neighbors belonging to the  C-nearest clusters following the principle of [18], 
[8] but using the fuzzy extension of the algorithm. 

─ The prediction of learner’s preferences. 

4.2.1 Users clustering algorithm: Modified FCM to NNMF (MFCMtoNNMF).  

In this step we will factorize the evaluation matrix R into two matrices Z and 
C. where Z is the probability matrix and C is the matrix of cluster centers. 
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We will use a modified version of FCM into NNMF following the same principle 
of WU and LI [11], with adding the non-negativity constraint on the elements of the 
matrix C. Since C is the matrix of cluster centers where each element is the evalua-
tions’ average made by members of a cluster c to a given course c, so its compo-
nents must be ≥ 0. The problem with new constrained to be solved is 
HሺZ, Cሻ  ൌ    ଵ

ଶ
 ∑ ሺݎ௨, െ 

ଵ
∑ ୣ౫,ౡK
ౡసభ

∑ e౫,ౡܿ,ሻ
ୀଵ

ଶ
ሺ௨,ሻא  λ ||ܿ||ଶଶ  λ௭||ݖ௨||ଶଶ         (1) 

St. ܼଵ ൌ 1 ; Z ≥ 0 ; C ≥0.                                                
To resolve this problem, we have used the ACLS algorithm (Alternating Con-

strained Least Squares Algorithm) proposed in [19]. And to initialize the ACLS algo-
rithm, we proposed a modified version of the random Acol initialization method cited 
in [19] by initializing each row of the matrix C by averaging p random rows of the 
evaluation matrix R. we called this method random Rrows initiatization method. 

4.2.2 Neighbors Pre-selection and Selection  

An important step in the CF algorithm is the search for neighbors of the current 
learner. Traditional methods generally need to search the entire database, which defi-
nitely suffer from the scalability problem. We proposed an adjusted version of the 
fuzzy neighborhood algorithm following the same principle as in [8], [18] as follows:  
• Calculate similarity between the active learner and all clusters to select the Fuzzy 

C-Nearest Prototypes (FCNP) [20]. We have considered only the FCNP because 
it’s uninteresting to assign the learner to dissimilar clusters. 

• Calculate similarity between the active learner and members of the FCNP to select 
the Fuzzy K-Nearest Neighbors (FKNN) [20] using the learner membership de-
grees to clusters in order to minimize the calculations. 
We proposed to use the difference between membership degrees to the same clus-

ter as a similarity measure between the active learner and members of FCNP. Where, 
the similarity between two learners increases when the difference between their de-
grees of belonging tends to 0. 

4.2.3 The CF-Based prediction of the learner preferences  

Similar to the idea presented in [21], we propose a framework that 
can effectively improve the performance, by combining linearly the prediction results 
of user based and item based algorithms, respectively as a CF Based prediction. 

,ܽݑሺ݀݁ݎ_ܤܨܥ ܿሻ ൌ ෞ௨,ݎݑ ߜ   ሺ1 െ  ෝ௨, (2)ݎሻଓߜ

Where ݎݑෞ௨, and ଓݎෝ௨,ୡ are user-based and item-based predictions. 
After the application of CF-based prediction methods, values in the cells of learn-

er-course matrix are recalculated and updated. So, the sparseness of the matrix is 
therefore reduced. However, there may still be some empty cells due to the inadequate 
number of nearest neighbors for that learner. For this reason, it is necessary to use 
content information to make prediction for each learner-course pair. Then, merging 
the two predictions types to make full evaluation matrix. 
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4.3 Content-Based Filtering 

To predict messing values based on content, we must have a set of features to de-
scribe the items’ content in order to correlate similar items. In our system, items 
are courses and features are topics (information used to describe the courses’ content). 

We propose to calculate the occurrence frequency of each topic in all evaluated 
items by the active learner ua. Then, we will give a score to each topic to pro-
mote courses according to the topics’ appearance and evaluations made by learner ua 
to each course. The reason is that two topics ଵ and ଶ belong to two courses ܿଵ 
andܿଶ, respectively, can have the same occurrence frequency in the set of items evalu-
ated by ua, but the course ܿଵ had a better evaluation against the courseܿଶ. Hence, the 
learner’s preferences should promote ଵ∈ ܿଵ over ଶ∈ܿଶthrough their scores in the 
preferences’ vector. So, the score assigned to the topic  in the preferences’ vector of 
the learner ua is computed as follows 
,ሺ ݁ݎܿݏ VሬሬԦ୳ୟሻ ൌ

∑ ሺ௧ሺ௨,ሻאሺೠೌሻ   .  ை௨ሺሻሻ

|ሺ௨ሻ|
 (3) 

Such that |c(ua)| is the number of items rated by ݑ. rating(ua,c) is the evalua-
tion made by ua to the course c containing topic ୬, and ܱܿܿݎݑሺሻ represents the 
occurrence frequency of the topic  in the set of items evaluated by ua.  

After have given a score for each topic, we calculate the similarity between the test 
course and the set of courses assessed by the active learner to select the T-
nearest courses to the test course.  We propose to use the cosine similarity measure to 
calculate the similarity between two course vectors. 

4.3.1 Content-Based prediction 

Finally, we make the content-based prediction of the messing values. The rating 
prediction for an unseen course is formulated as follows 

,ܽݑሺ݀݁ݎ_ܤ ܿሻ ൌ  
∑ ௧ሺ௨,ሻאಿሺሻ   .  ୱ୧୫ሺ,ሻ

∑ ௦ሺ,ሻ∈ಿሺሻ
 (4) 

Where ratingሺuୟ,mሻ represents the evaluation made by the learner ua to course 
 .ሺܿሻ and sim(c,m) is the similarity calculated in the previous sectionܫܰܶ∋݉

This type of prediction use topics to predict messing ratings. So, it needs predictive 
features to achieve a good prediction which limit the effectiveness use of this predic-
tion lonely. To address limitations of the CF-based and Content-based predictions, we 
are conducted toward hybridization between them. 

4.4 Hybrid prediction 

In this section, we will present our hybrid prediction scheme that combines be-
tween the CF-based prediction and the Content-based prediction in order to obtain a 
full user-item matrix. Our proposed hybrid prediction scheme is defined as follows 
 (5) (ܿ,ܽݑ)݀݁ݎ_ܤܥ×(α−1) + (ܿ,ܽݑ)݀݁ݎ_ܤܨܥ ×α= ݀݁ݎ_݈ܽ݊݅ܨ

Where α is used to control the weight between the two predictions. 
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4.5 The Top-K Recommendation 

After applying the hybrid algorithm cited above, we obtain predictions of the un-
viewed items by the active learner. Then, we apply the procedure for generating 
the recommendation. The first step is to calculate the scores of items based on clus-
ters’ preferences and the learner preferences’ prediction, to select the Top-N items in 
each group.  Then, generating a list of Top-K items selected from the Top-N items. 

The preferred items (courses) will be determined by the number of nearest learn-
ers who evaluated the course (popularity) and their mean explicit evaluations by: 
 (6)              (c,ܿݑ) כ (ߚ−1) +  (c ,ܿݑ)ݕ݉ כ ߚ=(c ,ܿݑ )݂݁ݎ_ܥ

This formula is based only on the explicit evaluations. To apply this formula in the 
TEL field, we introduce the importance of knowledge proposed in [14]. So the aver-
age will be replaced by an evaluation estimation ݁ of a course taking into considera-
tion the importance of knowledge of learners who evaluated the course c;  
݁ሺܿݑ, ܿሻ ൌ   ଵ

∑ ௦ҧೠಷ಼ಿಿ
ೠసభ

∑ ҧ௨ிேேݏ
௨ୀଵ  ௨,                                                     (7)ݎ

Such as ݏҧ௨ is calculated as  ݏҧ௨ ൌ
ଵ
௧
 ∑ ௨,௧்ݏ

௧ୀଵ                                                (8)                          
Where ܿ௨,௧ is the score obtained by the learner u in the test t. ݎ௨, is the explicit 

evaluation of the learner u the course c. Thus, the C_pref formula becomes as follows; 
,ܿݑ ሺ݂݁ݎ_ܥ ܿሻ ൌ  ߚ כ  ݁ሺܿݑ, ܿሻ    ሺ1 െ כ ሻߚ ,ܿݑሺ  ܿሻ             (8) 

Then, a score (rank) is assigned to each item (course) in order to ranging items ac-
cording to the cluster preferences and the predicted learner preferences. As  
ܴܽ݊݇௨, ൌ ,ܿݑ ሺ݂݁ݎ_ܥߙ  ܿሻ  ሺ1 െ ,ݑොሺݎ ሻߙ  ܿሻ                                (9) 

The list of recommendations to be generated in the cluster uc is chosen by selecting 
the TOP-N items with the highest scores and the TOP-K items will be set as follow 
ܭ ൌ ௨,௨ݖ כ ܰ                                                          (10) 

Where N is the number of items selected from cluster uc and ݖ௨,௨ is the member-
ship degree of the learner u to cluster uc. The final recommendation is formal-
ly represented as 
∑ TOP െ K ሺuc, cሻ୳ୡ אCିNPሺ୳ሻ                                                                                     (11) 

5 Application: Experiment and Results   

5.1 Moodle Dataset 

Moodle1 is a free source e-learning software platform. Due to the lack of no data 
sets have been made publicly available for formal and non-formal learning, we used a 
database very known in RSs, BX-Book-Rating2 and we consider that each book is a 
learning resource or a course. We restricted our validation to a subset of this base by 
selecting just 21 learners, 20 courses and we have added information about the 
knowledge level of the learner, which are his test scores. And we integrated it with 
our technique in the Moodle platform. As showed in Fig.1. 

                                                           
1 www.moodle.org 
2 www.informatik.uni-freiburg.de/~cziegler/BX/ 



 

Proceedings ICWIT 2012  136 

 
Fig. 1. Moodle Platform with our dataset 

5.2 Mean Absolute Error (MAE) 

We choose the Mean Absolute Error (MAE ) as the evaluation metric to calculate 
the performance of our CF scheme.   
ܧܣܯ ൌ ∑ |௫ೠೌ,ି௫ೠೌ,|ೠೌ,

|ே|
   (13) 

N is the number of test evaluations. More MAE is lower, the performance is better. 
As we are in the TEL field, we will apply the novel MAE metric proposed by [14], 

and adapted to the e-learning domain, in order to take in consideration the knowledge 
importance of the learner (his different test scores). The novel metric is as follow 
ܧܣܯ ൌ ଵ

||෪
∑ ௨,ݎ െ ሾሺ1 െ ሻሿ݁ߙ  ௨,ሿݎߙ
||෪
ୀଵ ;    0 < α < 1                                          (14) 

5.3 F1 metric 

To evaluate the performance of Top-K recommendation, we used the ܨଵ metric,  
ଵܨ ൌ

ଶோ
ାோ

                                                                                                                     (15) 
Where P and R are the precision and recall respectively. They are calculated as 

ܲ ൌ ே
ே

   ,  ܴ ൌ ே
ே

                                                                                                       (16) 

N: The total number of items; ௧ܰ  : Number of relevant items found and ܰ : Total 
number of relevant items 

5.4 Performance Evaluation of the CF technique 

As the data sample on which we applied our algorithm is smaller the used by 
[14], therefore we cannot compare them. Such as [14] used four clusters of variant 
size between 15 and 90, we used only three groups with size between 5 and 10.We 
evaluate the performance using the novel MAE metric adapted to the e-learning field. 
Results are showed in Fig.2. 

Connexion Link 

Learner Login 

Available courses 



 

Proceedings ICWIT 2012  137 

 
Fig. 2. MAE performance, less value means better performance 

From Fig.2. We observe that the MAE has an inverse relationship with the clusters 
size K, and the different values of α (0.3+0.8), ie. Most K and α are large; most the 
value of MAE is small. We can notice that the new MAE in almost all cases is small-
er than usual MAE, which is due to the subtraction of both products of the values 
on the y-axis and we know that the levels of RS accuracy are better when the new 
metric is applied, this is due to the favorable weighting of the users knowledge. 

5.5 Performance Evaluation of  the Top-K Recommendation 

The figure below shows the evolution of the F1metric with number of recommend-
ed courses. We observe from Fig.3 that the F1 metric increase until 15 courses evalu-
ated. The F1 values are varied depending on the number of relevant items. It can 
be seen also that the recommendation performance of the system is good. 

 
Fig. 3. F1metric 

6 Conclusion and future works 
Recommender Systems are widely used recently in Technology Enhanced Learn-

ing which creates the need to adapt these systems to e-learning. For this and we pro-
posed, in this paper, a novel approach which uses an adapted RS to TEL field. Espe-
cially when recommending learning objects that belong to different contexts. Experi-
mental results show that the proposed approach can improve the recommendation 
accuracy. In the future work, we will elaborate this technique to generate multi-
context recommendations taking in the account the temporal dynamics effect. 
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Abstract: In machine learning area, there has been a great interest during the past decade to 
the theory of combining machine learning algorithms.  The approaches proposed and 
implemented become increasingly interesting at the moment when many challenging real-world 
problems remain difficult to solve, especially those characterized by imbalanced data.  
Learning with imbalanced datasets is problematic, since the uneven distribution of data 
influences the behavior of the majority of machine learning algorithms, which often lead to 
poor performance.  It is within this type of data that our study is placed.  In this paper, we   
investigate a meta-learning approach for classifying proteins into their various cellular locations 
based on their amino acid sequences,   A meta-learner system based on k-Nearest Neighbors (k-
NN) algorithm as base-classifier, since it has shown good performance in this context as 
individual classifier and DECORATE as meta-classifier using cross-validation tests for 
classifying Escherichia Coli bacteria proteins from the amino acid sequence information is 
evaluated. The paper reports also a comparison against a Decision Tree induction as base-
classifier. The experimental results show that the k-NN-based meta-learning model is more 
efficient than the Decision Tree-based model and the individual k-NN classifier. 

Keywords: Classification, Meta-Learning, Imbalanced Data,  Subcellular 
Localization, E.coli.  
 
1. Introduction 

Most of the current research projects in bioinformatics deal with structural 
and functional aspects of genes and proteins.  High-throughput genome 
sequencing techniques have led to an explosion of newly generated protein 
sequences. Nowadays, the function of a huge number among them is still not 
known.  This challenge provides strong motivation for developing 
computational methods that can infer the protein’s function from the amino 
acid sequence information.  Thus, many automated methods have been 
developed for predicting protein structural and molecular properties such as 
domains, active sites, secondary structure, interactions, and localization from 
only the amino acid sequence information.  One helpful step for 
understanding and therefore, elucidating the biochemical and cellular function 
of proteins is to identify their  subcellular distributions within the cell.  Most 



 

Proceedings ICWIT 2012  140 

of the  existing predictors for protein  localization sites are used with  the 
assumption that each protein in the cell has  one, and only one, subcellular 
location.   In each cell compartment, specific proteins  ensure specific  roles  
that describe their cellular function which is critical to a cell’s survival. This 
fact means that the knowledge of the compartment or site in which a protein 
resides allows to infer its function. So far, many methods and systems have 
been developed to predict protein subcellular locations and one of the most 
thoroughly studied single cell organism is Escherichia coli (E.coli) bacteria.   

The first approach for predicting the localization sites of proteins from 
their amino acid sequences was a rule based expert system PSORT developed 
by Nakai and Kanehisa [1,2], then the use of a probabilistic model by Horton 
and Nakai [3], which could learn its parameters from a set of training data, 
improved significantly the prediction accuracy. It achieved an accuracy of 
81% on E.coli dataset. Later, the use of standard classification algorithms 
achieved higher prediction accuracy. Among these algorithms, k-Nearest 
Neighbors (k-NN), binary Decision Tree and Naïve Bayesian classifier. The 
best accuracy has been achieved by k-NN classifier,  that the classification of 
the E.coli proteins into 8 classes achieved an accuracy of 86% by cross-
validation tests [4], The accuracy has been improved significantly compared 
to that obtained before. Since these works, many systems that support 
automated prediction of subcellular localization using variety of machine 
learning techniques have been proposed. With recent progress in this domain, 
various  features  of a protein  are considered, like composition of amino acids  
[5], pseudo  amino acids [6], and dipeptide and physico-chemical properties 
[7,8].  The performance of existing methods varies and different prediction 
accuracies are claimed. Most of them achieve high accuracy for the most 
populated  locations,  but are generally  less accurate on the locations 
containing fewer specific proteins.  Recently,  there has been  a great interest 
to the theory of combining classifiers to improve performance [9].  Several 
approaches known as ensembles of classifiers (committee approaches)  have 
been proposed and investigated through a variety of artificial and real-world 
datasets.  The main idea behind is that often the ensemble achieves higher 
performance than each of its individual classifier component. One can 
distinguish two groups of methods: methods that combine several 
heterogeneous learning algorithms as base-level classifiers over the same 
feature set [10], such as stacking, grading and voting,  and methods which 
construct ensembles (homogeneous classifiers)  generated by applying a 
single learning algorithm as base-classifier by sub-sampling the training sets, 
creating artificial data to construct  several learning sets from the original 
feature set,   such as boosting [11], bagging [12] and Random Forests  [13].  
In protein localization sites prediction problem, data distribution is often 
imbalanced. For the best of our knowledge,  there are two major approaches 
that try to solve the class imbalance problems: the one which use resampling 
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methods and the one that modify the existing learning algorithms.  
Resampling strategy balances the classes by adding artificial data for 
improving the minority class prediction of some classifiers.  Here, we focus 
on the resampling methods, since  they are simplest  methods  to increase  the 
size of the minority  class. This article investigates the effectiveness of the 
meta-learning approach DECORATE |14] to create a meta-level dataset 
trained using a simple k-NN algorithm as base-classifier in classifying   
proteins in their subcellular locations in E.coli benchmark dataset  using 
cross-validation and compares the results by using Decision Tree induction as 
base-classifier. 

The rest of the paper is organized as follows. Section 2, presents the 
materials and the methodology adopted and presents a brief description of  
E.coli benchmark dataset as well as the evaluation measures used for 
performance evaluation. Then,  section 3 summarizes and discusses the results 
obtained by the experiments, it also presents  a comparison of Decision Tree 
induction against the k-NN algorithm as base-classifiers to the meta-classifier 
DECORATE.  Finally, section 4 concludes this study. 

 
2. Material and Methods 
2.1 E.coli Dataset 

The prokaryotic gram-negative bacterium Escherichie Coli is an 
important component of the biosphere, it colonises the lower gut of animals 
and humans. The Escherichia Coli benchmark dataset has been submitted to 
the UCI1 Machine Learning Data Repository  [15]. It is well descripted in 
[1,2,3]. The dataset patterns are characterized by attributes calculated from the 
amino acid sequences. Protein patterns in the E.coli dataset are classified to 
eight classes, it is a drastically imbalanced dataset of 336 patterns.  One can 
find classes with more than 130 patterns and other ones with only 2 or 5 
patterns. Each pattern with eight attributes (7 predictive and 1 name 
corresponding to the accenssion number for the SWISSPROT2 database), 
where the predictive attributes correspond to the following features :  (1) mcg: 
McGeoch's method for signal sequence recognition [16], the signal sequence 
is estimated by calculating discriminate score using length of N-terminal 
positively-charged region (H-region);  (2) gvh: Von Heijne's method [17,18] 
for signal sequence recognition.,  the score estimating the cleavage signal is 
evaluated using weight-matrix and the cleavage sites consensus patterns to 
detect signal-anchor sequences;  (3) lip: Von Heijne's Signal Peptidase II 
consensus sequence score; (4) chg: binary attribute indicating presence of 
charge on N-terminus of predicted lipoproteins; (5) aac: score of discriminate 

                                                            
1 Web site: http://archive.ics.uci.edu/ml 
2 Web site:  http://www.uniprot.org/ 
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analysis of the amino acid content of outer membrane and periplasmic 
proteins; (6) alm1: score of the ALOM membrane spanning region prediction 
program, it determines whether a segment is transmembrane or peripheral; (7) 
alm2: score of ALOM program after excluding putative cleavable signal 
regions from the sequence. 

Protein patterns in this dataset are organized as follows: 143 patterns of 
cytoplasm (cp), 77 of inner membrane without signal sequence (im), 52 of 
periplasm (pp), 35 of inner membrane without uncleavable signal sequence 
(imU), 20 of outer membrane without lipoprotein (omL), 5 of outer membrane 
with lipoprotein (omL), 2 of inner membrane without lipoprotein (imL) and 2 
patterns of inner membrane with cleavage signal sequence (imS). The class 
distribution is extremely  imbalanced, especially for imL and imS proteins.  

2.2 Base-Classifiers 
The problem considered here is multi-class, let us denote by Q the number of 
categories or classes, Q≥3.  Each object is represented by its description x  ϵ 
X, where X  represents the feature set and its category y ϵ Y, where Y denotes 
a set of  the Q  categories  and can be identified with the set of indices of the 
categories: Y={1, …,Q}. The assignation of the descriptions to the categories 
is performed by means of a classifier, The chosen classifiers are then 
described in the following subsections. 
 
2.2.1  k-Nearest Neighbors Classifier 
The k-nearest neighbors (k-NN) rule [19] is considered as a lazy approach. It  
is one of the oldest and simplest supervised learning algorithm.   Objects are 
assigned to the class having  the majority of the k Nearest Neighbors in the 
training set. Usually,  Euclidean distance is used as the distance metric. Given 
a test example x with unknown class, the algorithm assigns to the example x  
the class which is most  frequent  among the k training examples  nearest to 
that query example, according to the distance metric.  The classification 
accuracy of k-NN algorithm can be improved significantly if the distance 
metric is learned with specialized algorithms, many studies  try to find the 
best way to improve the k-NN performance taking into account this factor.  In 
practice, k is usually chosen to be odd. The best choice of this parameter 
depends on the data concerned with  the problem at hand. This algorithm has 
shown good performance in biological and medical data classification 
problems.  

2.2.2 Decision Tree Induction 
A Decision Tree  [20]  is  a powerful way of knowledge representation. The 
model produced by a decision tree classifier is represented in the form of tree 
structure. The principle,  consists in building decision trees by recursively 
selecting attributes on which to split. The criterion used for selecting an 
attribute is information gain.  A leaf node indicates the class of the examples. 
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The instances are classified by sorting them down the tree from the root node 
to some leaf nodes.  Posterior probabilities  are estimated  by the class 
frequencies of the training set in each end node.  In this study, we used a 
decision tree built by  C4.5 [21]. 
 
2.3 Meta-Classifier 
Meta-learners such as Boosting, Bagging and Random Forests provide 
diversity by sub-sampling or re-weighting the existing training examples [14]. 
Decorate (Diverse Ensemble Creation by Oppositional Relabeling of Artificial  
Training Examples) performs by adding randomly constructed examples to 
the training set when building new ensemble members (committee). It has 
been conceived basing on a diversity measure introduced by the authors.  The 
measure defined expresses the  ensemble member disagreement with the 
ensemble's prediction.  If Cj is an ensemble member classifier,   Cj(x) the class 
label predicted by the classifier Cj for the example x and C *(x) the prediction 
of the ensemble, the diversity dj of  Cj on the example x is defined as follows : 

  
The diversity of an ensemble of  M members, on a training set of  N examples 
is computed as follows : 

 
The approach consists in constructing an ensemble of classifiers which 
maximize the diversity measure D. Three parameters are needed: the artificial 
size which is  a fraction of the original training set, the desired number of 
member classifiers and maximum number of iterations to perform. Initially, 
the ensemble contains the classifier (base-classifier) trained on the original 
data.  The members added to the ensemble in the successive iteration are 
trained on the original training data combined with some artificial data.  To 
generate the artificial training examples named as diversity data, the algorithm 
takes in account the specified fraction of the training set size. The class labels 
assigned to the diversity data differ maximally from the current predictions of 
the committee (completely opposite labels). The current classifier is added to 
the committee if it increases the ensemble diversity, otherwise it is rejected. 
The process is repeated until the desired committee size is reached or the 
number of iterations is equal to the maximum fixed. Each classifier Cj  of the 
committee C* provides  probabilities for the class membership of each 
example to classify.  If PCj,k (x) represents the estimated probability of x to 
belong to the class labeled k according to the classifier Cj, to classify an 
example x, the algorithm considers the most probable class as the label for x 
as follows :  

(1) 

(2)
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Where Pk (x) represents the probability that  x belongs to the class labeled k 
computed for the entire ensemble , it is expressed as :  

 
In this paper, we performed two sets of experiments. In the first one, we used 
the k-NN classifier as base-classifier.  In the second one, we used Decision  
Tree as  base-classifier,  which is used in the original DECORATE 
conception. Our goal was to empirically evaluate the two models on the E.coli 
dataset.  For this purpose, we proceed for the two sets of experiments in two 
steps. In the first step, we  evaluated both the two  individual classifiers on 
Ecoli dataset applying cross-validation and in the second step we used the 
meta-learning system applying also cross-validation to  prediction 
performance assessment.  For all experiments, we  made preliminary trials to 
select the appropriate parameters (model selection). 

2.4 Evaluation Measures 
Any results obtained by machine learning algorithms must be evaluated 
before one can have any confidence in their classifications, this aspect of 
machine learning theory is not only usefull but fondamental. There are several 
standard methods for evaluation. In what follows, we present only the 
measures used in this study. 

 
2.4.1 Cross Validation 
In this study, we used  Cross Validation  tests to evaluate the classifier 
robustness, this methodology is most suitable to avoid biased results. Thus, 
the whole training set was divided into five mutually exclusive and 
approximately equal-sized subsets and for each subset used in test,  the 
classifier was trained on the fusion of all the other subsets. So, cross 
validation was run five times for each classifier and the average value of the 
five-cross validations was calculated to estimate the overall classification 
accuracy. 
 
2.4.2  Classification  Accuracy Measurements 
Some of the most relevant evaluation measures are precision, recall and  F-
measure.  In this study, we adopted the three measures, for evaluating the 
effectiveness of the classification for each class and the classification 
accuracy for all the classes as performance measures.  A confusion matrix 

        (3) 

       (4) 
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(contingency table of size QXQ has been used, M = (mkl)1≤k,l≤Q, where mkl 
denotes the number of examples observed in class k and classified in class l. 
The rows indicate different classes observed and the columns show the result 
of the classification method for each class. The number of correctly classified  
examples is the sum of diagonal elements in the matrix, all others are 
incorrectly classified. The  F-measure  has two components, which are: the 
Recall and the Precision. The Recall is the ratio of the number of positive 
examples (correctly classified) of class k and the number of all positive 
(observed) examples in class k. We can express this ratio using confusion 
matrix elements as follows: 

 

The  Precision is the ratio of number of correctly classified examples of class 
k and the number of examples assigned to class k, it can formulated as 
follows: 

 

The F-measure is then defined as : 

 

The  classification accuracy is the ratio of number of all correctly classified 
examples and the total number of examples (both positive and negative), it is 
given by : 

 

3. Experimental Results 
In this section we report the results for each experiment by highlighting for 
each step the evaluation measure values.  The most important evaluation 
values are shown with bold typeface.  It is important to note, that adding 
training instance which is common characteristic of DECORATE implies 
increasing training time. This is visible when performing with a great number 
of needed classifiers for the ensemble and the desired number of artificial data 
to create for learning the meta-classifier.   

 (5) 

(6) 

(7)

(8) 
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The tables given above report the results of ensembles versus individual 
classifiers. In this experiment, we applied 5-fold cross-validations. The E.coli 
dataset is randomly partitioned approximately equally sized subsets. Table 1 
and Table 3 summarize the performance in test of each individual classifier 
for each class. Table 2 and Table 4 give the number of patterns obtained for 
each class using DECORATE-based k-NN (Dk-NN) and DECORATE-based 
C4.5 (DC4.5). The best results for k-NN were obtained when setting k=9. 
 

 

 

 

 

 

 

 

 

 

 

 

The confusion matrix of Dk-NN in Table 2 shows a gain in classifying om 
and imU proteins. Whereas, no improvement has been observed for the two 
minority class proteins namely imL and imS, which are the most difficult to 
classify. 

 

 

 

 

Observed Predicted
cp im pp imU om omL imL imS

cp (143) 141 0 2 0 0 0 0 0
im (77) 3 63 1 9 0 1 0 0
pp (52) 3 1 47 0 1 0 0 0

imU (35) 1 10 0 23 0 1 0 0
om (20) 0 0 4 0 15 1 0 0
omL (5) 0 0 0 0 0 5 0 0
imL (2) 0 1 0 0 0 1 0 0
imS (2) 0 1 1 0 0 0 0 0

Observed Predicted
cp im pp imU om omL imL imS

cp (143) 141 0 2 0 0 0 0 0
im (77) 3 63 1 9 0 0 1 0
pp (52) 3 1 47 0 1 0 0 0

imU (35) 1 7 0 26 0 1 0 0
om (20) 0 0 2 0 17 1 0 0
omL (5) 0 0 0 0 0 5 0 0
imL (2) 0 1 0 0 0 1 0 0
imS (2) 0 1 1 0 0 0 0 0

Observed Predicted
cp im pp imU om omL imL imS

cp (143) 137 2 2 0 2 0 0 0
im (77) 2 59 1 13 2 0 0 0
pp (52) 4 2 45 0 1 0 0 0

imU (35) 1 12 1 20 1 0 0 0
om (20) 1 1 4 0 14 0 0 0
omL (5) 0 0 2 0 1 2 0 0
imL (2) 0 1 0 0 0 1 0 0
imS (2) 0 1 1 0 0 0 0 0

Table 1. Confusion matrix of k-NN as individual classifier on E.coli dataset using 5-CV 

Table 3. Confusion matrix of C4.5 as individual classifier on E.coli dataset using 5-CV 

Table 2. Confusion matrix of  k-NN based-DECORATE  (Dk-NN) on E.coli  dataset using 5-CV 
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Table 3 and Table 5 show that Decision Tree used as individual classifier 
performs poorly than the individual k-NN. However,  in Table 4 the 
improvement is well observed in both cp, im and om proteins.  Not 
suprisingly, Dk-NN gives better results than  DC4.5, which confirms once 
again its power in this context. What is important to notify is that even the 
ensembles Dk-NN and DC4.5  fail in classifying  pp and imU with high 
confidence and fail completely for umL and imS. The influence of the number 
of ensembles (size) needed for the meta-classifier on the performance of the 
two ensembles Dk-NN and DC4.5 is shown in Fig.1.  

Observed Predicted
cp im pp imU om omL imL imS

cp (143) 142 0 1 0 0 0 0 0
im (77) 2 66 0 8 0 0 0 1
pp (52) 4 2 46 0 0 0 0 0

imU (35) 1 13 0 21 0 0 0 0
om (20) 0 0 2 0 18 0 0 0
omL (5) 0 0 1 0 0 5 0 0
imL (2) 0 1 0 0 0 1 0 0
imS (2) 0 1 1 0 0 0 0 0

Classifiers Measures Classes Correctly 
classified 

Accuracy 

cp im pp imU om omL imL imS 

k-NN Precision 95.3 82.9 85.5 71.9 93.8 55.6 0 0  

294 
 

 

87.5 
Recall 98.6 81.8 90.4 65.7 75.0 100 0 0 

F- 96.9 82.4 87.9 68.7 83.3 71.4 0 0 

C4.5 Precision 94.5 75.6 80.4 60.6 66.7 66.7 0 0  

277 
 

 

82.4 
Recall 95.8 76.6 86.5 57.1 70.0 40.0       

0
0 

F- 95.1 76.1 83.3 58.8 68.3 50.0 0 0 

 

Dk-NN 

Precision 95.3 86.3 88.7 74.3 94.4 55.6 0 0  

299 
 

 

88.9 
Recall 98.6 81.8 90.4 74.3 85.0 100 0 0 

F- 96.9 84.0 89.5 74.3 89.5 71.4 0 0 

 

DC4.5 

Precision 95.3 79.5 92.0 72.4 100 83.3 0 0  

298 

 

88.6 
Recall 99.3 85.7 88.5 60.0 90.0 100.0 0 0 

F- 97.3 82.5 90.2 65.6 94.7 90.9 0 0 

Table 4. Confusion matrix of  C4.5  based-DECORATE (DC4.5) on E.coli dataset using 5-CV 

Table 5. Test  performance using 5- CV on  E.coli dataset 
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The results reported for this study show that the classification attempts of  
inner membrane with lipoprotein (imL) and inner membrane with cleavable 
signal sequence (imS) proteins failed for each classifier and consequently also 
for Dk-NN and DC4.5. This situation is caused by the extremely low number 
of examples in these classes (one example used for training and one example 
for testing). On the other hand,  outer membrane with lipoprotein (omL) 
proteins were classified with 100% success rate by kNN classifier and both 
Dk-NN and DC4.5. The cytoplasm (cp) proteins were relatively well 
classified by almost all  classifiers. Fig.2 highlights the performance in test of 
each classifier and shows well the superiority of the ensembles Dk-NN and 
DC4.5 in classifying E.coli patterns. Finally; it  should be  emphasis that this 
results are better than those obtained by combining heterogeneous classifiers 
by majority voting rule, since an average classification success of 88.3% was 

Fig. 2. Accuracy comparison between the four classifiers on E.coli dataset 

Fig. 1. Comparison of the classification performance (y axis), according to the desired size of 
classifiers (x axis) between the two ensembles Dk-NN and DC4.5 on E.coli dataset the 
individual classifiers (x axis) 
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achieved [22].  Nevertheless, all these results prove that combining classifiers 
is indeed a fruitful strategy. 
 
4. Conclusion 

More recently, several ensemble learning algorithms have emerged that have 
different strengths regardless the type of data involved for the problem in 
question. One is often confused to make an effective choice among them. 
Protein cellular localization sites prediction is one among the most 
challenging problems in modern computational biology. Various approaches   
have been proposed and applied to solve this problem but the extremely 
imbalanced distribution of proteins over the cellular locations make the 
prediction much more difficult. In this study, we applied  DECORATE 
ensemble learning, investigating two standard machine learning approaches to 
improve the performance in classifying E.coli proteins to their cellular 
locations, based on their  amino acid sequences.  The experiments show  that 
the k-NN-based meta-learning model outperforms  the individual k-NN 
classifier  and achieves better classification accuracy than the Decision Tree-
based model.  Further investigations will be carried out to provide a much 
more improved ensemble model. 
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Abstract. Gene set enrichment analysis allows to extract specific bio-
logical functions relative to a group of genes. To this aim, we propose
here a novel approach for mining biological data, using the Gene Ontol-
ogy (GO) as main source of genes annotation terms. Firstly, we will use
our new semantic similarity measure (IntelliGO) in a clustering process,
for grouping genes sharing similar biological functions described in GO.
Secondly, the clustering results are evaluated using the F-score method
and public genes reference sets. After that, an overlap analysis is pre-
sented as a method for exploiting the matching between clusters and
reference sets. This method is then applied to a list of genes found dys-
regulated in cancer samples. In this case, the reference sets are replaced
by gene expression profiles. Consequently, overlap analysis between these
profiles and functional clusters obtained with the IntelliGO-based clus-
tering, leads to characterize subsets of enriched biological functions of
genes displaying consistent functions and similar expression profiles.

1 Introduction

In the last decade, DNA microarrays were used for measuring the expression lev-
els of thousands of genes under various biological conditions [11, 8]. Thus, gene
expression data analysis proceeds in two steps: Firstly, expression profiles are
produced by grouping genes displaying similar expression levels under a given
set of situations [13]. Secondly, a functional analysis, based on functional annota-
tions, is applied on genes sharing the same expression profile, in order to identify
their relevant biological functions [6, 16, 18, 19]. In fact, one important purpose
of this functional analysis is to identify and characterize genes that can serve as
diagnostic signatures or prognostic markers for different stages of a disease. One
of the most interesting ontology in the biological domain is the Gene Ontology
(GO), which is one of the most commonly used source of functional annotations



of genes [5, 1, 2].
This ontology of about 30,000 terms is organized as a controlled vocabulary
describing the biological process (BP), molecular function (MF), and cellular
component (CC) aspects of gene annotation, also called GO aspects [17]. The
GO vocabulary is structured as a rooted Directed Acyclic Graph (rDAG) in
which GO terms (concepts) are the nodes connected by different hierarchical
relations (mostly is a and part of relations). The is-a relation describes the fact
that a given child term is a specialization of a parent term, while the part-of
relation denotes the fact that a child term is a component of a parent term. By
definition, each rDAG has a unique root node, relationships between nodes are
oriented, and there are no cycles, i.e. no path starts and ends at the same node.
The GO Consortium regularly updates a GO Annotation (GOA) Database [2] in
which appropriate GO terms are assigned to genes or gene products from public
databases.
GO is widely used in several complex biological data mining problems. Authors
in [20, 7] used GO for gene functional analysis in order to interpret DNA mi-
croarrays experiments, by exploiting the commonly accepted assumption that
genes having similar expression profile should share similar biological functions.
In such analysis, an enrichment study based on statistical P-value calculation
are applied to genes sharing the same expression profile [10]. The results usually
consist in sets of GO terms characterizing the biological function predominantly
represented in a list of genes, thereby suggesting which function or process is
affected when the behavior of this group of genes varies. However, the main lim-
itation of these kinds of methods is that they consider the input list of genes
in the enrichment analysis, as functionally homogeneous. Nonetheless in prac-
tice, genes present in the same expression profile could be involved in multiple
biological processes. Thus the statistical tests for extracting specific GO terms
could be biased. Moreover, the already proposed methods for gene functional
enrichment analysis do not consider exclusively the three aspects of GO, that is
not important for the biologists. To overcome this problem, we proposed here
a new approach for analyzing gene expression data, by refining and creating
subgroups of functionally homogeneous genes. The enrichment analysis could be
then applied on each subgroup of genes, thus assuring the extraction of specific
biological functions (GO terms) for those genes. The creation of subgroups of
genes is performed using a clustering method based on our recently described
semantic similarity measure called IntelliGO [4], that applies functional com-
parison between genes annotated by GO terms.
This paper is organized as follows. The next section, outlines the utilization of
IntelliGO in a functional clustering approach and presents the evaluation re-
sults, using the F-score method and collections of reference sets. In second stage
(Section III), we present and overlap analysis method that exploits the matching
between functional clusters and reference sets. This method is then applied to a
list of genes found dysregulated in cancer samples by replacing the reference sets
by gene expression profiles. An enrichment analysis is then applied on overlap-
ping genes, and leads to characterize subsets of enriched biological functions of
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genes displaying consistent functions and similar expression profiles. Finally in
the last section the relevance of the obtained results of the proposed algorithms
are are discussed.

2 The IntelliGO-based gene functional classification

2.1 Presentation of the datasets

Gene functional clustering aims to regroup genes sharing common biological
functions. We used four datasets for evaluating functional classification of genes,
already presented in our past study[4]. In each dataset we prepared a collection
of reference sets. Each reference set represents a group of genes grouped by an
expert due to their shared biological functions. We selected a total of 13 KEGG
pathways from the KEGG database [15] for the Biological Process aspect of GO
for human (total of 280 genes) and yeast (total of 185 genes) species. For the
Molecular Function aspect of GO we chose 10 Pfam clans from the Sanger Pfam
database [12] for both species(100 genes for human and 118 for yeast species).

2.2 Calculating similarity matrices and clustering

For performing a gene functional clustering for a given list of genes, the first step
is to compute a matrix representing the semantic similarity values between all
genes in the input list. This similarity matrix will be then used as parameter of a
clustering algorithm. In our case we used both hierarchical and fuzzy clustering.
The first method allows to have a global overview of the distribution of genes on
different clusters, while the second method allows to a gene to belong to multiple
clusters at one time. In fact, one gene could be involved in multiple biological
process simultaneously. These two algorithms are available in R-Bioconductor
package1.
Pairwise similarity matrices were calculated for all genes present in the four
datasets using our recently proposed similarity measure (IntelliGO) [4]. This
measure is represented in an innovative vector space model (VSM), and takes
into account both information content of annotation terms and their positions
in the ontology rDAG [4]. With IntelliGO VSM, each gene is represented as a
vector g in a k-dimensional space where the basis vectors ei correspond to the
k annotation terms. To measure the semantic relationships between terms, we
defined a term similarity product as:

ei.ej =
2 ∗ Depth(LCA)

MinSPL(ti, tj) + 2 ∗ Depth(LCA)
. (1)

Moreover, we included in the IntelliGO VSM a novel weighting scheme in which
a coefficient αi is assigned to each ei so that the gene representation becomes:
g =

∑
i αi.ei. The coefficients (αi) combine a weight w(g, ti) which depends

1 www.bioconductor.org
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on the evidence code tracking the annotation of gene g with a GO term ti and
on the Inverse Annotation Frequency (IAF (ti)) which is an estimation of the
information content IC of the term ti. Thus, the similarity between g1 and g2

is given by the following generalized cosine formula:

IntelliGO(g1, g2) =
g1.g2√

g1.g1
√

g2.g2
, (2)

with: g1.g2 =
∑

i,j α1iα2jei.ej .
Remark that IntelliGO is a pair-wise measure involving both node-based and
edge-based similarities. The measure, the clustering algorithms and the used
datasets are available at http://intelligo.loria.fr.

2.3 Evaluation of the clustering using the F-score method

When reference sets are available, the best method for optimizing the num-
ber of classes produced by unsupervised classification approaches is the F-score
method [22]. This method relies on pairing each reference set with the best-
matched cluster and provides a quantitative estimation of the pairing efficiency
(precision and recall). We decided to extend the F-score method in order to
further investigate the pairing between reference sets and clusters in a so-called
overlap analysis. Our approach is outlined in the following algorithms. Algorithm
1 describes unsupervised clustering optimization with reference sets and global
F-score measure. We applied fuzzy C-means clustering on the gene-gene pairwise

Algorithm 1 Clustering optimization with reference sets and F-score measure.
Require: Σ={R1, R2, .., Rp}: a collection of reference sets, (n1,n2) such that

n1<p<n2. The pairwise similarity matrix of all elements of Σ.

Ensure: The optimal number of generated clusters K̂, ̂Global F − score(K̂).
1: for each K in [n1,n2] do
2: Generate K clusters Φ={C1, C2, ..., CK}, using all elements in

⋃
Ri

3: for each reference set Ri ∈ Σ do
4: for each cluster Cj ∈ Φ do
5: Precision(Ri,Cj)=|Ri∩Cj |/|Cj |
6: Recall(Ri,Cj)= |Ri∩Cj |/|Ri|
7: F − score(Ri, Cj)=

2∗Precision(Ri,Cj)∗Recall(Ri,Cj)

Precision(Ri,Cj)+Recall(Ri,Cj)

8: end for
9: ̂F − score(Ri) = Max∀Cj∈Φ(F − score(Ri, Cj))

10: end for

11: Global F − score(K) =
∑p

i=1(|Ri|∗ ̂F−score(Ri))
∑p

i=1 |Ri|
12: end for
13: ̂Global F − score(K̂) = Max∀KGlobal F − score(K)

14: return K̂, ̂Global F − score(K̂).

similarity matrices calculated with IntelliGO for the four datasets. We used this
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clustering algorithm since some genes can be involved in multiple biological pro-
cesses or molecular functions. The same evaluation procedure was performed on
a tool representing the state of the art for gene classification methods (DAVID:
Database for Annotation, Visualization, and Integrated Discovery classification
tool) [9, 14]. Each clustering result together with the corresponding collection of
reference sets served as input to Algorithm 1 for determining global F-scores.
Concerning the IntelliGO-based fuzzy clustering of Datasets 1 and 2, we varied
the number of generated clusters, K, between 11 and 17 in steps of 1 since these
datasets are composed of 13 pathways for human and yeast species. For Datasets
3 and 4, the values of K were taken between 8 and 14 with a step of 1, since
these two datasets are composed of 10 Pfam clans for both species. For each K,
the global F-score(K) value was calculated. Concerning the DAVID functional
classification of the same datasets, we varied the Kappa similarity threshold be-
tween 0.3 to 0.7 with a step of 0.1 in order to obtain different numbers of clusters,
since DAVID does not allow the number of clusters to be specified a priori. As
in the previous case, the K clusters were matched with the input reference sets,
and the Global F − score(K) value was calculated. The results are presented in
Table 1.

Regarding the results obtained with Dataset 1 (13 human KEGG pathways)
using our similarity measure, it can be seen that all global F-Score values are
greater than 0.5, with a maximum value of 0.62 for K = 14. This means that the
genes of the 13 human pathways considered in Dataset 1 are best grouped with
our measure into 14 functional clusters. This result can reflect the fact that one
pathway of the KEGG database encompasses two biological processes and/or
that the clustering process has grouped together genes from various pathways
sharing common BP annotations.
With DAVID (Table 1), the maximum global F-score (0.67) is reached when
Kappa = 0.3, giving 10 functional clusters. At higher threshold, the number of
genes excluded from the clustering increases, revealing one limit of the DAVID
tool. Similar results are obtained with Datasets 2, 3 and 4 and are detailed in
Table 1.
In summary these results indicate that IntelliGO-based clustering appears as
a valuable alternative to DAVID classification tool. It is noteworthy that with
DAVID classification tool all maximum values of global F-score are obtained for
the minimal Kappa similarity threshold (0.3) which corresponds, according to
DAVID, to the poorest quality of clustering. Moreover, the calculation of the
global F-score is somewhat biased with DAVID as a certain number of genes are
excluded from the classification results.
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A. IntelliGO B. DAVID tool
Dataset K Global F-score Kappa Thr. K Global F-score % excl.
1 11 0.59 0.3 10 0.67 20.7
(13 reference sets, total of genes =280) 12 0.61 0.4 11 0.63 31.4

13 0.61 0.5 14 0.66 38.2
14 0.62 0.6 11 0.41 75.9
15 0.56 0.7 8 0.31 68.2
16 0.55
17 0.54

2 11 0.59 0.3 9 0.68 17.8
(13 reference sets, total of genes =185) 12 0.62 0.4 8 0.65 31.4

13 0.64 0.5 9 0.55 43.2.
14 0.67 0.6 6 0.39 56.8
15 0.66 0.7 7 0.20 69.2
16 0.62
17 0.62
8 0.70 0.3 11 0.64 27.0

3 9 0.64 0.4 11 0.51 52.0
(10 reference sets, total of genes =100) 10 0.68 0.5 8 0.31 66.0

11 0.75 0.6 3 0.09 93.0
12 0.66 0.7 2 0.01 96.0
13 0.66
14 0.64
8 0.79 0.3 10 0.70 40.7

4 9 0.77 0.4 9 0.47 61.0
(10 reference sets, total of genes =118) 10 0.78 0.5 9 0.39 69.5

11 0.82 0.6 5 0.28 84.7
12 0.78 0.7 3 0.21 91.5
13 0.78
14 0.71

Table 1. Variation of the global F-score values when (A) varying the number of gen-
erated fuzzy clusters K with the fuzzy C-Means algorithm using IntelliGO similarity
measure and (B) varying the Kappa threshold (Kappa thr.) with DAVID functional
classification tool. In B the percentage of genes that are excluded from the classification
is indicated (% excl.). Results are shown for the four datasets used in this study (total
number of genes between parentheses). The optimal K value and the corresponding
maximal global F-score value are in bold.

3 Overlap analysis between functional clusters and
reference sets

3.1 Overlap analysis algorithm

In order to refine our comparison, we decided to look at the matching between
the reference sets and the clusters obtained with the optimal K value. We used
Algorithm 2 to extract the top-ranked cluster from each list of clusters assigned
to each reference set. This algorithm explains how clusters (C) are assigned to
reference sets (R) according to the F-score values, allowing the identification of
best-matching pairs (R ∩ C).

The intersection R ∩ C is expected to display a highly homogeneous content
composed of genes known as members of a reference set and found most similar
by clustering. Alternatively, the two set-theoretic differences C\R and R\C can
be considered in order to discover missing information. In our study, we are
interested by genes present in R ∩ C. Indeed, we apply an enrichment analysis
on genes present in such intersection, in order to extract specific functions.

3.2 Application to cancer expression data

In this section, we present an application of the IntelliGO-based clustering and
overlap analysis approach using a list composed of 128 genes relating to human
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Algorithm 2 Assignment of clusters to reference sets according to the F −score
values.
Require: Σ={R1, R2, .., Rp}: a collection of reference sets, ΦK={C1, C2, ..., CK}: a

collection of clusters, ∀(i, j) | 1≤i≤p, 1≤j≤K, F − score(Ri, Cj) (see Algorithm 1).
Ensure: A ranked list of clusters, ordered by decreasing F − score, assigned to each

reference set.
1: for each reference set Ri ∈ Σ do
2: Listi←−(Cj ,F−score(Ri,Cj)) : A list of clusters Cj ordered by decreasing values

of F-score(Ri,Cj)
3: print Listi.
4: end for

colorectal cancers. The idea here is to confront the IntelliGO functional clus-
ters of the 128 genes, and to consider as reference sets the fuzzy Differential
Expression Profiles (fuzzy DEP) obtained from the same list of genes [3]. Here,
each DEP represents a group of genes having similar expression profile. We be-
lieve that overlap analysis may lead to discover hidden relationships between
gene expression and biological function. Fuzzy DEPs are considered here as a
collection of reference sets for overlap analysis. More precisely, 8 fuzzy DEPs
containing genes with GO annotation are retained from our previous study [3].
The pair-wise similarity matrix was generated for the 128 genes, and the number
of clusters, k, was optimized with the Algorithm 1 using the 8 fuzzy DEPs as
reference sets (Σ={DEPi}, i = 1..8). The optimal number of cluster was ob-
tained for k = 3 with and F-score value equals to 0.4.
After that, Algorithm 2 was used to extract lists of genes present in C∩DEP , i.e.
displaying both functional similarity (C) and present in one of the eight fuzzy
DEPs (R). The enrichment analysis could be then applied on these signature
genes, to discover among theme statistically significant GO terms displaying low
P Value. In our case, the P value is calculated for genes present in C∩DEP
versus a background list (here all human genes) displaying GO annotation in
the NCBI repository file2, using the hyper geometric test [10].
Preliminary results have shown that very specific biological functions with in-
ferior P Values (≤10E-04) were extracted for genes present in C∩DEP . For
example, genes in Cluster 1 ∩ PED3 have ”regulation of transcription DNA-
dependent” and “NADH oxidation”, as very specific functions (non exhaustive).
Genes of Cluster 2 ∩ PED2 have the following functions: ”cell differentiation”,
”multicellular organismal development”, ”insulin secretion”. Genes of Cluster 3
∩ PED14 have the ”Water transport” as specific function. The ”Transport”
processes are very important in the physiology of the digestive system. This
function was found for the AQP8 (Aquaporine 8) human gene, which is found
in the literature under expressed in the tumoral tissues. This gene belongs to
PED14 which regroups genes under expressed in cancer versus normal tissue [3].
This observation could be considered as a positive witness of our strategy. Other
similar results were obtained for the remaining PED, are not reported here.

2 ftp://ftp.ncbi.nih.gov/gene/DATA/gene2go.gz
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4 Conclusion and perspectives

In this paper, we have presented a gene set enrichment analysis based on func-
tional clustering with the IntelliGO semantic similarity measure. In a first step,
we proposed an algorithm for evaluation the clustering approach using reference
sets and the F-score method. Very encourageous results were obtained with In-
telliGO when compared with a well known classification method (DAVID tool).
Beyond clustering per se, we have presented an overlap analysis method which
leads to a pairing of clusters and reference sets and may be used for set-difference
analysis. Applied to a list of genes from a transcriptomic cancer study, our
method leads to identify subsets of genes displaying consistent expression and
functional profiles. Promising results have been obtained using a simple GO term
enrichment procedure. More sophisticated tools such as GSEA [21] could be used
to improve the biological interpretation of these subsets of genes.
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Abstract. The demand for language translation has greatly increased in recent times due to 
increasing cross-regional communication and the need for information exchange. Most material 
needs to be translated, including scientific and technical documentation, instruction manuals, 
legal documents, textbooks, publicity leaflets, newspaper reports etc. Some of this work is 
challenging and difficult but mostly it is tedious and repetitive and requires consistency and 
accuracy. It is becoming difficult for professional translators to meet the increasing demands of 
translation. In such a situation the machine translation can be used as a substitute. 

This paper offers a brief but condensed overview of Machine Translation (MT). Through the 
following points:  History of MT, Architectures of MT, Types of MT, and evaluation of M T. 

Keywords: History of MT, Architecture of MT, Types of MT, evaluation of MT. 

1   Introduction 

After 65 years, this field is one of the oldest applications of computers. Over the 
years, Machine Translation has been a focus of investigations by linguists, 
psychologists, philosophers, computer scientists and engineers. It will not be an 
exaggeration to state that early work on MT contributed very significantly to the 
development of such fields as computational linguistics, artificial intelligence and 
application-oriented natural language processing.   

Machine translation, commonly known as MT, can be defined as “translation from 
one natural language (source language (SL)) to another language (target language 
(TL)) using computerized systems and, with or without human assistance”[1] [2]. 

We try to give in this paper a coherent, if necessarily brief and incomplete, the 
development has been the field of machine translation through four points which are: 
first of all surveys the chronological  development of machine translation, the 
different approaches developed (linguistic and computational), the types of machine 
translation and finely, we  try to answer an important question which is how to 
evaluate a machine translation? 

. 
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2   History of Machine Translation 

Although we may trace the origins of machine translation (MT) back to seventeenth 
century ideas of universal (and philosophical) languages and of ‘mechanical’ 
dictionaries, it was not until the twentieth century that the first practical suggestions 
could be made. The history of machine translation can be divided into five (05) 
periods [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12] : 

2.1   First period (1948-1960): The beginning. 

 
• 1949 :  Warren Weaver in his Memorandum of 1949 proposed the first ideas on 

the use of computers in translation, by adopting the term  computer translation. 
• 1952 : The first symposium of  machine translation, entitled Conference on 

Machine Translation, held in July 1952 at MIT under leadership of Yehoshua 
Bar-Hillel. 

• 1954 : The development of the first automatic translator (very basic) by a 
group of researchers from Georgetown University in collaboration with IBM, 
which translates into more than sixty (60) Russian sentences into English. The 
authors claimed that within three to five years, machine translation would not 
be a problem. 

• 1954 : Victor Yngve  published  the first journal on MT, entitled  « Mechanical 
translation devoted to the translation of languages by the aid of machines ». 

2.2  Second Period (1960-1966) Parsing and disillusionment  

• Early 1960s This parsing is put forward as the only possible avenue of 
research to advance the machine translation. Thus there are 
already many parsers developed from different types of grammars, such 
as grammar and dependency grammar Tesnière stratificationnelle Lamb 

• 1961 : In February of this year that computational linguistics is born, thanks 
to weekly lectures organized by David G. Hays at the Rand Corporation in 
Los Angeles. These conferences will be included as papers at the First 
International Conference on Machine Translation of Languages and 
Applied Language Analysis of Teddington in September 1961 with the 
participation of linguists and computer scientists involved in the translation as: 
Paul Garvin, Sydney M. Lamb, Kenneth E. Harper, Charles Hockett, 
Martin Kay and Bernard Vauquois.    

• 1964 : the creation of committee ALPAC(Automatic Language Processing 
Advisory Committee) with American government to studies the perspectives 
and the chances of machine translation 

• 1966 : ALPAC published his famous rapport in which it concluded that its 
works on machine translation is just wasting of time and money ; the conclusion 
of this rapport is it had a negative impact on their search (MT) for a number of 
years 
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2.3   Third period (1966-1980): New birth and hope 

• 1970 : Start of the project REVERSO by a group of Russian researchers.  
• 1970 : Development of System SYSTRAN1 (Russian-English) by Peter Toma, 

who was at that time a member of a group search for Georgetown.    
• 1976 : Creation of system WEATHER  in the project TAUM (machine 

translation in the university of Montreal) under the direction of Alai Colmerauer 
for the machine translation weather forecasts for the general public, this system 
was created by group of researchers 

• 1978 : Creation of system ATLAS2 by the Japanese firm FUJITSU, this 
translator was based on rules  also he is able to translate from Korean to 
Japanese and vice versa 

2.4   Fourth Period (1980-1990): Japanese invaders 

• 1982 : The Japanese firm SHARP markets its Automatic translator DUET 
(English - Japanese), this translator was based on rules an approach to 
translation transfer  

• 1983: as computer giant, NEC develops it’s own system of translation based on 
algorithm called PIVOT. Marketed under the name of Honyaku Adaptor II, the 
version public the system of translation of NEC is also based on the method of 
pivot, by using Interlingua. 

• 1986: Development of system PENSEE by OKI3, which is a translator 
(Japanese-English) based on rules.   

• 1986: The group Hitachi developed his own translation system based on rules 
(which is an approach taken by transfer), christened on HICATS (Hitachi 
Computer Aided Translation System / Japanese- English). 

2.5   Fivth Period (since 1990): the Web and the new vague of translators 

• 1993: The project C-STAR (Consortium for Speech Translation Advanced 
Research) is an international cooperation. The theme of project is the machine 
translation of the parole in the field of tourism (dialogue client travel agent), by 
videoconference. these project birth the system C-STAR I which dealt three (03) 
languages (English, German et Japanese) and made the first demonstrations 
transatlantic trilingual in January 1993  

• 1998: Marketing the translator REVERSO by the company Softissimo. 
• 2000: the Development of system ALPH by Japanese laboratory ATR, this 

translator (Japanese-English and Chinese - English) takes an approach based on 
examples. 

                                                           
1 The same translator was adopted by the European commission 1976 for the translation ( Japanese- 

English ) 
2 Currently we are in version 14 of the translator.  
3 OKI : founded in 1881 Oki Electric Industry Co, is a Japanese manufacturer of telecommunications 
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• 2005: The appearance of the first web site for automatic translation ,like Google 
(http://translate.google.fr/). 

• 2007: METIS-II is a hybrid machine translation system, in which insights from 
Statistical, Example based, and Rule-based Machine Translation (SMT, EBMT, 
and RBMT respectively) are used. 

• 2008 : 23% of internet users, have used the machine translation and 40 % 
considering doing so 

• 2009: 30% the professionals have used the machine translation and 18% 
perform a proofreading. 

• 2010: 28% of internet users, have used the machine translation and 50% 
planning to do. 

 

3   Architectures of machine translation systems 

Different strategies have been adopted by different researchers at different times in 
the history of machine translation. The choice of strategy reflects one side of the 
depth and linguistic diversity but also the grandeur of ambition on the other side. 
There are generally two types of architecture for machine translation, which are: 

3.1   Linguistic Architecture 

In the linguistic architecture there are three basic approaches being used for 
developing MT systems that differ in their complexity and sophistication. These 
approaches are:  
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig1. The Vauquois triangle 
 

• Direct approach: In direct translation, translation is direct from the source text 
to the target text. The vocabularies of SL texts are analyzed as needed for the 
resolution of SL ambiguities, for the correct identification of TL expressions as 
well as for the specification of word order in TL. This approach involves taking 
a string of words from the source language, removing the morphological 
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inflection from words to obtain the base forms, and looking them up in a 
bilingual dictionary between the source and the target languages. Components 
of this system are a large bilingual dictionary and a program for lexically and 
morphologically analyzing and generating texts [13]. 

• Transfer-based approach: In the Transfer approach, translation is completed 
through three stages: the first stage consists in converting SL texts into an 
intermediate representation, usually parse trees; the second stage converting 
these representations into equivalent ones in the target language; and the third 
one is the generation of the final target text [13].  
In the transfer approach, the source text is analyzed into an abstract 
representation that still has many of the characteristics of the source, but not the 
target, language. This representation can range from purely syntactic to highly 
semantic. In the syntactic transfer, some type of tree manipulation into a target 
language tree converts the parse tree of the source input. This can be guided by 
associating feature structures with the tree. Whatever representation is used, 
transfer to the target language is done using rules that map the source language 
structures into their target language equivalents. Then in the generation stage, 
the mapped target structure is altered as required by the constraints of the target 
language and the final translation is produced. 

• Interlingua approach: The Interlingua approach is the most suitable approach 
for multilingual systems. It has two stages: Analysis (from SL to the Interlingua) 
and Generation (from the Interlingua to the TL). In the analysis phase, a 
sentence in the source language is analyzed and then its semantic content is 
extracted and represented in the Interlingua form representation, where an 
Interlingua is an entirely new language that is independent of any source or 
target language and is designed to be used as an intermediary internal 
representation of the source text. The analysis phase is followed by the 
generation of the target sentences from the Interlingua representation. An 
analysis program for a specific SL can be used for more than one TL since it is 
SL-specific and not oriented to any particular TL. Furthermore, the generation 
program for a particular TL can be used again for translation from every SL to 
this particular TL since it is TL-specific and not designed for input from a 
particular SL [13].  

 

3.2    Computational Architecture   

• Rule Based approach: rule-based MT has two approaches: Interlingua and 
transfer. Rule-Based MT Systems rely on different levels of linguistic rules for 
translation. This MT research paradigm has been named rule-based MT due to 
the use of linguistic rules of diverse natures. For instance, rules are used for 
lexical transfer, morphology, syntactic analysis, syntactic generation, etc. In 
RBMT the translation process consists of: 
-  Analyzing input text morphologically, syntactically and semantically. 
-  Generating text via structural conversions based on internal structures. 
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The steps mentioned above make use of a dictionary and a grammar, which must 
be developed by linguists. This requirement is the main problem of RBMT as it 
is a time-consuming process to collect and spell out this knowledge, frequently 
referred as knowledge acquisition problem. It is not just very hard to develop 
and maintain the rules in this type of system, but one is not guaranteed to get the 
system to operate as well as before the addition of a new rule. RBMT systems 
are large-scale rule based systems; whereas their computational cost is high, 
since they must implement all aspects whether syntactic, semantic, structural 
transfer etc. as rules [14]. 

• Corpus-based approach: Corpus-Based Machine Translation, also referred as 
data driven machine translation, is an alternative approach for machine 
translation to overcome the knowledge acquisition problem of rule-based 
machine translation. There are two types of CBMT Statistical Machine 
Translation (SMT) and Example-Based Machine Translation (EBMT). Corpus-
based MT automatically acquires the translation knowledge or models from 
bilingual corpora. Since this approach has been designed to work on large sizes 
of data, it has been named Corpus-Based MT ([17], [18], [16] and [15]). 

• Hybride approach: Some recent work has focused on hybrid approaches that 
combine the transfer approach with one of the corpus–based approaches. This 
was designed to work with fewer amounts of resources and depend on the 
learning and training of transfer rules. The main idea in this approach is to 
automatically learn syntactic transfer rules from limited amounts of word-
aligned data. This data contains all the needed information for parsing, transfer, 
and generation of the sentences ( [19] and [20]). The following section covers 
part of the MT literature that gives details of specific systems for deriving the 
appropriate translation using different approaches. 

4   Types of Machine Translation 

4.1   Machine Translation for Watcher (MT-W)  

This is intended for readers who wanted to gain access to some information written in 
foreign language who are also prepared to accept possible bad  translation rather than 
nothing. This was the type of MT envisaged by the pioneers. This came in with the 
need to translate military technological documents. This was almost the dictionary- 
based translation far away from linguistic based machine translation [25].  

4.2   Machine Translation  for Revisers  (MT-R) 

This type aims at producing raw translation automatically with a quality comparable 
to that of the first drafts produced by human. The translation output can be considered 
only as brush-up so that the professional translator freed from that very boring and 
time consuming task can be promoted to revisers [25]. 
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4.3  Machine Translation  for Translators (MT-T) 

This aims at helping human translators do their job by providing on-line dictionaries, 
thesaurus and translation memory. This type of machine translation system is usually 
incorporated into the translation work stations and the PC based translation tools. 
“Tools for individual translators have been available since the beginning of office 
automation.” And those systems running on standard platforms and integrated with 
several text processors are the ones that attained operational and commercial success 
[25].  

4.4  Machine Translation  for Authors (MT-A)  

This aims at authors wanting to have their texts translated into one or several 
languages and accepting to write under control of the system or to help the system 
disambiguate the utterance so that satisfactory translation can be obtained without any 
revision. This is an “interactive MT, The interaction was however done both during 
analysis and during transfer, and not by authors, but by specialists of the system and 
language(s).” In short, there have been no operational successes yet in MT-A, but the 
designs are becoming increasingly user oriented and geared towards the right kind of 
potential users, people users, people needing to produce translations, preferably into 
several languages [25]. 

5   Evaluation of Machine Translation Systems 

Evaluating Machine translation system is important not only for its potential users and 
buyers, also to researchers and developers. Various types of evaluation have been 
developed, such as : 

5.1   BLEU (BiLingual Evaluation Understudy) 

The BLEU metric, proposed by Papineni in 2001 was the first automatic measurement 
accepted as a reference for the evaluation of translations. The principle of this method 
is to calculate the degree of similarity between candidate (machine) translation and 
one or more reference translations based on the particular n-gram precision. The 
BLEU score is defined by the following formula [21]: 

 
 

Where: 

• “pn”: the number of n-grams of machine translation is also present in one or 
more reference translation, divided by the number of total n-grams of machine 
translation. 

• “wi”: positive weights. 

BLEU= BP x   ݁ሺ∑ ௪
ಿ
సభ ୪୭ሻ (1) 
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• “BP”: Brevity Penalty, which penalizes translations for being “too short". The 
brevity penalty is computed over the entire corpus and was chosen to be a 
decaying exponential in “r/c”, where “c” is the length of the candidate translation 
and “r” is the effective length of the reference translation.  

 

 

 

 

5.2   WER (Word Error Rate) 

The WER metric, Proposed by Popovic and Ney in 2007. Originally used in 
Automatic Speech Recognition, compares a sentence hypothesis refers to a sentence 
based on the Levenshtein distance. It is also used in machine translation to evaluate 
the quality of a translation hypothesis in relation to a reference translation. For this, 
the idea is to calculate the minimum number of edits (insertion, deletion or 
substitution of the word) to be performed on hypothesis translation to make it 
identical to the reference translation. The number of editss to be performed, noted 
“dL(ref, hyp)” is then divided by the size of the reference translation, denoted “Nref” as 
shown in the following formula [22]: 

 
 
 

Where: 

• dL(ref, hyp): is the Levenshtein distance between the reference translation “ref” 
and the hypothesis tanslation “hyp”. 

A shortcoming of the WER is the fact that it does not allow reordering of words, 
whereas the word order of the hypothesis can be different from word order of the 
reference even though it is correct translation. 
 

5.3   PER (Position-independent word Error Rate) 

The PER metric, proposed by Tillman in 1997. compare the words of machine 
translation with those of the reference regardless of their sequence in the sentence. The 
PER score is defined by the following formula [23]: 

 

 

Where:  
• dper: calculates the difference between the occurrences of words in machine 

translation and the translation of reference. 

(2) BP =  
1 Si c > r

݁ଵି
ೝ
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WER =  x dL(ref, hyp). 
1
ܰ

 (3) 

PER =  x dper(ref, hyp). 
1
ܰ

 
(4) 
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A shortcoming of the PER is the fact that the word order can be important in some 
cases. 

5.4   TER (Translation Error Rate)  

The TER metric, proposed by Snover in 2006. Is defined as the minimum number of 
edits needed to change a hypothesis so that it exactly matches one of the references. 
The possible edits in TER include insertion, deletion, and substitution of single words, 
and an edit which moves sequences of contiguous words. Normalized by the average 
length of the references. Since we are concerned with the minimum number of edits 
needed to modify the hypothesis, we only measure the number of edits to the closest 
reference. The TER score is defined by the following formula [24]:  

   
 

 
Where: 

• Nb (op) : is the minimum number of edits; 
• Avreg Nref: the average size in words references. 

6   Conclusion 

In conclusion, we can say that the field of machine translation has been and remains a 
key focus of research on natural language processing and that led to the development 
of many positive results. However, perfection is still far away. If the translators have 
today reached a level of reliability and efficiency in a technical text, perfection is still 
a long way in the literary text, overwhelmed by the intricacies, the puns and colorful 
expressions. We think it must look to the construction of a translator hybrid 
(combining statistical and rules) at the end to increase the performance of the 
translation system. 
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Abstract. Ontologies stand in the heart of the Semantic Web. Never-
theless, heavyweight or formal ontologies’ engineering is being commonly
judged to be a tough exercise which requires time and heavy costs. On-
tology Learning is thus a solution for this exigency and an approach for
the ‘knowledge acquisition bottleneck’. Since texts are massively avail-
able everywhere, making up of experts’ knowledge and their know-how,
it is of great value to capture the knowledge existing within such texts.
Our approach is thus an interesting research work which tries to answer
the challenge of creating concepts’ hierarchies from textual data. The
significance of such a solution stems from the idea by which we take
advantage of the Wikipedia encyclopedia to achieve some good quality
results.

Keywords : domain ontologies, ontology learning from texts, concepts’
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1 Introduction : Ontology Learning

Ontologies are an extremely essential approach mainly used in order to represent
acquired knowledge. The ontology of a certain domain is about all essential
concepts of it, their specifications, their hierarchies, whatever relations they
have, and the axioms that constraint their behaviour [1]. The greatest challenge
to use ontologies is the Semantic Web. It should be noted that the success of this
new Web generation is above all dependent on the proliferation of ontologies,
which require speed and simplicity in engineering them [2].

However, ontology engineering is a tough exercise which can involve a great
deal of time and considerable costs. The need for (semi) automatic domain
ontologies’ extraction has thus been rapidly felt by the research world. Ontology
learning is then the research realm referred to. As a matter of fact, this field is
the automatic or semi-automatic support for the ontology engineering. It has
indeed the potential to reduce the time as well as the cost of creating an ontology.
For this reason, a plethora of ontology learning techniques have been adopted
and various frameworks have been integrated with standard ontology engineering
tools [3]. Since the fully automation of these techniques remains in the distant



future, the process of ontology learning is argued to be semi-automatic with an
insistent need for human intervention.

Most of the knowledge available on the Web represents natural language texts
[4]. Semantic Web establishment depends a lot on developing ontologies for this
category of input knowledge. This is the reason why this paper focuses especially
on ontology learning from texts. One of the still thorny issues of domain ontology
learning is concepts’ hierarchy building. In this paper, we are primarily involved
in creating domain concepts’ hierarchies from texts. We plan to use Wikipedia
in order to foster the quality of our results. From this optics, literature reviews
few research works dealing with this issue and none is making use of Wikipedia
on the same way that it is harnessed in our approach.

In fact, Wikipedia is recently showing a new potential as a lexical semantic
resource [5]. When this collaboratively constructed resource is used to compute
semantic relatedness [6, 7] using its categories’ system, this same system is also
used to derive large scale taxonomies [8] or even to achieve knowledge acquisition
[9]. The idea of harnessing Wikipedia plain text articles in order to acquire
knowledge is quite promising. Our approach capitalizes on the well organized
Wikipedia articles to retrieve the most useful information at all, namely the
definition of a concept.

First, we will describe in Section 2 the ontology learning layer cake. In Section
3, we move straightforward to the explanation of our approach which will be
followed by a corresponding evaluation in Section 4. Finally, Section 5 sheds the
lights on some conclusions and research perspectives.

2 Ontology Learning Layer Cake

The process of extracting a domain ontology can be decomposed into a set of
steps, summarized by [10] and commonly known as “ontology learning layer
cake”. The following page contains the figure which illustrates these steps.

The first step of the ontology learning process is to extract the terms that
are of great importance to describe a domain. A term is a basic semantic unit
which can be simple or complex. Next, synonyms among the previous set of
terms should be extracted. This allows associate different words with the same
concept whether in one language or in different languages. These two layers
are called the lexical layers of the ontology learning cake. The third step is
to determine which of the existing terms, those who are concepts. According
to [10], a term can represent a concept if we can define: its intention (giving
the definition, formal or otherwise, that encompasses all objects the concept
describes), its extension (all the objects or instances of the given concept) and
to report its lexical realizations (a set of synonyms in different languages).
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Fig. 1. Ontology learning layer cake (adapted from [10])

The extraction of concepts hierarchies, our key concern, is to find the relation-
ship ‘is-a’, ie classes and subclasses or hyperonyms. This phase is followed by
the non-taxonomic relations’ extraction which consists on seeking for any rela-
tionship that does not fit in a previously described taxonomic framework. The
extraction of axioms is the final level of the learning process and it is argued to
be the most difficult one. To date, few projects have attacked the discovery of
axioms and rules from text.

3 Concepts’ Hierarchy Building Approach

Our approach tackles primarily the construction of concepts’ hierarchies from
text documents. We will make a terminology extraction using a dedicated tool
for this task which is TermoStat [11]. The initial terms will be the subjects of a
definitions’ investigation within Wikipedia. Adapting the idea of the lexicosyn-
tactic patterns defined by [12] to our case, the hyperonyms of our terms will be
learned. This process is iterative which comes to its end when an in advance
predefined maximum number of iterations is reached. Our algorithm generates
in parallel a graph which unfortunately contains cycles and its nodes may have
more then one hyperonym. The hierarchy we promise to build is the transfor-
mation result of the graph to a forest focusing on the hierarchic structure of a
taxonomy. The figure on the following page gives the overall idea of the proposed
approach.
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Fig. 2. Steps of the proposed approach

3.1 Preliminary Steps

In order to carry out our approach, we should first undergo the two lexical
ontology learning’s layers. The tool we used for the sake of retrieving the domain
terminology is TermoStat. This web application was favored for determined
reasons. In fact, TermoStat requires a corpus of textual data and, juxtaposing
it to a generalized corpus such as BNC (British National Corpus), will give us
a list of the domain terms that we need for the following step. Afterwards, we
try to find out the synonyms among this list of candidate terms. The use of
thesaurus.com as a tool in order to select synonyms was efficient. The third
layer can be skipped in our context; concepts’ hierarchies construction does not
depend on the concepts’ definitions. In other words, our algorithm needs mainly
the candidate terms elected to be representative for the set of its synonyms
(synset). The set of initial candidate terms is named CO.

3.2 Concepts’ Hierarchy

The approach we are proposing belongs to two research paradigms, namely con-
cepts’ hierarchies construction for ontology learning and secondly the use of
Wikipedia for knowledge extraction. The achievement of our solution relies
heavily on concepts from graphs’ theory.
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a. Hyperonyms’ Learning using Wikipedia
At the beginning of our algorithm, we have the following input data:
- G = (N ,A) is an oriented graph such as N is the set of nodes and A is

the set of arcs, N = CO. Our objective is to extend the initial graph
with new nodes and arcs; the former are the hyperonyms and the later
are the subsumption links. The extension of Ci, i is the iteration index,
is done by using the concepts’ definitions extracted from Wikipedia.

- Cgen is a set of general concepts for which we will not look for hyperonyms.
These elements are defined by the domain experts including for example
object, element, human being, etc.

S1 For each cj ∈ Ci, we check if cj ∈ Cgen. If it is the case, this concept will
be skipped. Else, we look for its definition in Wikipedia. The definition
of a given term is always the first sentence of the paragraph before the
TOC of the corresponding article. Three cases may occur:
1. The term exists in Wikipedia and its article is accessible. Then we

pass to the following step.
2. The concept is so ambiguous that our inquiry leads to the Wikipedia

disambiguation page. In this situation, we ignore the word.
3. Finally, the word for which we seek a hyperonym does not exist in

the database of Wikipedia. Here again, we skip the element.
S2 For the definition of the given concept, we apply the principle of Hearst’s

patterns. We attempt to collect exhaustive listing of the key expressions
we need. For instance, the definition may contain: is a, refers to, is
a form of, consists of, etc. This procedure permits us to retrieve the
hyperonym of the concept cj . The new set of concepts is the input data
for the following iteration.

S3 Add into the graph G the nodes corresponding to the hyperonyms and
the arcs that link these nodes.

b. From Graph to Forest
The main idea which shapes the following stage shares a lot with [13]. In fact,
the graph which results from the preceding step has two imperfections. The
first one is that many concepts are connected to more then one hyperonym.
In addition, The structure of the resulting graph is patently cyclic which
does not concord with the definition of a hierarchy. An adequate treatment
is paramount in order to clean up the graph from circuits as well as multiple
subsumption links. Thus, we will obtain, at the end, a forest respecting the
structure of a hierarchy.

The following illustrative graph is a piece taken from the whole graph that
we obtained during the evaluation of our approach. It represents a part of
drilling wells’ HSE namely the PPE ( Personal Protective Equipment). The
green rectangles are the initial candidate concepts.
The resolution of the first raised imperfection implies obviously the resolution
of the second one. Therefore, we will use the following solution:
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Fig. 3. From wells’ drilling HSE graph to forest

1. Weigh the arcs as such as to foster long roads within the graph. We will
increment the value assigned to the arc the more we go in depth (it is
already done in fig.3 ).

2. We apply the Kruskal’s algorithm[1956] which creates a maximal cover-
ing forest from a graph (fig.3 ).

Finally we have reached the aim we have planned.

4 Our Approach’s Evaluation

Our evaluation corpus is a set of texts that are collected in the Algerian/British/Norwegian
joint venture Sonatrach / British Petroleum / Statoil. This specialized corpus
deals with the field of wells’ drilling HSE . Throughout our approach, interven-
tions from the experts are inevitable.
Tex2Tax is the prototype we have developed using Java. Jsoup is the API which
allows us to access online Wikipedia. The same result is reached if using JWPL
with the encyclopedia’s dump. JUNG is the API we have used for the manage-
ment of our graphs. The following page’s figure is the GUI of our prototype.

The terminology extraction phase and the synonyms retrieving have given a
collection of 259 domain concepts. The final graph is formed by 516 nodes and
893 arcs. After having done the cleaning, the concepts’ forest holds 323 nodes,
among them 211 are initial candidate terms. The amount of remaining arcs is
of 322. In order to study the taxonomy structure we calculate the compression
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Fig. 4. Tex2Tax prototype’s GUI

ratio for the nodes which is 0.63(323 = 516) and the one of the arcs which equals
to 0.36(322 = 893).

LP = 0.63(323/516).
LR = 0.36(322/893).

The precision of our taxonomy is relatively low. This phenomenon is mainly
due to the terms that do not exist in the database of Wikipedia. The graph’s
lopping is also responsible of some loss of nodes containing appropriate domain
vocabulary.

5 Conclusion

Despite all the work which is done in the field of ontology learning, a lot of
cooperation, many contributions and resources are needed to be able to really
automate this process. Our approach is one of those few works that harness the
collaboratively constructed resource namely Wikipedia. The results achieved
and which are based on the exploitation of the idea of Hearst’s lexico-syntactic
patterns and the graphs’ pruning is seen to be very promising. We intend to
improve our work by addressing other issues such as enriching the research base
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by the Web, exploiting the categories’ system of Wikipedia in order to attack
higher levels of the ontology leaning process such as non-taxonomic relations.
Dealing with disambiguation pages of Wikipedia is of great value and multi-
lingual ontology learning is, in addition, an alive research area which is just
timidly evoked.
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 Abstract. Web services have become a significant part of embedded systems as SCADA and 
internet applications embedded in RTU, because (WS) was XML/SOAP support, independent 
to platform and very simple to use, these advantages make (WS) vulnerable to many new and 
old security attacks. Now, it becomes easier to attack (WS) because their semantic data is 
publicly accessible in UDDI registry and (WS) use http protocol and the 80 TCP port as an 
open tunneling as a very big vulnerability. We work for the development of better distributed 
defensive mechanisms for (WS) using semantic distributed (I/F/AV) bloc, security ontology’s 
and WS-Security framework accelerated by ECC mixed coordinates  cryptography  integrated 
in our global security solution. 
 

Keywords: SCADA; Web Services (WS); IDS/Firewall/Antivirus (I/F/AV) bloc; ECC 
Cryptography; Security Ontology. 
 
 

1       Introduction  

     The XML Web services open 70% of root for the hackers that firewall and IDS 
can’t detect [2]. Hackers can transport all data with the 80 port, and firewall can’t 
detect this attack [2]. With HTTP protocol Web services can destroy the security 
strategy the 80 port is always open because it is used by the HTTP protocol used by 
the web navigators, to create a tunneling, became a very big vulnerability.  One of the 
key challenges to successful of the integration Web services technologies in the 
embedded system and the SCADA RTU (Remote Terminal Unit) is how to address 
crosscutting architectural   concerns such as policy management and security, 
governance, authentication, a hacker’s attacks, semantic attack and traditional attack. 

     To address this challenge, this article introduce the notion of semantic attacks in 
SCADA RTU using the semantic information in the UDDI registry and security 
concerns lead to the enhancement of SOAP messages via WS-Security framework. In 
our research, we work to secure the semantic and intelligent Web services embedded 
in the SCADA RTU, as presented in the figure 1. 

     We present in this article our approach of accelerating and optimizing security 
ontology with mixed coordinates ECC cryptography. We begin our article with 
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presenting SCADA platform used in our research, after that we present security of 
semantic web services embedded in SCADA RTU, then we present a modified 
semantic Mitnick attack, after that we present our ontology based semantic distributed 
(I/F/AV) bloc for SCADA, also we present our solution for optimizing WS-Security 
framework with mixed coordinates ECC for complex embedded system as SCADA, 
finally we conclude with a conclusion and our future work and perspectives in our 
research. 

  

 Fig1.  Intelligent and semantic Web services embedded in SCADA RTU      

2       SCADA Platform Used In Our Research 

          We use the first IP-based RTU solutions that enable complete integration of 
SCADA, control, and communications functionality in one rugged package.  Our 
simple yet powerful products leverage easy-to-use Web technologies and inexpensive 
public networks. They are easy to configure and offer dramatically reduced costs 
versus traditional SCADA/PLC systems as presented in the figure 2. 
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Fig 2. Web services and XML technologies embedded in the SCADA RTU [25] 

       The SCADA RTU integrate, internet compatibility, E-mail messaging, SMS text 
messaging, Web pages served via the internet or intranets, using FTP file transfer as 
(CSV,JPEG, etc.), Embedded internet and Web server text messaging, SCADA 
compatibility with protocols (MODBUS, DNP3,…etc), SCADA protocol messaging 
to host computer system, multi communications include (Ethernet, RS-232, RS-485, 
Fiber optics, GSM/GPRS, PSTN modem, private line modem, and radio) each port 
operates  independently of each other, programmable control, alarm management, 
data logging and intelligent end device compatibility as (sensors, actuators, digital and 
intelligent camera, electronic metering devices and process inputs/outputs (fixed and 
mobile assets as filters, generators, motors, pumps, valves)), as presented in the figure 
3. 
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                                Fig3.  SCADA platform and protocols used in our research  

     For critical applications as SCADA in energy networks security and monitoring, 
communications redundancy is supported. The RTU SCADA used in Algerian 
Ministry of Energy and Mining offer an ultra-compact OEM solution, it can be 
rapidly adapted to many embedded applications and can be connected to the internet 
for worldwide monitoring, can be served to internet portals regularly or upon events.   

 3     Security of Semantic Web Services Embedded In SCADA RTU 

      Semantic (WS) have raised many new unexplored security issues as new ways of 
exploiting inherit old security threats, semantic (WS), which can publish the 
information about their functional and non-functional properties, add additional 
security threats. The hackers do not need to scan the Web and SCADA network to 
find targets. They just go to UDDI Business Registry in the SCADA control room and 
get all the information’s they need to attack semantic Web services. Now, the whole 
semantic (WS) attack consists of several stages during which a hacker discovers 
weakness, then penetrates the semantic (WS) layer and gets access to SCADA critical 
applications and infrastructures. 

     For example, the XML Injection attack [7] occurs when user input is passed to the 
XML stream, it can be stopped by scanning the XML stream. Another type of attacks 
on (WS) is Denial of Service (DoS) attack when attackers can send extremely 
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complicated but legal XML documents, it forces the system to create huge objects in a 
memory and deplete system’s free memory. Distributed and multi-phased attacks such 
as the Mitnick attack [8] are more dangerous for semantic (WS) embedded in the 
SCADA RTU because IDS [9, 18] can detect them only by acting as a coalition with 
firewall as a semantic bloc. We need antivirus in the coalition bloc for other kind of 
vulnerability as distributed and mobile virus. Semantic (WS) embedded in the 
SCADA RTU are vulnerable at a lot of attacks as:  (Application Attacks, Discovery 
attacks, Semantic Attacks, SOAP Attacks, XML Attacks ….etc.), as presented in the 
figure 4, in the following subsections. 

      The attacker begin by finding Web services using UDDI registry, after that he 
discover points of weakness in WSDL documents which can be used  as a 
vulnerability guide book for getting access to SCADA RTU critical applications and 
infrastructures, and create a lot of  damages as different kind of semantic Web 
services attacks:  Discovery Attacks [12], WS DoS Attacks [7], CDATA Field  
Attacks [7],  SOAP Attacks [12],  Application Attacks [7] [9] [10] [11], XML Attacks 
[7], Semantic WS Attacks [7] 

 

 

Fig. 4.  Attack Zones [12] 

  4     Modified Semantic Mitnick Attack 

        The Mitnick attack step is presented in the figure 5 below. 



 

Proceedings ICWIT 2012  184 

 

Fig .5. The Mitnick attack Steps [22] 

   The Mitnick attack can be modified for using in conjunction with the XML 
Injection attack, semantic (WS) Mitnick attack is organized as follows: 

1. An Attacker navigates to UDDI registry and asks for a service (Gas 
temperature) for example. 

2. The Attacker attaches to UDDI and asks for WSDL files. 
3. For blocking communications between Host1 and Host2, Attacker starts a 

Syn/Flood attack against Host1. 
4. Attacker sends multiple TCP packets to Host2 in order to predict a TCP 

sequence number generated by Host2. 
5. Attacker pretends to be Host1 by spoofing Host1’s IP address and tries to 

establish a TCP session between Host1 and Host2 by sending a Syn packet to 
Host2 (the Step 1 of a three way handshake). 

6. Host2 responds to Host1 with a Syn/Ack packet (Step2 of a three way 
handshake), however, Host1 cannot send a RST packet to terminate a 
connection because of a Syn/Flood (Dos) attack from Step3. 

7. Attacker cannot see a Syn/Ack packet from Step 6, however, Attacker can 
apply a TCP sequence number from  Step4 and Host1’s IP  address and send a 
Syn/Ack packet with a predicted number in response to a Syn/Ack packet sent 
to Host1 (Step 3  of a three way handshake). 

8. Now, a Host2 thinks that a TCP session is established with a trusted Host1. 
Attacker can attack Host2 semantic Web services that believe that has a 
session with Host2. 

9. Attackers inspects Host2 WSDL files in order to find dangerous methods. 
10. Attacker tests these methods in order to find possibilities for the XML 

Injection attack. 
11. An attacker applies XML Injection for changing Attacker’s ID and getting 

more privileges. 
12. If the XML Injection attack is not successful Attacker can try the SQL 

Injection attack or any other injection attacks as XPATH attack or others, 
against semantic Web services because Host2 still believes that it is connected 
to Host1. 
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        Our OWL class for the modified Mitnick attack is shown as follows: 
    <owl :Class rdf :ID= ‘&WSAttacks ;WSMitnick’> 
      <owl: intersectionOf rdf: parseType=”Collection”> 
        <owl:Class rdf:about=”#Probing”/> 
        <owl:Class rdf:about=”#WSProbing”/> 
        <owl:Class rdf:about=’#SynFlood”/> 
        <owl:Class  rdf:about=”#XMLInjection”/> 
      </owl:intersectionOf> 
    </owl:Class> 
    To detect the modified Mitnick attack, the distributed bloc (I/F/AV) installed in the 
network between Host1 and Host2 should operate as a coalition using the security 
attack ontology based on distributed (I/F/AV) bloc cooperation, in SCADA systems 
Host1 must be client and Host2 the RTU. 

5     Our Ontology Based Semantic Distributed (I/F/AV) Bloc for 
SCADA 
 

     Using Ontology for creating distributed defenses using IDS [17] is introduced in 
[8], but, it takes into account only application attacks. A lot of security ontology’s of 
Web services are described in [19], describes types of security information including 
security mechanisms, objectives, algorithms, credentials and protocols using security 
ontology’s as SWSL[3], WSMO [4], KAoS[5], METOR-S[6], OWL-S [20].  It’s 
applied to SOA to show how Web services can publish their security requirements 
and capabilities. Security properties and security policies of Web services must be 
expressed in SCL [14, 15, 16], as automatic reasoning.  Our security threats of 
embedded semantic Web services in SCADA RTU and our proposed defense 
techniques based distributed semantic (I/F/AV) bloc presented in the figure 6 bellow 
using VPN Tunneling security technique (VPN1 for ERP and information system and 
VPN2 for SCADA system), Packet Filtering and Port Filtering. 

   As shown in the table 1, Web services are generally modeled as resting on top of 
TCP/IP application protocols such as HTTP.  For securing embedded Web services in 
SCADA RTU we use protocols as (HTTPS, IPSEC, SSL) and other techniques as 
content filtering and a mixed coordinates ECC encryption with (affines, Montgomery 
and jacobian) coordinates. 

    Our Security solution for embedded semantic (WS) uses standards as (OWL/OWL-
S) [21, 20], for more detail read [11, 14]. We use WS-Security framework (XML 
Signature, XML Encryption, WS-Security, WS-SecureConversetion equivalent as 
SSL in SOAP level, WS-Trust, WS-Federation, WS-Policy and WS-SecurityPolicy, 
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WS-Privacy for management of confidentiality politic with the use of jetton and WS-
Authorization) as specified in the figure 7. 

     Our security solution uses WS-Security framework as presented in the   figure 8,  
our solution include all XML security techniques as transforming, caching, ECC 
encryption and decryption, auditing, logging, screening and filtering, verification, 
validation, authentication, authorization, and accounting.  

 

   

 

 

 
 
 
 
 

 

 

 

 

Fig. 6.  Our security solution Platform for SCADA 

Network Layer Protocols Security Technique 

Application HTTP, HTTPS Content Filtering & ECC Encryption (a 
mixed of affine, Montgomery and Jacobian 

coordinates) & SSL Protocol 

Transport TCP, UDP Port Filtering 

Inter network IP, ICMP Packet Filtering & IPV6 

Data Link PPTP, L2TP VPN Tunneling (VPN1 & VPN2) 

Table 1. Security techniques proposed for SCADA systems 
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Fig.7.  WS-Security framework stack [1] [13] 

       Our solution use ten (10) steps as : message signature operation, message crypt 
operation, associating a jetton in the SOAP message (steps : 1,5) and the SOAP 
message preparation (step 4) in distance customer, and  SOAP message transmission 
(step 7), validation operations , decrypting SOAP messages and to  certificate them 
(steps: 8,9,10) in SCADA RTU, also the  Service Registry, Policy Store and  Identity 
Provider (steps :2,3,6) , as presented in the figure 9.  

 

Fig. 8. Our Security solution for SCADA 
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Fig.9. The Ten (10) steps of our security solution for SCADA 

        Our solution includes a lot of security levels as (applicative security, data 
security, environment security and message SOAP security). We present in the figure 
10 and 11 our SOAP message security proposed solution. 

      

 
Fig.10. A SOAP security message solution   Fig.11. SOAP message security 

implemented in RTU 
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6    Optimizing WS-Security Framework with Mixed Coordinates 
ECC  

         Elliptic curve cryptography (ECC), independently introduced by Koblitz and 
Miller in the 80’s [27], has attracted increasing attention in recent years due to its 
shorter key length requirement in comparison with other public-key cryptosystems 
such as RSA. Shorter key length means reduced power consumption and computing 
effort, and less storage requirement, factors that are fundamental for SCADA systems 
as presented in the figure 12.  Comparing (WS) secured by WS-Security framework 
to unsecured Web services, the WS-Security is by factor 100 slower than Web 
services. WS-Security should be used only where security has the highest priority 
over performance, but it is not the case of the embedded complex system as SCADA 
system and embedded Web services in the SCADA RTU.  Our approach is to 
optimize WS-Security framework by using our solution based mixed coordinates 
ECC [24] for the operations (to crypt, to decrypt, to sign and to verify signature) 
SOAP messages as presented in our solution figures 8 and 9. 

 
Fig. 12. ECC and RSA comparative [26] 

      

 Our analyze in the database « Explicit-Formulas Database » [23] determine the 
result shown below in Figure 13 and 14. 

  Coordinats Addition Doubling Mixed  Addition  
Modifiees 13M+6S 4M+4S - 

Brier & Joye 9M+2S 6M+3S - 
Montgomery 4M+2S 3M+2S - 

Affines I+2M+S I+2M+2S - 
Projectives 12M+2S 7M+5S 9M+2S 
Jacobiennes 12M+4S 4M+6S 7M+4S 
Chudnovsky 11M+3S 5M+6S - 

Fig. 13.  Cost of ECC coordinates in the field Fp 
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        Coordinats Addition Doubling Mixed  Addition  
Affines I+M I+M - 

Projectif (c=1, d=1) 13M 7M 12M 
Jacobien 14M 5M 10M 

Lopez-Dahab 14M 4M 8M 

Fig.14. Cost of ECC coordinates in the field  F2m   (M: Multiplication, S: square, I: Inversion) 
        

Our ECC optimized algorithm « Mixed-Coordinates-ECC-Algo » is presented 
below:  

1. We compute the doubling operations with « Montgomery » coordinates 
for preparing the addition operation in the field Fp and with « Affines» 
coordinates for the field  F2m . 

2. We compute the addition of the last point computed and another point in 
the curve, with « Affines » coordinates, for the two fields Fp and F2m. 

3. All addition operation will be computed with « Affines » coordinates for 
the two fields Fp and F2m.  

4. All mixed addition operation will be computed by « Lopez-Dahab » 
coordinate for the field F2m and « Jacobiennes » coordinates for the field 
Fp. 
 

7       Conclusion 

   The SCADA RTU including embedded Web services and embedded XML creates a 
new big challenge in security for SCADA, because network security is maturing and 
semantic embedded Web services security not mature. Specific procedures for 
securing embedded XML SCADA network applications are not yet widely known. 
We present our security solution introduced in this paper for embedded SOA security 
design, with a distributed implementation of a distributed semantic bloc (I/F/AV) 
between client and RTU. Our approaches is composed with ten (10) steps using ECC 
mixed coordinates cryptography solution and WS-Security framework, adapted and 
optimized for SCADA systems. We use a bloc of products such XML semantic 
firewalls, proxies, IDS, gateways, VPN technologies, security protocols (HTTPS, 
IPSEC, and SSL), a security framework as WS-Security and ECC mixed coordinates 
cryptography integrated in our solution. We propose a security solution of semantic 
Web services embedded in RTU using security ontology’s as OWL/OWL-S. We 
work to do more optimization and to implement our solution with a real material used 
in Algerian ministry of energy and mining as TBOX RTU manufactured by CSE-
Semaphore Group Company [25] and TOSSIM (PowerTossim & TinyViz) simulator 
[28].  
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Abstract. The work which will be presented in this paper is related to the 
building of an ontology of domain for the Arabic linguistics. We propose an 
approach of automatic construction that is using statistical techniques to extract 
elements of ontology from Arabic texts. Among these techniques we use two; 
the first is the “repeated segment” to identify the relevant terms that denote the 
concepts associated with the domain and the second is the “co-occurrence” to 
link these new concepts extracted to the ontology by hierarchical or non-
hierarchical relations. The processing is done on a corpus of Arabic texts formed 
and prepared in advance. 

Keywords: Ontology, Information Extraction (IE), Arabic Natural Language 
Processing (Arabic-NLP), Statistical methods for text processing. 

1   Introduction 

Existing methods of ontologies construction differ mainly according to the 
information that they treat (concepts, relations, properties ...) and techniques for 
extracting these elements from texts. These techniques are carried out either by 
methods that require linguistic corpus annotated or by statistical methods that do not 
need the annotation text. In our approach, we are oriented toward the use statistical 
methods, since these methods do not require these types of annotated corpora and 
NLP1 analyzers (such as the lexical analyzer and parser). These methods are based on 
two criteria: the relevance of a term from a domain that is defined by the number of 
occurrences of the word in the corpus and the co-occurrence of two terms at a 
frequency more high. 

2   Overview of the Approach 

In our approach, we started the initialization of the ontology manually, by the general 
(generic) concepts retrieved from the ontology of GOLD (General Ontology for 
Linguistic Description) [Far03], it is a general ontology for descriptive linguistics and 
is applicable to most human languages. It was created on the base of the general 

                                                 
1 NLP: Natural Processing Language. 
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ontology of SUMO2 (the Standard Upper Merged Ontology). Then, we adopted the 
process of extraction from the domain text which can be summarized in three main 
steps; the first is the formation of the domain corpus, this step is fundamental since 
the quality of the corpus will depend on the quality of processing and the corpus must 
fully cover the domain treated. The second step is the extraction of candidate terms 
(these terms may be among the elements that make up the ontology: a concept, a 
relation or an individual). Finally, we make the junction of these new elements to the 
ontology. 

2.1   Constitution and preparation of the corpus 

In a project of construction ontologies from texts, the corpus, its status and its 
collection are of paramount importance both as a source of knowledge to build the 
model and also a source of reference throughout the process development [BoA03]. 
So the questions addressed in the constitution of the corpus include: the type of 
corpus (a corpus "specialized" is a corpus containing texts on a topic related to a 
domain of knowledge as our case Arabic linguistics), and the suitability for the 
project referred (the quality of the results of a corpus largely is depending on the 
quality of the corpus, this means, that the domain texts are well defined and delimited, 
they are fairly representative). However, size is often limited by the availability of 
texts and issues of copyright). Representativeness (variety of texts, authors, sources, 
etc) and using full-texts or samples. [Mar03] 

Preparation of corpus. After the formation of crude corpus, it must be prepared for 
processing. This phase is performed by a set of preprocessing steps to remove some 
ambiguity, reduce the number of transactions and adapt the corpus following the final 
objective “extraction of candidate terms”.  

Normalization. In the corpus, we will encounter elements that do not carry 
information and increase the processing time. This is mostly special characters, 
numbers, non-Arabic words, abbreviations and single letters. These should be deleted: 
• Special characters: include any special sequence of characters delimited by letters 

or spaces.  
• Numbers: We regroup all the character sequences located between two spaces 

containing numbers in a single occurrence. This method also has the advantage to 
combine the dates, the actual numbers and percentages.  

• Words in Latin characters: The non-Arabic words, mainly in Latin characters are 
simply detected by their graphic.  

• Abbreviations and isolated letters: The list of words to a single letter in the Arabic 
texts reveals the presence of a significant number of these words. These letters are 
often used in abbreviations. It may designate a variable, for example ب الفئة ,« 
category B », numbering ; الفقرة أ « section A », ت  for  تاريخ «date», م  for ميلادي, 

                                                 
2 http://suo.ieee.org    developed in the project IEEE SUO Working Group. 
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 page». We can find also letters that form a grammatical category for» صفحة for ص
example   ا ، و ، ي: ( حروف العلة( . [AbD08] 

• Character ’ ــ ’:The typographers make frequent use of the character ’ـ’, allowing 
the extension of the line in the middle of words, for better readability, to limit the 
white space on a line justified, even for purely aesthetic reasons. This character is 
not part of the Arabic alphabet. It is therefore necessary to eliminate it. 

• To remove the vowel signs, which are written in the form of diacritics placed 
above or below letters. 

• Because of graphs variations that may exist when writing the same word and that 
they can be sources of ambiguity. We will make some substitutions as follows: 
Substituting letters إ , ة  , ي Substituting of end letters .ا by  أ and   آ by ى, ه  . 
[Dou05] 

 
Deletion of Stop-Words. These are grammatical or lexical words; they are so often 
grouped together in a "stop-list." It is generally accepted that these words very 
common (about half of the occurrences of a text) are not indexed because they are not 
informative [Ver04]. It is a list with all the words of tools, connection and articulation 
(pronouns, articles, conjunctions, prepositions, etc.). (Example: ان ،على ، التي ، عن ،  في ،
 .(.. الذي ، مع، فى ،بعد ، بين ، ھذه ، ھذا ، انه ، منذ ، ما ، لم
 
 Light stemming. Using words as linguistic unity is possible, but also raises a number 
of problems of ambiguity in the morphological analysis, the fact that Arabic (unlike 
the Latin languages) is an inflected language, and strongly differentiable 
agglutinative, articles, prepositions and pronouns stick to adjectives, nouns, verbs. To 
resolve the ambiguity [Bou05] showed that stemming is a very useful preprocessing, 
which involves finding the root of each word. It makes a deletion of prefix and suffix 
to identify the root word. These suffixes and prefixes are grouped in a dictionary. 
Since most of the Arabic words have a root with three or four letters, keeping the 
word at least three letters will allow us to preserve the integrity of sense. So we 
conducted light stemming by identifying prefixes and suffixes that were added to the 
word. We use the list of prefixes and suffixes proposed by [Dar03], it was determined 
by a frequency calculation on a corpus of Arabic articles. This list includes prefixes 
and suffixes commonly used in the Arabic language such as conjunctions, verbal 
prefixes, possessive pronouns, pronouns name or verbal suffixes expressing the plural 
and so on. 

Table  1.  Prefixes and suffixes list. 

Prefixes 
 والـ بتـ وتـ بمـ كمـ للـ فيـ لا
 فالـ يتـ ستـ لمـ فمـ ليـ وا با
 بالـ متـ نتـ ومـ الـ ويـ فا 

Suffixes 
 ـات وه ته ھم نا ين ـه ا
ناـ تم ھن تك يه ـي ون  وا 
 تي كم ھا     
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2.2   Automatic extraction of “candidate terms” 

After preparing the corpus, we move to the extraction step of ontology elements. The 
processing is done in two passages. In the first; we will extract all the terms (one or 
more words) used to denote concepts in the domain, using the method of “repeated 
segments” based on the following prepositions: A significant term is used several 
times in a specialized text. 
• Terms can be complex, that are composed of several words used individually (ex. 

 . (جملة  اسمية
• Complex terms are constructed using a finite number of sequences of words. 

In the second passage; we will seek the pairs of terms that co-occur more frequently 
in the corpus. The result of this processing provides us with a list of pairs of terms 
that will be used to update the ontology. Therefore, the objective of the first pass is to 
identify the terms that denote the concepts related to the domain, however the second 
pass is to identify among these terms, couples who have links with elements of the 
ontology.  

Applying the method of “repeated segments”. It is a statistical technique for 
extracting information from texts unlabelled. The repetition of these segments 
indicates that these can be used to denote concepts of domain of the corpus. A text 
segment consists of one or more words and delimiters are punctuation marks or 
spaces. The method performs an index of all words in the text by assigning a code 
corresponding to their positions in the corpus. Then it identifies of all repeated 
segments in a window of four words (number of four is chosen on the principle that a 
term denoting a concept contains a maximum of four words) in limiting itself to the 
same sentence. During this phase, redundancies are eliminated by removing the 
segments included in others with the same number of occurrences. At this step a large 
number of segments are extracted, some of which are incorrect. All of these segments 
are then filtered to remove unwanted segments and retain only those who are selected 
as candidate terms. In our approach, we use two filters; filter of weights [Her06] and a 
cutting filter3. The weighting filter is used to select terms with enough weight with 
respect to this weighting; it is a global threshold and fixed indicating the relevance (a 
relevant term is used several times in a specialized text). The weight is measured by 
the total frequency of a term; it is the total number of occurrences of the word in the 
corpus. If this frequency exceeds a global threshold, then the term is part of the 
domain. 
   The “cut filter” removes the segments containing certain words such as verbs, 
named entities, numbers into letters or other. The words of "cut filter" may be present 
at the beginning, the end and within the segment. The list of words of the filter can be 
easily adapted and expanded by the user depending on the specifics of the corpus 
treated. The words of the "cut filter" cannot be present in a segment after application 
of this filter. 

                                                 
3 Used in the MANTEX (it is a system of terminology extraction from texts unlabelled. 
[RoF02] 
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Applying the method of “co-occurrence”. The technique is based on the extraction 
of binary cooccurrents or pairs of terms that meet one of the other more frequently 
than by chance and these two terms were included in the list found in the previous 
phase (phase detection of repeated segments). The method starts by identifying 
cooccurrents of a given term in a window of fixed size (example ten words) and in the 
same sentence, examining the cooccurrents relative to the target term.  The method 
measures the attraction in pairs (the terms in some order) and not in pairs. Pair {جملة, 
> corresponds to two pairs {اسم اسم  )  < جملة , لةجم  is the first term and اسم appears to the 
left in the text) et < جملة  جملة  This time it is) < اسم ,  than appears in the left). 
Finally, we will select the cooccurrents with a frequency exceeding a statistically 
significant frequency due to chance. A numerical threshold of 80%4  is defined a 
priori to estimate a relation between two terms is significant. 

2.3   Update of the ontology 

The principle of the approach is to compare the pair of candidate terms extracted 
(<t1,t2>) with the labels of the ontology concepts, we find four possible cases; t1 (t2) 
belongs to the labels of ontology and t2 (t1) is not, t1 and t2 are in the same time 
labels of the ontology, t1 and t2 or not belong to the labels of the ontology. 

Relation by linguistic marker. To identify relations between terms, we will study 
the context surrounding these terms in a small window (eg, four words) [Koo03]. From 
this context the method will look for lexico-syntactic elements for identifying a 
relation between them. These elements are called linguistic markers5. 
Example « T1 is-a T2 », « T1 part-of T2 » ,...  
   But as the same relation can be expressed by different markers so they are organized 
into categories or separate lists depending on the type of relation to be extracted, 
which will be incremented progressively.  
   Thus we have in each list (or category), a kind of paradigm of linguistic units which 
are sometimes heterogeneous categories (nouns, verbs, function words or 
grammatical, etc.). But always it fulfills the same functions for the relation type.  
• Hyponymy or Generalization relation  « is-a » : list = { ...ھو، ھي ، ھم،  } 
• Meronymy relation  «part-of » : list= { من،- ، تتكون الى-قسمتنمن ، - تتألف } 

   Accordingly to the specific morphology of Arabic at the vocalization and 
agglutination, the list of markers should be clustered all forms and other 
morphological variants likely to be encountered in the texts. We can add new 
relations and to update the lists of pre-existing relations. The process of updating the 
ontology is as follows: 

• If one term of the pair is found among the labels of the ontology concepts, the 
second term of the pair will be proposed for a new concept in the ontology and 
will be linked to the first concept for a relation defined by linguistic marker. 

                                                 
4 The numerical threshold used in the "Xtract" extractor is 80%. [Sma93] 
5 CAMELEON is a software research of lexical relations from linguistic markers. [Ség01] 
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• If both terms are among the labels of the ontology concepts and there was no 
relation between these two concepts, a new relation will be proposed from marker 
linguistic. 

• In case where neither the first nor the second term do not belong to the ontology 
labels. The process does nothing and let these cases for future running. 

Hierarchical relation. If the linguistic markers are absent in the context of words, the 
approach based on a parent-child relation where the parent term is more general than 
the child term. This relation between terms is extracted from the asymmetric co-
occurrence of terms. The relation is characterized by the following two rules:     P(x/y) 
≥ 0.8 and P(y/x) < P(x/y); P(x/y) is the probability of term 'x' occurrence then the term 
'y', inversely for P(y/x) [HeM06]. First rule ensures that both terms appear together 
enough (ie 80% of cases). According to the second rule, x subsumes y where the 
probability of occurrence of x before y is upper than the reverse. Using the transitive 
property of the relation we can eliminate some relations, e.g. if the relation "a" 
subsumes "b", "a" subsumes "c" and "b" subsumes "c" are extracted, the relation "a" 
subsumes "c" can be deleted because it is deductible from the other two [Her06]. 
However, the process of updating the ontology is as follows: 

• If the first term (or second) is found among the labels of the ontology concepts 
and the second (or first) term of the couple is not, then it will be proposed a new 
son-concept (father-concept) related to the first (second) concept by subsumption 
relation “is-a”. 

• In the case where both terms are among the labels of the ontology concepts and 
there was no relation between these two concepts, a new relation of subsumption 
“is-a” will be proposed. 

• In case where neither the first nor the second term do not belong to the ontology 
labels. The process does nothing and let these cases for future running. 

3.   Experimentation and results 

We were able to test the approach using the Python programming language, due to its 
power and through its NLTK6 (Natural Language Toolkit) library. 
 

3.1   Constitution of corpus 

We selected a sample of texts from documents written in Arabic sought in the 
following resources: books on Arabic linguistics, and journal articles ( N°7 and N°8 
of AL-LISANIYYAT) published by the CRSTDLA7 in Arabic language and through 

                                                 
6 http://nltk.sourceforge.net/index.php/Main_Page 
7 Center for Scientific Research and Technical Development of Arabic Language (Algiers) 
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the Web by introducing specific keywords related to the domain in the search engine 
"Google". The queries used are:   

بنية الأ  ي اللغة العربية،فقواعد   ،اللسانيات الحديثةالألفاظ  في النحو العربي،  علم الدلالـة،نظرية اللسانية ،
  .، النحو العربيالعربية اللغة خصائص الأوزان ،  ودورھا في اللغة العربية ،

   The documents found are downloaded, selected and prepared manually (by deleting 
tables, diagrams and graphs), these documents are usually texts compiled in Word or 
PDF. We must transform them into simpler format "plain text" (.txt). The following 
table 2 shows our corpus characteristics. 

Table 2. Technique characteristics of corpus. 
 

Total number of documents 57
Total number of words  468 554
Total size (K byte) 2 742 Kb

3.2   Preprocessing 

Segmentation and Normalization. We have segmented the texts to word sequences 
by detecting word delimiters such as spaces or punctuation. We also used the list of 
Arabic punctuation symbols, as the following: ["،","."," ؟","!","...","..",":","؛ "]. In the 
normalization, we removed all the elements that do not provide information and 
increase the processing time, such as special characters, numbers, non-Arabic words, 
abbreviations, single letters and deletion of vowels. Example of special characters:    
["–","/",",","«","+","%",…].  

Result. 417 059 words are selected and 51 495 words are deleted (11%). 

Deletion of stop words (1).  We have made this list of stop words from the corpus on 
two principles: their frequency and their information content. We have sorted the 
most used words in the corpus according to their frequency, and then we manually 
selected among them the words that do not have information related to the domain. 
(In total we sorted 455 stopwords). 

Result. The list is not exhaustive, so we always update it with new words or new 
morphologicals forms of the same word. The result of processing (repeated segments) 
is strongly dependent on this step. We have eliminated 116 137 words (27.9%). 

Light Stemming. We have removed the prefixes and suffixes following predefined 
list, (Table 1). This list is stored in two files (prefixes and suffixes file). 

Result. In the results, we found instances where the same word appears again in 
several morphological forms which will decrease the performance of the processing. 

Suggestion. To remedy this problem, we can use a tool for morphological analysis in 
this step to complete the lemmatization which will significantly improve the quality 
of processing. 
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Deletion of stop words (2). We need to eliminate stop words again, since in the 
results of light stemming we found these words again after deleting some of the 
prefixes and suffixes:  Example (following cases are present: الاخرى- بعد ، اخرى- بعده ) 

Result.  261 715 words are found and 39 207 words are removed (13%). 

3.3   Processing 

Extraction of “repeated-segments”. We set the following parameters: 

• Segment size = 4 words. It indicates the maximum size of a complex term, 
usually a complex term in Arabic is made up of 4 words. 

• Weighting threshold: The weight of a term is calculated by the total frequency,  is 
the total number of occurrences in the corpus. Threshold weight of a simple word 
is = 100. Threshold weight of a compound term is = 20. The number 100 and 20 
are randomly selected relatively to the corpus size. 

Result. The program extracts 281 200 different segments, but it only selects a list of 
445 segments in accordance with the thresholds defined above. In analyzing this list, 
we have identified the following comments:  

1. Words appear that are outside domain (personal names, object names ...). We can 
update the list of stop words by these words and to redo processing. 

2. Two morphological forms of same word are identified as two different segments. 
Example )لغه ، لغوى، لغات ، للغه (  We can . (عنصر ، عناصر)     (حرف ، حروف)    
regroup the different morphological forms in the same form then replace them in 
the corpus and repeat the processing. 

The following table shows a sample of selected segments: 

Table 3. Sample of selected segments. 

Segment Frequency Segment Frequency Segment Frequency 

 لغه
 فعل
 اسم
… 

5071 
2449 
1938  

… 

 فاعل
 ظاھر
 ضمير

... 

592 
579 
575 

... 

 مفعول مطلق
 جمل اسم

 علام رفع ضمه
... 

84 
83 
78 
... 

Extraction of “co-occurrents”. We set the following parameters:  

• Window size of co-occurrence = 10 words. 
• Co-occurrence threshold = 80%  (percentage of appearance two terms together). 
• Co-frequency threshold = 100 (number of appearance two terms together). 

   The program gives the result in a marked file where each line contains the co-
occurring, their frequency and their co-frequency. As the following example: 
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< t1="نصب"   t2=" فتح" Ft1="672"          Ft2="129"     CF="211"/> 
< t1="اسم"      t2="فعل"  Ft1="1938"        Ft2="2449"   CF="210"/> 

Suggestion.  This result file must be validated by an expert (a linguist). 

4. Conclusion 

In this paper, we have shown an approach for the automatic construction of ontology 
from a corpus of domain "Arabic linguistics". We reused information extraction 
techniques for extracting new terms that will denote elements of the ontology 
(concept, relation). To analyze the texts of the corpus, two statistical methods were 
used, the “repeated segments” to identify the candidate terms and “co-occurrence” to 
the updating of ontology. So, we have formed a domain corpus by the recovery of text 
from articles of journals and books of the domain and also the collection of 
documents over the Web. This corpus was preprocessed to remove some ambiguity, 
reduce the number of transactions and adapt the corpus according to our aim. 
   Many perspectives are offered based on our work, among them; we proposed an 
ontology that represents the fundamentals notions of Arabic linguistics, this ontology 
can be useful for developing NLP tools that analyze Arabic texts. A second 
perspective would be to use our techniques and statistical methods for information 
extraction on Arabic texts for other works (e.g. terminology extraction, creation of 
electronic dictionaries and thesaurus ...).  
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Abstract. The semantic web promises to bring automation to the areas of web 
service discovery, composition and invocation. In order to realize these bene-
fits, rich semantic descriptions of web services must be created by the software 
developer. A steep learning curve and lack of tool support for developing such 
descriptions thus far have created significant adoption barriers for semantic web 
service technologies. In this paper, we present a model-driven architecture ap-
proach for specifying semantic web service through the use of a UML profile 
that extends class diagrams. In this paper we describe our efforts to develop a 
transformation approach based MDA to translate XMI specifications (e.g., 
XML encodings of UML) into equivalent WSMO specifications via the use of 
ATL transformations.  

Keywords: Model driven Architecture (MDA), WSMO, ATL, Metamodel. 

1 Introduction  

The potential to achieve dynamic, scalable and cost-effective infrastructure for 
electronic transactions in business and public administration has driven recent re-
search efforts towards so-called Semantic Web services, that is enriching Web ser-
vices with machine-processable semantics. As a matter of fact, describing Web ser-
vices through aforementioned submissions are not easy for service developers to 
write. Although, several tools and editors such as OWL-S Editors, WSMO studio [1], 
and WSMOViz [2] have been proposed to facilitate writing Semantic description, 
developers still need to know the concepts and syntaxes of the Semantic Web service 
languages. This lack of knowledge and also the complexity of these languages cause 
the adoption of Semantic Web services slow down [3].  
In order to tackle this problem, several approaches have been proposed based on 
Model driven Architecture (MDA) [4] for automatically generating semantic web 
service descriptions from a set of graphical models. MDA is an approach presented by 
OMG for developing application system in the way of creating model rather than 
code. The portability, interoperability, and reusability are primary goals of MDA, 
which are acquired via separation of concerns between the implementation and speci-
fication. In most of MDA-based approaches, Unified Modeling Language (UML) [5] 
is used as modeling language due to its widespread adaption among software devel-
opers [6].  

In this context, we are developing an approach that allows a developer to focus on 
creation of semantic web services and associated WSMO [7] specifications via the 
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development of a standard UML model. We describe our efforts to develop a trans-
formation model for translating UML specifications into equivalent WSMO specifica-
tions. The approach relies upon the use of MDA concepts by developing two meta-
models (source and target one) and a transformation model to translate XMI specifi-
cations (e.g., XML encodings of UML) into WSMO via the use of ATL transforma-
tions [8]. By using transformations from equivalent UML constructs, difficulties 
caused by a steep learning curve for WSMO can be mitigated with a language that has 
a wide user base, thus facilitating adoption of semantic web approaches. 

The remainder of this paper is organized as follows. Section 2 describes the related 
works for semantic web services approaches, a WSMO overview is presented in sec-
tion 3. The specifics of our approach, details and the main parts of our solution are 
presented in Section 4. Sections 5 and 6 discuss implementation and conclusions, 
respectively. 

2 Related works 

In this section we present briefly various approaches which allow to use UML for 
the creation of ontologies. Gasevic [9] suggests using an UML profile for  ontology as 
well as the standards of the OMG concerning the approach MDA. By this method he 
wishes to insure the generation automatic of complete ontologies (in OWL [10]) by 
using transformations of models. The approach of Gasevic and his colleagues  relays 
on the principles of MDA and transformation of models. For it they defined an UML 
profile named OUP (Ontology UML Profile) which takes back the concepts of ontol-
ogies such as they are defined in OWL. Their second contribution is to supply bidirec-
tional transformations between it profile UML and the ODM (Ontology Definition 
Metamodel) metamodel, proposed by the OMG. Their last contribution holds in trans-
formations between ODM and the languages of ontology such OWL. 
Brambila et al in [11] present a model-driven methodology to design and develop 
WSMO-based Semantic Web services using Business Process Model and Notation 
(BPMN) [12] in conjunction with Web Modeling Language (WebML) [13].  

MIDAS-S [14] is based on the expansion of MIDAS [15] which is a model driven 
methodology to develop Web Information System (WIS). This approach present a 
methodology to develop semantic Web service based on WSMO. The four top-level 
elements such as ontologies, goals, mediators, and Web services are formed in the 
PSM level. 

3 WSMO Overview 

The WSMO initiative aims at providing an overarching framework for handling 
Semantic Web services (SWSs). WSMO identifies four main top-level elements: 

1.  Ontologies that provide the terminology used by other elements; 
2.  Goals that state the intentions that should be solved by Web Services; 
3.  Web Services descriptions which describe various aspects of a service; 
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4. Mediators: to resolve interoperability problems. 

Each of these WSMO Top Level Elements can be described with non-functional 
properties like creator, creation date, format, language, owner, rights, source, type; 
etc. WSMO comprises the WSMO conceptual model, as an upper level ontology for 
SWS, the WSML[16] language and the WSMX [17] execution environment. 

The Web Service Modeling Language (WSML) is a formalization of the WSMO 
ontology, providing a language within which the properties of Semantic Web Services 
can be described. 

WSMX provides an architecture including discovery, mediation, selection, and in-
vocation and has been designed including all required supporting components ena-
bling an exchange of messages between requesters and the providers of services. 

4 Our approach 

The approach relies upon the use of MDA concepts by developing two metamodels 
(source and target one) and a transformation model to translate XMI specifications 
(e.g., XML encodings of UML) into WSMO. 

Figure 1 shows the overview of our approach.  The model transformation is based 
on ATL language, and its relates two metamodels (source:UML and target: WSMO). 
A transformation engine takes a source model as input, and it executes the transfor-
mation program to transform this source model into the target model. The business 
model is created by any UML tool, consistent with the UML metamodel (UML pro-
file). The obtained WSML document will be exported and validated by WSMO studio 
Tool. 

 
 
 
 
 
 
 
 
 
 
 
  

4.1 The source metamodel 

A UML profile [18] is a collection of stereotypes, tagged values and custom data 
types used to extend the capabilities of the UML modeling language. We use a UML 
profile to model various WSMO constructs in conjunction with the UML static struc-
ture diagram. In terms of MDA, the stereotypes, tagged values, and data types serve 
to mark-up the platform-independent model, or PIM, in order to facilitate transforma-
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tion to WSMO specification. Stereotypes work well to distinguish different types of 
classes and create a meta-language on top of the standard UML class modelling con-
structs. Tagged values allow the developer to attach a set of name/value pairs to the 
model. Figure 2 shows a metamodel of our profile UML, where a group of extensions 
UML is introduced. The source metamodel consists of: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

• The standard elements of UML: which are represented in the figure 2 by  yellow 
color, we used: package, comment, Class, Dependency, Usage, Generalization, At-
tribute, Association, and InstanceSpecification. All these elements can be used in 
the class diagram for modeling the business model.  

• Stereotypes: represented in the figure by the green color, they are introduced to 
allow the modeling of the diverse WSMO’s constructs. The WSMO’s constructs 
that we used are:  

- "Concept", " axiom ", "relation" which extend the  " Class " element. 
- "Ontology", "ooMediator " which extend the "Package" element. 
- "NonFunctionalProperties","axiom" and "NameSpace" which extend the 

"comment" element. 
- " ImportsOntology " which extends  the " Dependency " element. 
- "Instance" which extends the " InstanceSpecification " element. 
- « subConceptOf»   and  « subRelationOf » which extend « Generalization » 

element. 
- « OfType » and « impliesType »  which extend « Attribute » element. 

 

  Standard UML 2.0   

+Package                    
+Comment                 
  +Class                           
+Dependency                   
+Usage                              
+Generalization                 
+Attribute                         
+Association                      
+InstanceSpecification 

Standard UML 2.0     
Comment 
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Standard UML 2.0 Attribute 
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Fig.2. The source Metamodel : UML profile for WSMO 
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- « symmetric », « InverseOf », « impliesType », « reflexive » and   « Transi-
tive »  which extend  « Association » element. 

4.2 The WSMO Ontology Target  metamodel 

This metamodel  [19]  is used by our transformation to generate the WSMO ontol-
ogy . It consists of  Ontology  composed of  :  Concept,  Relation,  Axiom, Instance. 

The figure 3 shows a fragment of  WSMO metamodel.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Fig.3.   Fragment of WSMO Ontology metamodel 

4.3 UML to WSMO transformations 

4.3.1      Principle 
The overview of the transformation is detailed in Figure 4. The set is split between 

two areas of modeling: MDE for space engineering models in which is defined the 
different metamodels described above and the transformation between UML and 
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WSMO, and WSMO space that defines the WSMO ontologies. In M3 layer we find 
ECORE language of metamodelisation. The both metamodels  (UML and WSMO) 
and ATL metamodel   located in M2 layer are based on ECORE. 

At   M1 layer we found the source model expressed in UML 2.0 conforms to our 
metamodel  WSMO UML Profile, the model transformation UML2WSMO  imple-
mented in ATL language,  WSMO ontology model resulting from the transformation 
process which is conforms to WSMO target metamodel  in M2 layer, and a WSMO / 
WSML projector.  This projector is a particular transformation that allows to switch 
from one model space to another. In our case it is used to transform the WSMO on-
tology in WSML document.  Now we will explain in detail the transformation rules 
between our UML profile and WSMO ontology. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4.3.2       Transformation UML into WSMO 
In our approach, a transformation definition is implemented in ATL language 

based on a mapping specification; we use the term mapping as a synonym for 
correspondance between the elements of two metamodels, while a transformation is 
the activity of transforming a source model into a target model in conformity with the 
transformation definition. 

The source metamodel UML profile includes stereotypes, tagged values and con-
straints, each of which map to a particular construct in target metamodel WSMO de-
scription, as shown in table1. The left hand column provides the abstract type repre-
sented by the constructs. The middle column shows the UML constructs used to spec-
ify semantic services. Finally, the right hand two colomns name the corresponding 
target construct in WSMO specification and present the target elements which are 
defined in this transformation.  

Once mappings are specified between the two metamodels (e.g. UML and 
WSMO), transformation definitions are implemented  using transformation languages 
such as Atlas Transformation Language (ATL). An extract of these rules is illustrated 
below. 
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Table 1.  UML to WSMO Mapping 
 

UML TYPE UML Construct WSMO Construct Elements  defined in target      
       WSMO construct  

Package  « ontology » stereotype Wsmo Ontology URI,nonfocntionnal properties,imports ontolo   

gy,usesmediators,concept,relation,axiom,instances 

Class  « Concept » stereotype WSMO Concept Concept name,subconceptof, nonfonctionnal  

properties, atribute 

Class « Relation » stereotype Wsmo relation Relationname, nonfonctionnalproperties,            

para  meters,subrelationof  

Class « axiom » stereotype Wsmo axiom Name, Type,className,attributeName 

Attribute « oftype » attribute Wsmo attribute Name, Type,className,attributeName 

Association « implies type » stereotype Wsmo attribute Name, Type,className,attributeName 

Association « transitive_impliesType » stere. WSMO attribute Name, Type,className,attributeName 

Association « symmetric_impliesType »stere. Wsmo attribute Name, Type,className,attributeName 

Dependency « importsOntology» stereotype WSMO import ontology  supplierName, clientName 

Depenency « usemediator» stereotype Wsmo usemediator supplierName, clientName 

Comment « nonfonctionalProperties» stereo. Wsmo nonfonctional   

Properties 

Name, body 

Comment « namespace » stereotype Wsmo namespace Name, body 

Comment « axiom » stereotype Wsmo axiom Name, expression_definition 

Instance  

Specification 

« instance Speciication» stere. Wsmo Instance Instance Name, memberOf, attributeValue 

Instance  

Specification 

« instanceproperty » stereotype Wsmo attribute value Instance Name,Instance, attributeNname 

• Rule  : UMLClass2WSMOConcept 
This rule allows to create a concept WSMO from a class UML stereotyped "Con-

cept". Any class UML stereotyped "Concept" is transformed into WSMO concept. 
This one is defined by the concepts from which it inherits “subConceptOf” , by a 
Name, NonFunctionalProperties and by these attributes. 

rule UMLClass2WSMOconcept { 
     from   s : UML!"uml::Class" (s.hasStereotype('WSMO_Profil::Concept')) 
     to    t : b_Ontology_WSMO!Concept ( 
         Nom_concept <- s.name->debug('Cette Class Est Un Concept '), 
         SubConceptOf <- if s.general.oclIsUndefined()then ''  
            else s.general->collect(a|a.name).first() endif, 
            NonFunctionalProperties<- 

b_Ontology_WSMO!NonFunctionalProperties.allInstances() ->select(b|b.Nom_De = s.name)-
>collect(b1|b1.Corps).first(), 

            Attribute  <-  b_Ontologie_WSMO!Attribute.allInstances() ->  
                         select(b|b.Nom_De_Class = s.name)->collect(b1|b1.Nom_Attribute) )  } 
             
 The helper " hasStereotype " receives a string and returns a boolean. It is used to 

know if the current UML element is stereotyped as the string taken in parameter. 
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helper context UML!"uml::Element" def: hasStereotype(name : String) : Boolean =  
 self.getAppliedStereotype(name)->oclIsKindOf(UML!Stereotype); 

• Rule  : Property2Attribute 
This rule allows to create attributes WSMO from UML properties stereotyped " 

OfType ". Any property UML stereotyped "OfType" is transformed into WSMO at-
tribute. This one is defined by a Name, Type, class names and Attribute name. 

rule Property2Attribut 
{  from     P : UML!Property ( P.hasStereotype('WSMO_Profil::ofType')) 
    to        A : b_Ontology_WSMO!Attribute ( 
           Nom_Attribute <- P.name + ' ofType' + ' ' +    
                   P.type.toString().substring(4,P.type.toString().size()), 
         Type_Attribute <- P.type.toString().substring(4,P.type.toString().size()), 
       Nom_De_Class <- P.class.name  ), 
             At : b_Ontologie_WSMO!AttRelation ( 
     Nom_Attribute <- ' ofType ' +P.type.toString().substring(4,P.type.toString().size()), 
      --Type_Attribute <- P.type, 
           Nom_De_Class <- P.class.name )   } 

• Rule : InstanceSpecification2WSMOInstance 
This rule transforms UML instance into WSMO instance. This one is defined by 

the classes that are  “ MemberOf”, InstanceName  and AttributeValues. 

rule UMLInstance2WSMOInstance 
{     from       I : UML!InstanceSpecification 
      to     Ins : b_Ontology_WSMO!Instance  (   Nom_Instance <- I.name, 
     MemberOf <- I.classifier->collect(a|a.name), 
 AttributeValues  <-  b_Ontology_WSMO!AttributeValue.allInstances( )  
         ->select(b|b.name = I.name)->collect(a|a.Nom_Att_Ins)  )   } 

4.3.3      WSMO2WSML Projector 
A projector consists of one or several transformations allowing realizing the pro-

jection of an artefact belonging to a technological space towards another. In our case, 
the artefact is a model in compliance with the WSMO metamodel, belonging to the 
technical space of MDE. We aim to project this artefact towards the WSMO space in 
WSML syntax. A model in the MDE space is serialized in the XMI format, whereas a 
document in the WSMO space is in WSML format. The projector implemented here 
includes a single ATL query file allowing the transformation of WSMO model into a 
WSML document.  Among the main rules which compose the transformation file 
named Ecore2wsmo, we quote the first  rule: 

•    Rule 1 : This rule allows to translate the "concept" element of WSMO modeled 
in ECORE Format into WSML syntax. 

helper context UML!Concept def : toString_b() : String = 
 '\n'+' concept ' + self.Nom_concept + if self.SubConceptOf->iterate(e; acc : String = 

'' |acc + e.toString()+ '') = 'OclUndefined'   then '\n' 
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                                           else 
' subConceptOf '+self.SubConceptOf->iterate(e; acc : String =' ' |acc + e.toString() +' ') + '\n' 

                                         endif  
 + if self.NonFunctionalProperties.oclIsUndefined()     then  ''  
    else ' nonFunctionalProperties '+ '\n' + self.NonFunctionalProperties + ' 

endNonFunctionalProperties ' + '\n'     endif 
 + if self.Attribute.size() <> 0  
   then self.Attribute->iterate(e; acc : String = '' |acc + e.toString() + '\n') + '\n' 
   else ''    endif; 

5 Implementation 

To show the feasibility of our approach, we have developed a tool on the Eclipse 
environment (Eclipse Ganymade 3.4.2), an ATL project is created,  the UML 
metamodel profile is modeled by UML diagrams 2.1 Integrated  in EMF eclipse, and 
the WSMO metamodel is modeled by the Ecore language (Ecore diagram), then two 
ATL files  containing the transformation rules (UML2WSMO and WSMO2WSML) 
are written in ATL. For each execution, we introduce a source model conforms to our 
source metamodel and  we obtain a WSMO document. 

 

 
                                Fig.5.  Class diagram of source model 
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To illustrate our approach, we take the human ontology as an example, the source 
model is expressed in a UML2.0 class diagram in conformity with our source 
metamodel (see Fig.5). The transformation engine takes the source model serialized in 
XMI [20] format as input and executes the transformation rules contained in  
UML2WSMO ATL file  that generates a WSMO ontology in  Ecore format,  then the 
projector tool executes the ATL query file WSMO2WSML to transform the resulting 
WSMO ontology  into WSML  format. The obtained WSML document of the human 
ontology is depicted in Fig. 6.  At the end, the output of our system is imported by the 
WSMO STUDIO tool to validate the correctness of our transformations.  

 

 
Fig.6. The resulting Human ontology file in WSML format 

6 Conclusions and Future Work 

Semantic Web Services can potentially change the way software is both developed 
and used. In order to realize that great promise, the software development community 
must embrace the technology. The barriers to adoption must be bridged in a manner 
that leverages the capabilities of developers. 

We have been developing an MDA-based approach for facilitating such adoption 
by using Metamodels at PIM levels in such way that it more adequately hides the 
details of semantic web service technologies and allows the developer to focus on 
creating models of semantics web services, Then a transformation model consisting of 
a defined set of rules that specify the correspondence between the elements of both 
source and target metamodels, is applied to generate a WSMO ontology encoded in 
WSML. 
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Our current investigations involve developing the framework in such a way that it 
improves the transformation model by handling the logical expressions to cover "axi-
om" and covers the other parts of  WSMO  like capability, mediators and goals. 

7 References 

1. "WSMO Studio." vol. 2010, 2009:  http://www.wsmostudio.org. 
2. Kerrigan M.: "WSMOViz: An ontology visualization approach for WSMO," London, 

United kingdom, 2006, pp. 411-416. 
3. Timm,, J.T.E.: "A model-driven framework for the specification, grounding, and execution 

of semantic Web services." vol. PH.D: Arizona State University, 2008, p. 170. 
4. Mukerji J.M.: "MDA Guide Version 1.0.1." vol. 2010: OMG Group, 2003. 
5. O. M. Group, "OMG Unified Modeling Language (UML)." vol. 2010: Object 
6. Wang Q., Garousi V., Madachy R., Pfahl D., Bendraou R., J.-M. Jezéquél J.M. and F. 

Fleurey F. : "Combining Aspect and Model-Driven Engineering Approaches for Software 
Process Modeling and Execution," in Trustworthy Software Development Processes. vol. 
5543: Springer Berlin / Heidelberg, 2009, pp. 148-160. 

7. Roman D.,  Lausen H., and Keller U.. Web service modeling ontology (WSMO). Final 
Draft D2v1.3, WSMO, 2006. Available from:http://www.wsmo.org/TR/d2/v1.3/. 

8. Jouault, F., Kurtev, I. : Transforming Models with ATL, Proceedings of the Model Trans-
formations in Practice Workshop at MoDELS’05, Montego Bay, Jamaica, 2005. 

9. Gasevic, D., Djuric, D., Devedzic, V. : MDA-based automatic OWL ontology develop-
ment, International Journal on Software Tools for Technology Transfer, June 2006. 

10. Hori, M., Euzenat, J., Patel-Schneider, P., F. : OWL (Web Ontology Language) XML 
Presentation Syntax W3C Note 11 June 2003, http://www.w3.org/TR/owl-xmlsyntax/ 

11. Brambilla M., Ceri S., Facca F.M. , Celino I., Cerizza D., and Valle E.D.: "Model-driven 
design and development of semantic Web service applications," ACM Transactions on In-
ternet Technology, vol. 8, 2007.  

12.  "Business Process Model and Notation (BPMN)," in Version 1.2. vol. 2010: OMG, 2009.  
13. Stefano C., Piero F., Aldo B., Marco B., Sara C., and  Maristella M. :Designing Data-

Intensive Web Applications: Morgan Kaufmann Publishers Inc., 2002.  
14. Sanchez D.M. , Acuna C.J., Cavero J.M. , and  Marcos E. : "Toward UML-Compliant se-

mantic web services development," International Journal of Enterprise Information Sys-
tems, vol. 6, pp. 44-56.  

15. Cáceres P., Marcos, E., Vela, B. A.  :"MDA-Based Approach for Web Information System 
Development," in Workshop in Software Model Engineering, 2003.  

16. Lausen H.,  Bruijn J., Polleres A., and  Fensel D. : WSML - A Language Framework 
forSemantic Web Services. In Proc. of the W3C Workshop on Rule Languages for In-
teroperability,  Washington DC,USA,2005. 

17. Haller A., Cimpian E., Mocan A., Oren E., and  Bussler C. WSMX - A Semantic 
ServiceOriented Architecture. In Proceedings of the International Conference on Web Ser-
vice (ICWS 2005), 2005. 

18. Atkinson, C. and Kühne, T.: Profiles in a strict metamodeling framework, Science of 
Comp.Prog., Vol. 44, No. 1 (2002) 5-22 

19. http://www.w3.org/Submission/2005/SUBM-WSMO-20050603/. 
20. OMG. XML Metadata Interchange (XMI) specification, version 2.0, formal/03/05/02, may 

2003.  



 

Proceedings ICWIT 2012  214 

Foundations on Multi-Viewpoints Ontology Alignment  

Lynda Djakhdjakha1, 3, Mounir Hemam2, and Zizette Boufaida3  

1Department of Computer Science, University 08 May 1945 of Guelma,  
Guelma 24000, Algeria 
ldjakhdjakha@yahoo.fr 

2Department of Computer Science, University of Khenchela,  
Khenchela 40000, Algeria 

Mounir.hemam@gmail.com 
3LIRE Laboratory, Department of Computer Science,  

Mentouri University of Constantine, Constantine 25000, Algeria 
zboufaida@gmail.com 

 

Abstract. In the last few years, a lot of effort has been paid to support both 
consensus and heterogeneity in the same ontology. As a result, multi-
viewpoints ontologies have become essential for heterogeneous organizations 
and for diverse user communities that need to share and exchange information 
in an application domain. The development of multi-viewpoints ontologies by 
different communities makes distributed and heterogeneous knowledge re-
sources not accessible. So, to solve this problem and in order to support users in 
sharing and reusing vocabularies and knowledge, we need for techniques for 
solving heterogeneity problems between different multi-viewpoints ontologies. 
In this case, multi-viewpoints ontology alignment is required to provide a con-
sensual understanding of that domain represented by these ontologies. In the lit-
erature, there are much alignment systems, but existing systems are not capable 
to support multiple viewpoints. So, our challenge is to introduce the notion of 
multiple viewpoints in the alignment process. Therefore, in order to align multi-
viewpoints ontologies, we present in this paper first, the definition of multi-
viewpoints ontology in description logics extended by a stamping mechanism, 
and then we deal with their alignment problems and definitions.  

Keywords: multi-viewpoints ontology, ontologies alignement, description lo-
gics, stamping mechanism. 

1 Introduction 

Ontologies can apprehend, capitalize, represent, operate and share semantically 
knowledge and information.  However in reality, there are usually several ways to 
capture the knowledge of a given domain, that is to say different viewpoints (or per-
ceptions) by which this knowledge can be represented. Thus, the same domain may 
have more than one ontology, where each one is described according to a viewpoint 
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or a particular perception. Indeed, in a large organization, there may be several com-
munities or groups of individuals with their own viewpoints. These viewpoints de-
pend on the type of person (occupation, age, educational level, experience …) or use 
(the same person may have different views depending on the task which he is trying 
to accomplish) [1]. 

The two concepts ontology and viewpoint are complementary [2], indeed the ontol-
ogy represents the knowledge shared by multiple users and the viewpoint represents 
the domain of knowledge that is relevant at a given viewpoint. With the coupling of 
these tow notions we are talking about multi-viewpoints ontology. The latter gives the 
same universe of discourse several partial descriptions such that each one is on a par-
ticular viewpoint.  

The exploration of multi-viewpoints ontologies [1], [3-4] could be an efficient way 
for heterogeneous organizations to share knowledge. The development of these ontol-
ogies by different communities makes distributed and heterogeneous knowledge re-
sources not accessible.   So, to solve this problem and in order to support users in 
sharing and reusing vocabularies and knowledge, we need for techniques for solving 
heterogeneity problems between different multi-viewpoints ontologies. In this case, 
multi-viewpoints ontology alignment is required to provide a consensual understand-
ing of that domain represented by these ontologies.  

An ontology alignment is defined as a set of correspondences between ontological 
entities, i.e. classes, properties, and individuals, of two ontologies [5]. In the litera-
ture, there are much alignment systems presented in [6] and [7].  However, existing 
systems are not capable to support the notion of multiple viewpoints. So, our chal-
lenge is to introduce this notion in alignment process to align multi-viewpoints ontol-
ogies. 

Therefore, the objective of this work is to find an alignment definition of the multi-
viewpoints ontologies described in description logics extended by a stamping mecha-
nism, and to find a definition of the semantics of these alignments. The aim of these 
definitions is to be able to align multi-viewpoints ontologies. 

The rest of the paper is organized as follows. Section 2 presents a multi-viewpoints 
ontology. In section 3 we detail syntax and semantics of multi-viewpoints ontology 
described in description logics extended by stamping mechanism. Section 4 looks at 
the problems of the multi-viewpoints ontology alignment. In section 5 we present a 
set of definitions for the multi-viewpoints ontology alignment, and Section 6 con-
cludes with the future directions of work. 

2 Definition of Multi-Viewpoints Ontology (MVp Ontology) 

2.1 Viewpoint Approach 

For a given domain of knowledge, several criteria can be used to observe an object. 
These different perceptions of the world are called viewpoints or perspectives. In 
computer science, most of data modeling systems don’t deal with the variety of per-
ceptions related to the same universe of discourse, and develop tools to create a single 
model for a single vision of the observed world. The viewpoint approach is opposed 
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to this monolithic approach and makes it possible to model the same reality according 
to different points of view [8].  

The viewpoint approach is constructed on the conjunction actor/information. There-
fore, it is necessary to include the actor in the action. In [9] viewpoint is defined as “a 
conceptual manner binding, on the one hand an actor who observes and, on the other 
hand, a universe of discourse which is observed”. 

 
2.2 Multi-Viewpoints Ontology 

A multi-viewpoints ontology is defined as an ontology in which a concept can have 
multiple definitions, each definition corresponding to a particular viewpoint on the 
concept [1], [3].  

In [4], a multi-representation ontology is seen as an ontology that characterizes an 
ontological concept by a variable set of properties (static and dynamic) or attributes in 
several contexts and granularities.  

The accepted definition in our work is that mentioned in [2] and [8], where a multi-
viewpoints ontology is defined as an ontology that gives the same universe of dis-
course, several partial descriptions, in a way that, each one is on one viewpoint. These 
partial descriptions share on a global level the ontological elements (concepts and 
global roles) and semantic links constitute a consensus between the different view-
points. 

3 A Multi-Viewpoints Ontology in Description Logics Extended 
by a Stamping Mechanism  

Description logics (DL) [10-11] are a family of knowledge representation languages 
that can be used to represent the knowledge of an application domain in a structured 
and formally well-understood way. A stamping mechanism allows multiple represen-
tations of concepts. In [2] and [8], description logics extended by a stamping mecha-
nism have a signature, which is based on the following types: global concepts, local 
concepts, global roles, local roles, individuals and bridge rules. This language allows 
the use of constructors to create complex elements. 

Definition 1 (Multi-viewpoints Ontology in Description Logics Extended by a 
Stamping Mechanism). A multi-viewpoints ontology described in description logics 
extended by a stamping mechanism is a multiple descriptions of the same universe of 
discourse according to different viewpoints. It is defined as the quadruple  ܱ௩ ൌ
,ீܥۃ ܴீ, ܸ,  ,is a set of global concepts,  ܴீ : is a set of global roles : ீܥ  :where ۄܯ
-is a set of bridge rules and ܸ : is a set of viewpoints, where a viewpoint is a par : ܯ
tial description of a universe of discourse in a particular perception. It is defined by 
the triplet ܥۃ, ܴ,   : is a set of local concepts, ܴ:  is a set of local rolesܥ :where ,ۄܣ
and ܣ : is a set of local individuals. 
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Definition 2 (Syntax of a Global Concept). Given ࢂ ൌ ሼ࢜, … , …,࢜ ,  ሽ a set࢜
of viewpoints. A global concept ࡳ can be formed using the Boolean manufacturers 
(conjunction, disjunction) and the following global restrictions manufacturers: 

.ܴ ௩భ,….,௩ೖ • ,ܥ .ܴ ௩భ,….,௩ೖ  defines a new concept that all their instances are :ܥ
connected by the role ܴ,   

• ௩భ,….,௩ೖ  ܴ.  ௩భ,….,௩ೖ ,ܥ ܴ.  specifies the minimum or maximum cardinality :ܥ
of the role ܴ in the viewpoints ݒ ݒ ݐ. 

Definition 3 (Syntax of a Local Concept). Given ࢜  א ࢂ  . A local concept 
:࢜     : is either a primitive local concept or a defined local conceptܥ
:ݒ ீܥ  ՜ ሺݐ݁ܿ݊ܥ ݈ܽܿܩ ሻ פ ሺܥሻ פ ሺܥ ِ ሻܦ פ ሺܴ. ሻܥ פ ሺܴ. ሻܥ פ
ሺ ݊ ܴ. ሻܥ פ ሺ ݊ ܴ. ሻܥ פ ሺܽଵ, ܽଶ, … ሻ, where ܥ and ܦ are local concepts, ܴ  is 
a local Role, ܽଵ, ܽଶ, … are individuals, and ݊ is a natural number. 

Definition 4 (Syntax of a Local Role). A given local role ࢜: ܴ  is defined as: 
:࢜ ܴሺܥ,  ,࢜ ሻ, where ܴ is the name of the local role defined in the viewpointܦ
 As well, a local role .࢜  are two local concepts defined in this viewpointܦ ܌ܖ܉ ܥ
ܴ  can be a primitive local role or a defined local role: ሺܴ ِ ܵሻ, ّܴܵ , ܴ , 
ܴ°ܵ and ܴି, ܴା, where ܴ ܌ܖ܉ ܵ are  given local roles. 

Definition 5 (Syntax of a Global Role). A global role ࡳࡾ  is defined as: 
:࢜ሺࡳࡾ ,ܥ :࢜   are twoܦ ܌ܖ܉ ܥ ,is the name of the global role ࡳࡾ ሻ, whereܦ
local concepts defined in two different viewpoints. As well as a local role, a global 
role can be a primitive or a defined global role.  

Definition 6 (Syntax of a Subsumption Relation). Below a viewpoint ࢜, a local 
hierarchy ࡴ/࢜ , is defined as a triplet ሺࡸ, ࣔ, َሻ where: ࡸ is a set of local con-
cepts, ࣔ is a function  of ࡸ in ࡳ, witch associated for all root concept denoted ࡸࡿ of 
-and َ is the subsumption relation used to express explicit ,ࡳ  a global concept ofࡸ
ly a direct order relationships as follows: 

:ݒ • ࡸ َ ࡸࡰ and ࡸ where ,ࡸࡰ:ݒ  are two local concepts defined in the same 
viewpoint ݒ. 

:ݒ • ࡸࡿ َ  ,ݒ is the most general concept defined in the viewpoint ࡸࡿ where , ீܥ
and ீܥ  is a global concept.  

Definition 7 (syntax of a Bridge Rule). We distinguish:  

• Inclusion. ݒ: ܺ
َ
՜ ݒ: ܻ. It expresses the set inclusion between a local concept 

extension of a viewpoint and another concept of another viewpoint. 
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• Inclusion with Multiple Sources. ݒ: ܺ ِ …ِ ݒ
َ
՜ ݒ: ܻ.It expresses an inclu-

sion relation between a list of local concepts belonging to several viewpoints and 
another destination concept belonging to another viewpoint.  

• Bidirectional Inclusion. ݒ: ܺ
ୀ
՞ :ݒ ܻ . It expresses equality between two local 

concepts belonging to two different viewpoints. 
• Bidirectional Exclusion. ݒ: ܺ

ୄ
՞ ݒ: ܻ. It expresses a relationship between two 

local concepts belonging to two different viewpoints.  

3.1 Semantics of Multi-Viewpoints Ontology 

In [2] and [8], the semantics of description logics extended by the stamping mecha-
nism is defined by a global interpretation, a set of local interpretations, and a set of 
domain relations: 
 
Definition 8 (Local Interpretation). A local interpretation ሺ∆ࡵ. ,ࡵ), is associated for 
each local element, where  ∆ࡵ is a domain of local interpretation and  .ࡵ I is a local 
interpretation function such that for all local concepts of ࡵࡸ∆كࡵࡸ ,ࡸ,  for  all  local 
roles ࡵࡸ∆كࡵࡸࡾ ,ࡸࡾ∆ࡵࡸ, and for all individuals ࡵ∆كࡵࢇ ,ࢇ. 
 
Definition 9 (Global Interpretation). A global interpretation ሺ∆ࡵ. ,ࡵ) is associated for 
each global element, where ∆ࡵൌ ࡵ∆  ࡵ∆… … -is a domain of global interpreta ࡵ∆
tion and .ࡵ is a global interpretation function such that for all global  conceptsࡳ, 
ࡵ∆كࡵࡳࡾ ,ࡳࡾ for all global role ,ࡵ∆كࡵࡳ  .ࡵ∆
 
Definition 10 (Domain Relation). A relation domain defines how two different 
viewpoints interact. 

4 The problems of Multi-Viewpoints Ontology Alignment  

In this work, we will take into consideration the notion of viewpoint in the alignment 
process. Thus, the multi-viewpoints ontologies alignment is the task to find the rela-
tionships that hold between the entities belonging to these ontologies.  

Multi-viewpoints ontologies cover different domains that can be modeled different-
ly and can represent several viewpoints. They can support both heterogeneity (at a 
local level) and consensus (at a global level). In the multi-viewpoints ontologies 
alignment, there is a great heterogeneity resides in the variations present in the seman-
tic coverage of comparable concepts, especially local concepts that are defined ac-
cording to different viewpoints and that can be semantically very similar. Indeed, the 
mapping task or alignment task between multi-viewpoints ontologies is more difficult 
than that between classical ontologies, because there is much specificity for this pro-
cess. Among the specificities of multi-viewpoints ontologies alignment, we may find:  
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4.1 Elements to Align  

In the alignment process between classical ontologies, the task is to discover corre-
spondences between concepts, properties and individuals. In our context of multi-
viewpoints ontologies described in description logic extended by stamping mecha-
nism, it is necessary to take into account the different types of concepts (global and 
local), the different types of roles (global and local), individuals.  

4.2 Localization of Local Elements According to the Different Viewpoints 

In our context, there are two description types: a global description and other partial 
descriptions defined according to different viewpoints. So, taking into account the 
localization of the local concept (local role) in the alignment process influenced on 
the remaining correspondences that can be discovered. 

4.3 Bridge Rules 

The consideration of bridges rules between elements of different viewpoints impact 
on the set of correspondences found. 

5 Multi-Viewpoints Ontologies Alignment 

We adopt the definitions of classical ontology alignment presented in [12] and [13], to 
define the MVp ontology alignment. 
 
Definition 11 (MVp Ontology Alignment). Given ࢜ࡻ ࢜Ԣࡻ ,   two multi-
viewpoints ontologies in description logics extended by a stamping mechanism. An 
alignment between ࡻ , ࢜ࡻԢ࢜ is defined as the task to find the best subset of the 
correspondences between multi-viewpoints ontology elements belonging to 
 .࢜Ԣࡻ  and࢜ࡻ
 
Definition 12 (MVp Ontology Element). A multi-viewpoints ontology element is a 
term of the multi-viewpoints ontology (e.g., global concept, local concept, global role, 
local role or individual). 
 
Definition 13 (Correspondences). Given࢜′ࡻ , ࢜ࡻ  two multi-viewpoints ontol-
ogies in description logics extended by a stamping mechanism, a correspondence 
between ࢜ࡻ  ࢜′ࡻ ,   is defined as a triple ݁ۃ௩, ݁′௩, ۄ௩ܣ where: 
݁௩ and ݁Ԣ௩  are multi-viewpoints ontology elements from the two multi-
viewpoints ontologies to align, and ܣ௩ is a relation that is asserted to hold 
tween  ݁௩ ܽ݊݀ ݁′௩ 

Multi-viewpoints ontologies alignment contains correspondences between global 
concepts, local concepts, global roles, local roles or between individuals belonging to 
these ontologies. These correspondences are similar to the bridge rules in a same mul-
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ti-viewpoints ontology. We can identify the different types of correspondences be-
tween two multi-viewpoints ontologies i and j as follows: i: CG

َ
՞ j: DG, i: CL

َ
՞ j: DL, 

i: CL
َ
՞ j: DG , i: RG

َ
՞ j: SG , i: RL

َ
՞ j: SL ,  i: RL

َ
՞ j: SG ,  i: CG

ୄ
՞ j: DG ,  i: CL

ୄ
՞ j: DL , 

i: CL
ୄ
՞ j: DG , i: RG

ୀ
՞ j: SG , i: RL

ୀ
՞ j: SL , i: RL

ୀ
՞ j: SG , i: a

א
՞ j: CG ,  i: a

א
՞ j: CL ,  

i: a
ୀ
՞ j: b , where CG and DG  are global concepts, CL and DL  are local concepts, 

RG and SG are global roles, RL and SL are local roles, a and b are individuals, 
َ
՞ is a 

subsumption relation , 
ୄ
՞ is a disjunction relation , 

א
՞ is a membership relation, and 

ୀ
՞ is a identity relation. 

Consequently, a multi-viewpoints ontology alignment involves a set of entities con-
nected by symbols of relations. It is seen as a pair ሺܧ௩,  ௩ is a setܧ ௩ሻ, whereܣ
of entities described in description logics extended by a stamping mechanism. And 
 ௩ is a set of symbol of relationships between these entities. So, it is necessary toܣ
interpret the pair  ሺܧ௩, ௩ሻܣ  before interpreting a multi-viewpoints ontology 
alignment. 

Definition 14 (Entities Interpretation). Interpretation of entities is a pair ሺ∆ࡵ. ,ࡵ), 
where ∆ࡵis a domain of interpretation and  .ࡵ is an interpretation function such that for 
all local concepts ࡸ ࡵࡸ∆كࡵࡸ , , for all global concepts ࡳ ࡵ∆كࡵࡳ , , for all local 
rolesࡵࡸ∆كࡵࡸࡾ ,ࡸࡾ∆ࡵࡸ, for all global roles ࡵ∆كࡵࡳࡾ ,ࡳࡾ∆ࡵ, and for all individuals ࢇ, 
 .ࡵ∆ is a local domain of interpretation and it is a subset of ࡵࡸ∆where ,ࡵ∆كࡵࢇ

Definition 15 (Multi-Viewpoints Ontologies Alignment Interpretation). In our 
context, all entities are coming from the same description language. An interpretation 
of an alignment relation between two multi-viewpoints ontologies ݅ ܽ݊݀ ݆  is a 
pair ሺ∆۷. , .ࡵ), where ∆۷ is a global domain of interpretation and  .۷ is a binary relation 
of interpretation such that for all relations ܣ௩, ௩۷ܣ ك ∆۷ܑ∆۷ܒ ,  where ∆۷ܑ and 
-respective ܒ ܌ܖ܉ ܑ are domain of interpretation of the multi-viewpoints ontologies ܒ۷∆
ly, and are subsets  from∆۷.  Each multi-viewpoints ontology has its own domain of 
interpretation. 

6 Conclusion 

In this paper, we specified the basic concepts that constitute a starting point for multi-
viewpoints ontology alignment.  

Several research directions are considered to carry out this work. We will use these 
definitions to propose a method of multi-viewpoints ontology alignment. We, also, 
plan to include bridge rules between multi-viewpoints ontologies elements for the 
reasoning on the multi-viewpoints ontologies and alignments in order to obtain the 
best set of alignments between these ontologies.  
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Abstract Today, to stay competitive, organizations are in the quest to execute 
their business processes correctly and continuously. This need require to apply 
risk, security and business process management in a more integrated way. At 
the same time, business processes need to be more flexible and adaptable. Ha-
bitually, The business rules represent main driving force for adaptability and 
competitiveness in organizations. The ECA (Event-condition-action) is a popu-
lar way to incorporate flexibility into a process design. As well, separation of 
concerns becomes one of the cornerstone principle in software engineering, and 
it supports adaptation in several ways. In this paper, we propose a flexible way 
to integrate security concern into rule based business process modeling. First, 
we govern any business activity through our ECATE formalism (Event-
Condition-Action-Temporal condition- trigger Event) based on business rules. 
Then, we integrate the security requirements in a separate concern as EUCATE 
rules (a variant of ECATE rule). The rules based process will verified before 
being deployed in the runtime environment  
 

Keywords: Business processes modeling, business rules, flexible modeling, 
separation of concerns, security. 

1 Introduction 

Actually, companies are more to more in the quest to execute their business processes 
correctly and continuously. Within the last years, the private sector has noticed a 
growing need to improve security to meet tighter regulative and legal require-
ments[1].  This need forced organizations to integrate the capture of security require-
ment in the business process modeling.  
The early design of security requirements have some benefits [2] (1) use the security 
knowledge of security business process analysts at high level in modeling step. 
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(2)reduce potential costs avoiding the additional implementation of business process-
es security after  the implementation of business process. (3) simplify the capturing of 
the security requirements. As well, flexibility, adaptability and correctness, besides 
knowledge-intensiveness belong to the most challenging issues of business pro-
cess[3].  
The BPEL language does not provide any support for the specification of either au-
thorization policies or authorization constraints on the execution of activities compos-
ing a business process [4]. It is important that such an authorization model be high-
level and expressed in terms of entities that are relevant from the organizational per-
spective [4]. The regulations and policies in organizations are often expressed in 
terms of business rules that are sometimes defined as high-level structured statements 
that constrain, control, and influence the business logic [5]. Business rules are defined 
as[5]: ”the set of policies for regulating the whole business within and out-side an 
organization”. They represent main driving force for adaptability and competitive-
ness. The ECA pattern has been widely adopted for business rules [6].  They are an 
interest way to incorporate flexibility into a process design. And, they are a popular 
approach to catch unanticipated events and adapt to exceptions [7]. 
As well, separation of concerns provides a way to separate development of the func-
tionality and the crosscutting concerns (e.g., quality of service, security). This princi-
ple has become one of the cornerstone principle in software engineering, and has lead 
to a wide spread of aspect-oriented programming(AOP) approach [8].  
The advantages in addressing each concern separately are transparency, evolution, 
understandability and scalability. More, it is necessary to bring them together to un-
derstand which global system properties emerge at any given activity [9]. 
In order to incorporate flexibility and adaptability  into a business process design, and 
benefit of the advantages of separation of two concerns: security and functional in 
business process modeling, we propose, in this paper, a new rule based model that 
wants to improving  the flexibility, adaptability of business process. 
First, for the functional concern, we govern any business activity through our ECATE 
formalism (Event-Condition-Action-Temporal condition- trigger Event) based on 
business rules. Then, we integrate the security requirements in a separate concern as 
EUCATE rules (a variant of ECATE rule).  
The rest of this paper is organized as follows. In the second section, we present rule 
based business process modeling as set of ECATE rules. The third section explain 
how to integrate flexibly the security requirement in the ECATE rules based process. 
The section 4 gives a related works. Finally, wrapped up by some concluding remarks 
and further required extensions of this work. 

2 A Rule based business process modeling 

2.1 Definition 

The process modeling aims to provide high-level specification independent from im-
plementation of such a specification. To support verification, validation, simulation of 
the automated process, the process modeling language provides the appropriate syntax 
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and semantics to specify the precise requirements of business processes and reflect 
the logic of the underlying process  
As given in[10], two formalisms on which the most predominant process modeling 
languages are developed, are graph-based formalism and rule based formalism. 
Rule-based approach proposes to model the logic of the process with a set of business 
rules. Each rule specifies properties of one or more business activity, such as the pre 
and post conditions of execution. In comparison with graph based approaches, the 
rule based approaches are more expressive and flexible [10]. They are able to express 
the temporal requirements. They take advantage in adaptation to ad hoc modification 
at runtime and exception. 
Business rules are considered as policies, laws and know-how for doing business in 
any cross-organizations. The ECA pattern has been widely adopted for business 
rules[6].  It is an interest way to incorporate flexibility into a process design. The E-C-
A paradigm has been the foundation for many rule-based processes modeling ap-
proaches. A survey of rule based approaches is given in [10]. 
 
To cope with flexibility, adaptability and temporal requirements of business process, 
we propose an ECA based formalism ECATE to govern business rules as follows: 
 

ON    Event  

IF  Condition 

DO  Action 

TIME  Constraint of execution Time 

Trigger  Post Event 

 
Its semantics is: for each concern (C) when the event (E) occurs, the activated rule 
evaluates the condition(C). The condition is either a Boolean expression or a SQL 
query on the database. If the condition is satisfied, the action (A) is executed. The 
Time (T) is a condition on the execution time. It captures the constraints of time. This 
condition is of type “before t”, “after t”, “during t” or  a combination of three types. 
before t means that the action A should be performed before the time t, “after t” 
means that the action A should be performed after the time t. “during t” means that 
the execution time of the action A should not exceed the time t. If the time constraint 
is violated then the process will be interrupted and a compensating action will be 
launched. The event triggered E design the set of events raised after the execution of 
the action.  

 

2.2 Example 

In order to give an intuitive idea about our formalism, let us consider the following 
scenario, inspired from [11]. Upon receipt of customer order, the calculation of the 
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initial price of the order and shipper selection is done simultaneously. When both 
tasks are complete, a purchase order is sent to the costumer. In case of acceptance, a 
bill is sent back to the customer. Finally, the bill is registered.  A Functional con-
straint exists in this scenario: the bill payments must be made 15 days before the de-
livery date. The security constraints in this scenario are: 1) the client must be authen-
ticated in the company system to control purchases. 2) The client must be authenticat-
ed in bank system to do banking. 3) If the amount of the bill exceeds some value m, 
the client must have an authorization between 08h00 and 19h00 to pay bill. The figure 
1 shows the modeling of the functional concern of this example. 

 
 

 
R2 

ON Receive 
Msg 

IF  True 
DO  Execute: 

Select 
shipper 

TIME - 
TRIGGER Executed 

R4 
ON Select 

executed 
IF  True 
DO  Execute: 

Calculate 
SP  

TIME - 
TRIGGER Executed 

R5 
ON IPC executed  

SPC executed  
IF  True 
DO  Execute: 

 Calcul 
 FP  

TIME - 
TRIGGER Executed 

 R6 
ON FPC 

 executed 
IF  True 
DO  Execute: 

Calculate 
Bil   

TIME - 
TRIGGER Executed 

R7 
ON BC  

executed 
IF  True 
DO  Execute: 

Request 
 Pay Bil  

TIME - 
TRIGGER Executed 

R1 
ON Begin  

Process 
IF  True 
DO  Execute: 

Request Order 
 

TIME - 
TRIGGER Send Message 

R3 
ON Receive  

Msg  
IF  True 
DO  Execute: 

Calculate 
 IP 

TIME - 
TRIGGER Executed 

R8 
ON RPB 

 executed  
IF  True 
DO  Execute: 

 Pay 
 Bil  

TIME During 15D 
TRIGGER Executed 

R9 
ON PB  

executed  
IF  True 
DO  Execute: 

Save 
 Bil 

TIME - 
TRIGGER Executed 

 
 

Fig. 1. ECATE rules based Business process 

 
This model represents the business process of the purchase order process as set of 
ECATE Rules. So, The business rules are governed as ECATE rules. The event 
“begin process” activates the business process. It represents customer order (it may 
be, for example, clicking on the button "Place an order"). The two rules R2 (policy of 
initial price calculation), R3 (policy of shipper selection) have the same event to be 
activated. They represent two Parts of business process which will be executed in 
parallel. The constraint " the bill payments must be made 15 days before the delivery 
date " is specified in the time condition of the rule R8.   The attribute time contains 
the value "during 15D" which means that if the execution of the action pay bill exceed 
15 day after the activating event "request pay bill executed", so the order will be re-
jected, and a compensation action, to compensate the executed action part effects, will 
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Be launched. The successful execution of  the rules R2 ,R3 actions will activate the 
rule R4. In turn, the execution of this rule action actives another rules. And so on, 
until the end of process rules set.  
So, the business process of the purchase order, in this example, is governed in a flexi-
ble way as a set of ECATE rules. A flexibility way mean that we can implement 
changes in some rules (parts of a business process) without affecting the rest of rules 
(other parts).  
But, this ECATE rule based model take only the functional concern of the process.    

3 Flexible integration of security concern 

Separation of concerns provides a way to separate development of the functionality 
and the crosscutting concerns (e.g., quality of service, security). This principle has 
become one of the cornerstone principle in software engineering, and has lead to a 
wide spread of aspect-oriented programming(AOP) approach [8]. The advantages in 
addressing each concern separately are transparency, evolution, understandability and 
scalability. More, it is necessary to bring them together to understand which global 
system properties emerge at any given activity [9]. Some scientific research efforts 
have interested to integrate the capture of security requirements in business process 
modeling. A survey of these works is given in [3]. But, they haven't used an ECA 
based formalism to capture the security requirement. Governing the business rules as 
ECA rules  with  separation of concerns have many benefits including[9] (1) the in-
herent ability of adapting any concern rules before imposing them on running services 
or components; (2) the promotion of understandability of each concern in isolation 
and then the study of the coherent composition.    
In order to integrate the security concern flexibly into a business process design, and 
benefit of the advantages of separation of two concerns: functional and security in 
business process modeling, we use, in this section, EUCATE rule, which is a variant 
of ECATE, to govern the security requirement. 
Our formalism EUCATE is defined as fellow: 
 
ON  Event 

USER  Activity User  

IF  Condition 

DO  Action 

TIME  Constraint of execution Time 

Trigger  Post Event 

It have the same semantic of ECATE. The added attribute user specifies the activity 
user. The figure 2 shows the integration of security requirements in the previous mod-
el, using EUCATE rule in separate concern. 
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R9 
ON PB executed  
IF  True 
DO  Execute:Save Bil 
TIME - 
TRIGGER Executed 
 

R8 
ON RPB  

executed  
IF  True 
DO  Execute: 

 Pay Bil  
TIME During 15D 
TRIGGER Executed 

R11 
ON RPB executed
USER Customer 
IF  True 
DO  Execute: 

CustBanklogi
TIME RejectOrder  
TRIGGER Executed 

R12 
ON CustBanklogin executed  
USER Customer,  

AccountManager 
IF  Bill>M 
DO  Execute: 

Custhankautorization() 
TIME After 08h00, before 19h00 
TRIGGER Executed 

R3 
ON Receive Msg  
IF  True 
DO  Execute: 

Calculate IP 
TIME - 
TRIGGER Executed 

R10 
ON Receive Msg 
USER Customer 
IF  True 
DO  Execute: 

CompCust. 
Login  

TIME -   
TRIGGER Executed 

R7 
ON BC executed  
IF  True 
DO  Execute: 

Request Pay 
Bil  

TIME - 
TRIGGER Executed 

R6 
ON FPC  

executed  
IF  True 
DO  Execute: 

Calculate Bil   
TIME - 
TRIGGER Executed 

R5 
ON IPC executed ^ 

SPC executed  
IF  True 
DO  Execute: 

 Calcul FP  
TIME - 
TRIGGER Executed 

R4 
ON Select 

executed 
IF  True 
DO  Execute: 

Calculate SP  
TIME - 
TRIGGER Executed 

R2 
ON Receive 

Msg 
IF  True 
DO  Execute: 

Select 
shipper 

TIME - 
TRIGGER Executed 

R1 
ON BeginProcess 
IF  True 
DO  Execute: 

Request Order 
TIME - 
TRIGGER SendMessage 

 

Fig. 2. Integration of security concern  

 

The security requirements are modeled separately as set of EUCATE Rules. The sepa-
ration of concerns promotes the understandability of each concern in isolation. For 
example, The rules R10, R11, R12 are of security concern that govern a security con-
straints. These rules may be modeled and handled by a security expert designer, inde-
pendently of other concerns. The three rules R10 (policy of Company customer login) 
R2 (policy of initial price calculation), R3 (policy of shipper selection) have the same 
event to be activated. It is “begin process” event that represents customer order (it 
may be, for example, clicking on the button "Place an order").  However, they can't be 
activated at the same time, because they are of two different concerns. To avoid con-
flict between concerns, the security concern has more priority. In result, the rule R10 
is activated before the rules R2 and R3. More, the rules R2 and R3 can not be activat-
ed if the R10 is not activated successfully. In other words, the condition and the time 
condition of R10 must be satisfied. If not, the order will be rejected. So, it will be 
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useless to activate the rules R2 and R3. In a positive case, R2 and R3 will be activated 
in the same time, because they are of the same concern.  In turn, the execution of 
these rules actions actives another rules. And so on, until the end of process rules set.  

So, the business process of the purchase order is governed now in a flexible way as a 
set of rules divided on two concerns: security concern and functional concern. A flex-
ibility way mean that we can implement changes in some rules (parts of a business 
process) without affecting the rest of rules (other parts).  

4 Verification of rules based process 

It is important that a process model is correctly defined, analyzed, refined and verified 
before being deployed in the runtime environment[10]. 

The exceptions healing of the business process means that detecting the functional 
errors on the process and the risks on changing rules. These risks may be exceptions 
raised at run time like infinite loop and process non-termination, services deny.  

The verify of functioning of the business process by analyzing the graph of rules  
based process is not scope of this paper . We are interested here by the formal verifi-
cation of the rules based process. Our verification consists of two steps : the transfor-
mation of ECATE/EUCATE rules into a Petri net, and verification of such Petri net  

The steps of such verification are summarized in the following diagram: 
 

 

 

 

 

 

 

 
 

 

 

 

 
 

Fig. 3.    Verification Environment 

 

Analysis 
report 

Input / Output 
computing 

Rules combining 

ECA to PetriNet 

Vérification  of 
Petri net 

ECA rules 

Textual 
oWFN   

 



 

Proceedings ICWIT 2012  229 

The oWFN (open WorkFlow) is a kind of Petri nets in order to verify the control-
lability property.  The transformation of ECA rules to Petri Net allows to verify rules 
based business process and to exploit technical verification of Petri nets in the frame-
work of business processes.   

The transformation steps are as follows:  

a. Structuring the used ECA rules 
 In our case,  the used rules must simples: the two sides must contain only one 
variable, in order to have reducing during the following steps. The complex 
rules can be represented by simple sub-rules.   

b. Research inputs and outputs 
The input are variables with non beginning and not having predecessors,The 
outputs are variables non final and have no successors.  

c. Combining rules  
This step consist to reduce simple rules number applying the following princi-
ples: 
Each left side of the rule must contain one input variable and one variable or 
one input and several variables. 
Each right side of the rule must contain one output and one variable or one out-
put and several variables. 
A rule doesn't contain an input and output in the same time. All the rules must 
respect the previous principles and are able te be combined.  

d. Rules from ECA to Petri Net 
Each rule becomes transition. The event and action becomes places. 

e. Verification of Petri net 
We verify the properties of Deadlock, Live lock, Boundness  and controllabil-
ity on the produced Petri net using tools of Petri net verification as Lola[12] 
and Fiona[13]. The detail of the verification is not given in this paper. 

5 Related work 

The authors in [6] believe that it is important to couple WS-BPEL with a model for 
expressing authorization policies and constraints, and a mechanism to enforce them. 
They see that it is important that such an authorization model be high-level and ex-
pressed in terms of entities that are relevant from the organizational perspective.  
They propose an extension of WS-BPEL syntax with an authorization model that also 
supports the specification of a large number of different types of constraints. But, 
BPEL is not flexible. 

[14] propose a flexible access control policies through the use of three classes of 
restraint rules in active cooperation: authorization rules, assignment rules and activa-
tion rules. A restraint rule consists of prerequisite conditions and a consequence. Each 
condition is in form of one or more weighted atomic conditions combined through 
logic operation connectors. 
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To enable a dynamic business process management, the authorization policies in 
[15] are expressed in an SQL-like language which can be rewritten into query sen-
tences for execution. The framework proposed supports dynamic integration and exe-
cution of multiple access control polices from disparate enterprise resources. 

In order to support the authorization policy development, [16] introduce a simple 
and readable authorization rules language implemented in a Ruby on Rails [17] au-
thorization plug-in that is employed in workflow application. Ruby on Rails is a Web 
development framework that supports agile development and draws from the meta-
programming features of the programming language Ruby. 

Authors in [18] propose active role-based access control model to assign permis-
sions to users in real time and automatically. They combine the role-based access 
control model with the active database. They exploit the characteristics of the active 
database to assign roles to users based on the event trigger, user and environmental 
conditions, and to assign permissions to roles using the RBAC model. 

6 Conclusions and future work 

In this paper, we present a flexible integration of security concern in a rules based 
business process modeling. We are proposed a new ECA based rules to govern the 
functional and security business rules in multi-concerns view. The approach is thor-
oughly illustrated using an order purchase example.  

How to manage this flexibility? What are the relationships between the rules of dif-
ferent concerns? How to recognize and heal the functional exceptions in rules based 
process? How to verify this rules based business process? Some answers for these 
questions will be subjects of future works. 
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Abstract— The security problems of the Web applications (processes and data) 
take a great importance nowadays. The transactions made through the network 
can be intercepted, more especially since adequate legislation has not yet been 
fully enforced on the Internet. The functional specification of the Web applica-
tions is not sufficient, the design and the realization of these systems must take 
into account the various security requirements. Taking into account the various 
security constraints (Availability, Authentication, Integrity, Secrecy, Non-
Repudiation, etc.) in the modeling process constitutes one of the principal chal-
lenges for the designer of these systems. UML is the standard language for the 
modeling of the multiple views of systems by using the various mechanisms of 
extension. In this paper we describe our return on experiment concerning the 
modeling of the Web applications in order to analyze the security requirements 
of these systems by proposing new extensions of UML and a case study as il-
lustration. 

Keywords: Web applications, Computer Security, Modeling, and UML. 

1. Introduction 

If the generalization of the Internet connections offers new and promising possibili-
ties, it also introduces a certain number of risks which we should be aware of, weigh 
their possible consequences, and take adequate measures. A company communicates 
today with its subsidiaries, its partners, and that induces a massive opening to infor-
mation. The Web applications are thus increasingly likely to be the subject of various 
disturbances such as congestions, malicious accesses and attacks. The number of secu-
rity problems has recently drastically increased and, unfortunately, this ascending 
curve certainly would not dip. In 2003, according to a study published [4], the damage 
caused by security incidents can amount, in Europe, between 0,2 and 0,5% of the sales 
turnover.  

Security aspects of systems should be analysed and modeled during the entire sys-
tem development process, so that the violated security requirements can be identified 
in the early stages of the development process. [17] UML is a standard language that is 

Security Requirements Analysis of 
Web Applications using UML 
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used to visualize, specify, build and document a software system. This language is not 
adapted to all the system views: it uses extension mechanisms to model various aspects 
of the system.  

This study proposes new extensions of UML language for the modeling of security 
requirements of Web applications, these extensions relate to the various phases of de-
velopment (Specification, Logical analyze and technical structure). Firstly, we present 
the new vision of the computer security which makes it possible to treat the security 
constraints in the level of the development process, we explain after the UMLsec ver-
sion; a whole of UML profiles proposed by Jürjens (Munich University of Technolo-
gy) for security on the level of the conceptual models, and finally, we present the new 
extensions proposed and a case study of the COMEX system, an Information System of 
Commercial Management for a Harbor Company.  

2. Security at the development process  

Security of Information System consists in identifying the vulnerabilities, evaluat-
ing the threats and determining the risk which vulnerability allows threat given to be 
carried out, it uses a methods, techniques and tools to protect the resources of infor-
mation system in order to ensure the availability of the services, the confidentiality 
and the integrity of information.  

• The availability of the services: the services and information must be acces-
sible to the authorized entity when they need some. 

• Confidentiality of information: information does not belong to everyone; on-
ly can reach it those which have the right of it. 

• Integrity of information: information (files, messages…) can be modified on-
ly by the authorized entity. 

 

Adding security solutions to a system that has already been functionally realized is 
very difficult, and can make the system instable. The security requirements should then 
be integrated at the design stage, so that they can be identified with the first parts of 
development process. The posteriori security of critical systems (Firewall, Antivirus, 
etc.) does not constitute the best security policy. We think that the development of a 
security policy must be done at the same time than the functional design stage, and that 
the final model must integrate, at the same time, the functional and security specifica-
tions. The security of the critical systems must start with the development of a “model” 
which would represent: what are the threats? What do we have to protect? Why? This 
new approach makes the transformation of the security concept from a posteriori vision 
to a priori vision (at the development process level). “Security concern must inform 
every phase of software development, from requirements engineering to design, im-
plementation, testing and deployment”. [11] This central activity consists in foreseeing 
the threats and the vulnerabilities induced by the use of the system. 
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3. UMLsec Profiles 
UMLsec is an extension of UML proposed by J.Jürjens that includes profiles for 

secure systems development. Stereotypes1 are used to formulate the security require-
ments. The tables below show some UMLsec stereotypes with their labels2.[9] 

TABLE I.  UMLLSEC  STEREOTYPE  

Stereotype Description Label 

Secure dependency Package to identify the secure dependency rela-
tions in the static models  

Secure links Package to identify the secure dependency rela-
tions between the system’s components   

Data security Package to specify the critical objects and the var-
ious properties of security on the data 

secrecy, 
integrity, 

high, fresh 

Fair exchange Package to represent the fair exchange scenarios 
in the electronic transactions start, stop 

No down – flow Package to secure the information flow high 

Provable Package to express non- repudiation in the elec-
tronic transactions 

action, 
cert 

Guarded access Package to control the access to the objects  
Internet Internet connection  

Encrypted Encrypted connection  
LAN Local area network connection  

Secrecy Confidentiality of dependence   
Integrity Integrity of dependence   
Guarded Guarded object guard 

LAN Local area network node  
Smart card Smart card node  

TABLE II.  UMLSEC LABELS   

Label Description
Secrecy Data which should be secret 
Integrity Data which should not be modified 
Fresh Data which should not be re-used 
Start Initial state  
Stop Final state  
Action Provable action 
Cert Certificate activity 
Guard To guard an object 

4.  UML Security Extensions  
The extensions which we have just proposed concern different views of the sys-

tem; the secure context model, security cases and critical scenarios for the specifica-
tion of the security requirements, the secure interactions of objects and the security 

                                                           
1 The stereotypes make it possible to extend the semantics of the modeling elements and to define new 

UML elements classes. 
2 A label or marked value is a pair (name, value) which adds a new property to UML modeling element. 



 

Proceedings ICWIT 2012  235 

constraints on the data for the logical view and finally the protected hardware con-
figuration for the technical view of the system. As an illustration, examples of the 
COMEX system will be presented.                      

4.1.  Secure Context Model  
Many authors, like G.Booch in [8] or more recently P. Roques and F.Vallee in [13], 

recommended the use of collaboration diagrams to represent, in a synthetic manner, the 
various functional requirements of a system. After the definition of security conditions, 
we can present the various security requirements of Web applications on a diagram, 
which can be called secure context model. This model consists in defining the various 
expected security services of the system considered as a black box.  The collaboration 
diagram is used in the following way: 

• The system is represented by a central object; this object is surrounded 
by other objects symbolizing the various actors. 

• The objects are connected by bonds; on each bond are shown output 
messages which represent the various security services provided by 
the system.  

 
Figure 1.  Example of a secure context model 

4.2.  Security Cases Model  
In this model, we are interested in the specification of the Web applications re-

quirements in terms of security. To do that, we use the use cases in a different manner 
by introducing the concepts of security cases and security cases model. The security 
cases model is used to structure the security services provided by the system (always 
considered as a black box) for the various actors as a set of security cases. A security 
case represents a security service returned by the system for one or more actors. For 
example: to verify the identity of user, to ensure the integrity and the secrecy of the ex-
changed information, to ensure the non-repudiation of transactions, etc. A security case 
specifies an awaited system behavior to meet security needs without imposing the real-
ization mode of this behavior. It makes it possible to describe what the future system 
will have to do in terms of computer security without defining how to do it. Security 
cases are distinct from use cases; they do not produce a functional added value but 
they indeed cover all security services that a user needs.  
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Figure 2.  Example of a security cases model 

4.3.  Critical Scenarios 
The critical scenarios consist in describing and representing the critical interactions 

or actions using the various services of security specified by the security cases. A criti-
cal scenario represents a particular succession of sequences (interactions between the 
actors and the system) which involves a risk in terms of computer security. To under-
line this risk, we will associate the various constraints of security on the interactions 
between the system considered as a black box and the various actors. For example: the 
scenarios which ensure the non-repudiation in the electronic transactions, the scenarios 
which specify the interactions with exchange of critical information, etc. We used the 
sequence diagram which makes it possible to better visualize the interactions.  

 
Figure 3.  Example of critical scenarios model 

We used three constraints3 for the interactions between system and actors: 

• The {secrecy} constraint to ensure the secrecy of the interactions. 

• The {integrity} constraint to ensure the integrity of the interactions. 

• The {identity} constraint to ensure the identity of the parties during the execu-
tion of interaction action between an actor and the system. 

                                                           
3A constraint is a semantic relation between UML modeling elements. Each constraint is indicated between 

braces and is placed close to the element (stereotyped or not).  
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4.4. Secure Interactions of Objects 
After the identification of the classes and objects of the system (the Static Model), 

we now replace the system by a collaboration of objects. A scenario of secure interac-
tions of objects represents an ordered set of messages exchanged between objects (in-
stances of classes and actors) with the specification of the security constraints on these 
messages. A message represents the specification of a one-way communication be-
tween objects which transports information and whose goal is to generate a reaction 
from the receiver. It can include parameters which transfer values from the transmitter 
to the receiver. [15] For the representation of secure interactions of objects, we used 
the sequence and the collaboration diagrams of the UML.  

• The {secrecy} constraint to ensure the secrecy of the messages; 
• The {integrity} constraint to ensure the integrity of the messages; 
• The {identity} constraint to ensure the identity of the transaction parties. 

 

 
Figure 4.  Example of the secure interactions of objects model 

4.5. Data Security 
The set of security cases discovered through the specification of security con-

straints guides all the dynamic views, by representing the critical scenarios, the collab-
orations and the interactions of objects with the sequence diagrams. In order to benefit 
from the security analysis phase, it is necessary to update the class diagram by adding 
security constraints on the data. The class diagram is viewed as the most important di-
agram in the object methods. After having developed the class diagram, we will define 
security constraints on the attributes and the operations starting from the critical sce-
narios represented on message flows between objects. The {secrecy} constraint speci-
fies the data being confidential, the {integrity} constraint is used to ensure the integrity 
of the data and the {identity} constraint indicates that only the authorized parts can 
reach the data.  



 

Proceedings ICWIT 2012  238 

 
Figure 5.  Example of security constraints on the data    

4.6. Protected Hardware Configuration  
The protected hardware configuration model consists in expressing the implemen-

tation constraints at the physical level represented by nodes and connections, which are 
the various types of machine connected by various means with the integration of the 
prevention tools (Firewall, IDS, etc) to implement the security constraints. This model 
also allows representing the types of connections (LAN, VPN, etc) between the various 
nodes. The deployment models and hardware configuration models are both expressed 
by using a deployment diagram. However, they do not quite express the same descrip-
tion level. The hardware configuration model is used to express the constraints of im-
plementation at the physical level; it consists of the nodes and the physical connections 
of the system. On the other hand, the deployment model expresses the physical distri-
bution of the system’s functions and permits to justify the localization of the data bases 
and working environments.   

 
Figure 6.  Example of a protected hardware configuration model 

5. Conclusion 

In this paper, we have tackled the highly vast subject of computer security, while 
concentrating on security of Web applications at the model level. It is a transverse ap-
proach, where the security concept is being included in the modeling of Web applica-
tions, and where the UML extensions are able to help master the control of security. 
The security model is a representation of security derived from a “vision of the world”. 
The model defines what must be defended (information flow), against what (threats) 
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and why (sensitivity of information). It can be more or less complete, but in all cases it 
emphasizes just about the risks from where we can deduct a security policy. [6]   

UML is not a closed notation: it is generic, extensible and configurable by the user. 
Where necessary, we can use extension mechanisms. This paper presents new profiles 
of UML for the modeling of security aspects. The secure context model and the secu-
rity cases model for the specification of the security needs, the critical scenarios model 
consist in describing the interactions or the actions which involve a risk and the secure 
interactions of objects model for the specification of the security constraints on the 
messages exchanged by objects. In the analysis model, we defined security properties 
on the data. At last, for the modeling architecture, the protected hardware configura-
tion model allows to express the implementation constraints at the physical level with 
the integration of the prevention tools in order to fulfill the security requirements. The 
important points which remain to be developed are: the realization of attack simula-
tions on protected UML models in order to validate these models and to correct the se-
curity weaknesses found, and the integration of these extensions in a development pro-
cess. 
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ABSTRACT 

Global System for Mobile Communications (GSM) is one of the most commonly used cellular 
technologies in the world. One of the objectives in mobile communication systems is the 
security of the exchanged data. GSM employs many cryptographic algorithms for security like 
A5/1, A5/2 and A5/3. Even so, these algorithms do not provide sufficient level of security for 
protecting the confidentiality of GSM. Therefore, it is desirable to increase security by 
additional encryption methods. This paper presents a voice encryption method called: “RSA 
with Random permutation and Inversion”, based on current voice channel, which overcomes 
data channel's insufficiencies and solves the problem of penetrating the RPE-LTP vocoder by 
the encrypted voice. The proposed method fulfils an end-to-end secured communication in the 
GSM; insure a good compatibility to all GSM networks, and easy implementation without any 
modification in these systems.  

KEYWORDS : SECURITY, GSM, SPEECH CHANNEL, RSA, SPEECH CODEC   

 
1. INTRODUCTION 

Security presents a very important axis in wireless communication systems. This is 
obviously because of the ubiquitous wireless medium’s nature that makes it more 
susceptible to attacks. Any eavesdropper can get over to whatever is being sent over 
the network through the wireless medium. In addition, the presence of communication 
does not uniquely identify the originator. Besides this, any eavesdropping or tapping 
cannot even be detected in a medium as ubiquitous as the wireless medium which 
makes the latter situation even worse. Hence, security plays a fundamental task for the 
successful operation of a mobile communication system.  

To secure data in GSM, encryptions and mechanisms to grant it are obligatory. In this 
paper, a new approach has been proposed which includes extra encryption RSA with 
random permutation and inversion algorithm. GSM employs stream ciphers for 
encryption which requires the data to be in its binary form [1]. Our encryption 
technique processes directly on symbols without passing to the bit level. In addition, 
this technique does not need any hardware; it is totally based on software. This 
technique is much simpler than existing techniques, thus a more robust and efficient 
system is achieved. The following sections discuss the proposed scheme: Section 2 
enumerates the security requirements of mobile networks. Section 3 gives a quick 
overview of existing GSM encryption algorithms and a variety of attacks on these 
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algorithms. Section 4 illustrates the proposed End-To-End encryption method. Section 
5 the simulation results, and Finally, concludes this paper by summarizing the key 
points and proposing related suggestions. 

 
. 
2. SECURITY REQUIREMENTS OF MOBILE NETWORKS  

Security has become an essential topic in current mobile and wireless networks. As 
the security procedures for such networks elevates, the tools and techniques used to 
attack such networks also increases. Wireless communications security is the 
measures or methods used to protect the communication between certain entities. To 
protect the entity from any third party attacks, such as revealing a particular identity, 
data modification or data-hijacking, eavesdropping, impersonating an identity, 
Protection mechanisms are used. Devoted technologies for securing data and 
communication are mandatory in wireless networks, which vary according to the 
category of wireless technology deployed. Security in mobile networks handles a 
diversity of issues, from authenticating a user accessing a network, to data integrity 
and data encryption. GSM, like a lot of other systems with huge users’ numbers, 
contains numerous precious resources that need protection against misuse and 
deliberate attacks. This section highlights the GSM Network precious resources, 
which are important to protect for the best of the system’s shareholders. 

The facilities listed below are provided to insure security to the users of the 
communication networks [3]-[7]: 

Confidentiality: This means that the transmitted information is only disclosed to the 
authorized parties. Sensitive information disclosed to an adversary could have severe 
consequences.  

Integrity: This assumes that a message is not altered in transit between sender and 
receiver. Messages could be corrupted due to network malfunctioning or malicious 
attacks.  

Authentication: Authentication guarantees the identity of the entity with which 
communications are established, before granting it the access to the resources of the 
network. In the absence of authentication mechanisms, an attacker could masquerade 
as a legitimate entity and attempt to violate the security of the network.  

Nonrepudiation: This means that the source of a message cannot deny having sent 
the message. An attacker could generate a wrong message that appears to be initiated 
from an authorized party, with the aim of making that party the guilty one. If non-
repudiation is guaranteed, the receiver of a wrong message can prove that the 
originator has transmitted it, and that, therefore, the originator misbehaved.  

Access control: Access control means that only authorized parties can be allowed to 
access a service on the network, use a resource, or participate in the communications; 
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any other entity is denied access. The access control assumes the authentication of the 
entity trying to get access to the network. 

Network availability: Availability ensures that all resources of the communications 
network are always utilizable by authorized parties. An attacker may launch a Denial 
of Service (DoS) attack by saturating the medium, jamming the communications, or 
keeping the system resources busy in any other way or by any other means. The aim 
here is just to slow down or stop authorized parties from having access to the 
resources, thereby making the network unusable. 

3. GSM encryption and attacks  

In GSM, A5 stream cipher is used [5]. Versions A5/1 and A5/2 were kept secret for a 
long period of time. Briceno et al reverse-engineered A5/1 and A5/2 from a GSM 
handset and published them. After which, attacks were rapidly found for these 
algorithms. The principal problem is the small key length of the session key Kc. The 
actual length of Kc is 64 bits. However, only 54 bits are effective. Even though this 
key size is sufficiently big to protect against real-time attacks, the hardware state 
available today makes it possible to record the packets between the mobile subscriber 
and the BTS and then decrypt them afterward [6].  

Biryukov et al. found a known-key stream attack on A5/1 that needed about two 
seconds of the key stream and recovers Kc in a few minutes on a PC after a large pre-
processing stage. Barkan et al. [5] have proposed a ciphertext-only attack on A5/1 that 
also recovers Kc using only four frames; the problem was its complexity. A5/2 was 
also cracked and proved to be totally vulnerable. The attack needed very few pseudo 
random hits and only 216 steps [5]. 

A new security algorithm, known as A5/3 provides users of GSM mobile phones with 
an even higher level of protection against eavesdropping than they have already. A5/3 
is based on the Kasumi algorithm, specified by 3GPP for use in 3G mobile systems. 
The A5/3 encryption algorithm particularly provides signaling protection to protect 
important information such as telephone numbers as well as user data protection to 
secure voice calls and other user generated data. This algorithm were so far assumed 
to be stronger than A5/1 and A5/2, but the Biham et al attack shows that the key can 
be obtained quickly without applying exhaustive key search. 

4. END-TO-END encryption method 

4.1. Review of GSM Voice Transmission 

The process of GSM voice channel transmission illustrated in Figure 1, includes five 
components: A/D module, RPE-LTP vocoder, channel coding/decoding module, 
wireless encryption /decryption module, and GMSK modulation/demodulation 
module. The wireless encryption/decryption module only works on wireless channel. 
So it cannot provide end-to-end secure communication in GSM system.  
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Figure 1. GSM voice transmission process. 
4.2. Review of GSM Voice Transmission  

The RPE-LTP [4]-[2] is an important algorithm in the field of voice encoding. It is not 
only used in GSM, but also used in Internet.  

At the transmitter, the processing in the RPE-LTP Encoder includes pre-processing, 
LPC analysis, short-term analysis filtering, Long-Term Prediction and Regular Pulse 
Excitation sequence coding. The details is described as following: first Encoder 
samples original digital voice signal at 8kHz sampling rate, and removes the direct 
current component, then it can make use of FIR filter to pre-emphasis the high 
frequency. Secondly, LPC analysis takes every 160 sample points (20ms) as one frame 
and figures out 8 logarithm acreage ratio parameter for each frame. Short-time analysis 
filter produces LPC residual signal. It removes redundancy farther coding with RPE-
LTP, and outputs 260 bits coding every frame at last. At the receiver, it practices a 
reverse processing and rebuilds the original speech signal. 

4.3. Voice Encryption Method 

In a general way, encryption/decryption module is put before the RPE-LTP vocoder, 
which is easy to implement in MT (Mobile Terminal). But it cannot accomplish the 
end-to-end secured communication, and need to be modified in BS (Base Station). So a 
novel voice encryption/decryption method is proposed based on voice channel, which 
can fulfill the end-to-end secured communication without any modification in BS. The 
novel voice encryption/decryption scheme is depicted in Figure 2.   
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Figure 2.Voice encryption module access point in MT. 
In Figure 2, the new voice encryption/decryption module is inserted between A/D and 
RPE-LTP vocoder in MT. The coming voice signal from the A/D module would 
firstly arrive to the newly-added Voice Encryption/Decryption module and finishes 
the encryption. After that, it is sent to the RPE-LTP vocoder. Hence, this encryption 
method must penetrate the RPE-LTP vocoder and have ideal encryption intensity. 
Simultaneously this encrypted signal can be recovered to get the original 
understandable speech at the receiver. This new voice encryption method is a kind of 
signal source encryption technology, so it could achieve the end-to-end secured 
communication. 

4.4. Encryption algorithm  

Principle of the encryption algorithm:  

For implementing encryption algorithm, we follow the following steps: 

-  Decomposition of a speech signal in sub-frame, each frame is represented by an 
index. 

- Encrypting data with inversion and random permutation algorithm, which gives the 
permutation indexes.  

-  Encrypting these indexes with RSA algorithm. 

-  Used these indexes to decrypt the signal. 

In this paper, we propose an algorithm that combines between permutation and 
inversion of the voice signal samples, giving as a result the permuted indexes. These 
indexes are processed in an encryption/decryption module by RSA algorithm, and 
finally, these encrypted permuted indexes are added to the compressed encrypted 
voice signal samples after the RPE-LTP module. So it has a good recovery character 
to RPE-LTP vocoder, and its encryption intensity also can meet the special 
requirement. The algorithm is mainly intended to make the encrypted voice signal to 
be similar to the natural human voice signal, and can penetrate the RPE-LTP vocoder, 
and then it can execute all the encryption and decryption process. (See Figure 3). 
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5. Simulation results  

This section presents the results for the proposed method adopted in Section 3. This 
section also discusses the obtained results from implementing the system. In order to 
implement such a system, one must go through several steps which were described in 
details in the preceding sections. The implementation for this simulated project is 
written by MATLAB. 

 

            

 

 
 

a.1 Original temporal signal b.1 Spectrogram of original Signal 

a.2 Encrypted temporal  signal 
before LPC 

b.2 Spectrogram of encrypted 
signal before LPC 
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a.3 Synthesized encrypted temporal 
signal. 

b.3 Spectrogram of  Synthesized 
encrypted Signal. 

b.4 Spectrogram of Synthesized 
deciphered Signal. 

A

a.4 Synthesized deciphered temporal 
signal. 
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C. Comparison between the original signal and the synthesized signal. 
In figure C, the margin between the original signal (blue) and the synthesized one 
(red) is due to the reduction of the bit rate imposed by the RPE-LTP module. 

6. Conclusion  
In this paper, a novel kind of encryption method is proposed to fulfill the end-to-end 
secured communication in the GSM voice channel. The new encryption method 
solves the problem that traditional encryption algorithms cannot be used in voice 
channel directly because of RPE-LTP vocoder requirements in GSM system. In 
addition, this encryption method has the advantages of suiting the RPE-LTP 
compression module requirements, good compatibility to GSM networks, and suitable 
implementation without any adjustment in current GSM signalling system. The 
algorithm presented in this paper is made by the RSA algorithm, but it can be done 
also by other encryption methods such as: DES, RC4 and AES. 
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Abstract. In this study, we focus on the problem of spam detection. Based on 
a cellular automaton approach and naïve Bayes technique which are built as 
individual classifiers we evaluate a novel method combining multiple 
classifiers diversified both by feature selection and different classifiers to 
determine whether we can more accurately detect Spam. This approach 
combines decisions from three cellular automata diversified by feature 
selection with that of naïve Bayes classifier.  Experimental results show that 
the proposed combination increases the classification performance as 
measured on LingSpam dataset. 

1 Introduction 

Spam is rapidly becoming a major problem on the Internet. Some recent studies 
shows that about 80% of the e-mails sent daily are Spam [8]. The major problem 
concerning spam is that it is the receiver who is paying in terms of its time, bandwidth 
and disk space. To address this growing problem of spam, many solutions have 
emerged. Some of them are based on the header of the email such as black list, white 
list and DNS checking. Other solutions are based on the text content of the message 
such as filtering based on machine learning. Many techniques have been developed to 
classify e-mails –for good review the reader can look, e.g., [9]. In a previous study 
[4], we proposed CASD (a Cellular Automaton for Spam Detection) a new approach 
to spam detection, based on symbolic induction by cellular automata [3]. Experiments 
show a very high quality of prediction when using stemming and Information gain as 
a features selection function [5]. A performance improvement is also observed over 
NB and KNN proposed in [2] on Ling Spam corpora. In this paper, our aim is to 
further improve the spam detection by adopting a combination strategy of classifiers. 
One technique to create an ensemble of classifiers is to use different feature subsets 
for each individual classifier. We believe that by varying the feature subsets to train 
the classifiers we can improve the performance of filtering, since it is possible to 
incorporate diversity and produce classifiers that tend to have high variety in their 
predictions.  In a set of experiment to prove this, the same learning algorithm of 
CASD is trained over three different subsets of features and combined by voting, with 
a naïve Bayes algorithm.  

The remainder of this paper is organized as follows; in section 2, we give an 
overview of the different types of strategies for classifier combination and we follow 
with the related work in combining multiple classifiers for spam detection. Section 3, 
first introduces the Naïve Bayes classifier and the CASD based cellular automaton 
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and then moves to the proposed combination approach. Experimental results are 
presented in section 4. Conclusions are finally drawn in section 5. 

2 Background 

A general overview of classifier combination is given in section 2.1. Some back-
ground on the spam detection using classifier combination is given in section 2.2. 

2.1 Combining Classifiers 

An ensemble of classifiers combines the decisions of several classifiers in some 
way in an attempt to obtain better results than the individual members. Such systems 
are also known under the names multiple classifiers, committees or classifier fusion. 
Numerous studies have shown that combining classifiers yields better results than 
achievable with an individual classifier. A good overview of different ways of 
constructing ensembles as well as an explanation about why ensemble is able to 
outperform its single members is pointed in [11].  

An ensemble of classifiers must be both diverse and accurate in order to improve 
accuracy, compared to a single classifier. Diversity guarantees that all the individual 
classifiers do not make the same errors. If the classifiers make identical errors, these 
errors will propagate to the whole ensemble and so no accuracy gain can be achieved 
in combining classifiers. In addition to diversity, accuracy of individual classifiers is 
important, since too many poor classifiers can overwhelm correct predictions of good 
classifiers [7, 15].  

In order to make individual classifiers diverse, many ensemble methods use 
feature selection so that each classifier works with a specific feature set. To contribute 
to this research, we propose to employ multiple classifiers, each making predictions 
based on subsets of features. 

2.2 Spam detection using multiple classifiers 

In the context of spam filtering, a number of ensemble classification methods have 
been studied. Sakkis et al. [13] combined a Naïve Bayes (NB) and k-nearest neighbor 
(k-NN) classifiers by stacking method and found that the ensemble achieved better 
performance. Carreras and Marquez [6] used boosting decision trees with the 
AdaBoost algorithm. Compared with two learning algorithms, the induction decision 
trees (DT) and Naïve Bayes, Adaboost clearly outperformed the above two learning 
algorithms in terms of the F1 measure. Rios and Zha [12] applied random forests, an 
ensemble of decision trees, using a combination of text and meta data features. For 
low false positive spam rates, RF was shown to be overall comparable with support 
vector machines (SVM) in classification accuracy. Also, Koprincha et al. [10] studied 
the application of random forests to Spam filtering. The LingSpam and PU1 corpora 
with 10-fold cross-validation were used, selecting 256 features based on either 
information gain or the proposed term-frequency variance. Random forests produced 
the best overall results. Shih et al. [14] proposed an architecture for collaborative 
agents, in which algorithms running in different clients can interact for the 
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classification of messages. The individual methods considered include NB, Fisher’s 
probability combination method, DT and neural networks. In the framework 
developed, the classification given by each method is linearly combined, with the 
weights of the classifiers that agree (disagree) with the overall result being increased 
(decreased). The authors argued that the proposed framework has important 
advantages, such as robustness to failure of single methods and easy implementation 
in a network.  

3 Proposed Framework 

In this research, we propose an ensemble of classifiers diversified by both 
manipulating input data and using two different classifiers Cellular automaton CASD 
[4] and Naïve bayes approach. These two classifiers are given in section 3.1 and 3.2 
while the design of the proposed combination is discussed in section 3.3.  

3.1 Naive Bayes Classifier 

Naïve Bayes (NB) which has been widely used for spam filtering [1,2, 13] is 
a simple but highly effective classifier. It uses the training data to estimate the 
probability that an instance belongs to a particular class. NB requires little storage 
space during both the training and classification stages; the strict minimum is the 
memory needed to store the prior and conditional probabilities. In our experiments, 
each message is represented as a binary vector (x1, . . . , xm), where xi =1 if a particular 
token Xi of the vocabulary is present, otherwise xi=0. 
From Bayes’ theorem, the probability that a message with vector ݔԦ= (x1, . . . , xm) 
belongs in category c (= spam or lefitimate)  is: ܲሺܿ|ݔԦሻ ൌ ሺሻൈሺ௫Ԧ|ሻ

ሺ௫Ԧሻ
.  NB classifies 

each e-mail in the category that maximizes the product Pሺcሻ ൈ PሺxሬԦ|cሻ. The a priori 
probabilities p(c) are typically estimated by dividing the number of training e-mails of 
category c by the total number of training e-mails. And the probabilities ܲሺݔԦ|ܿሻ are 
calculated as follows: ܲሺݔԦ|ܿሻ ൌ ∏ ܲሺ݅ݔ|ܿሻୀ

ୀଵ  = ାଵ
ேା|௩௨௬|

   where ܺܿ is the 
number of occurrences of token X in e-mails with label c, ܰܿ is the total number of 
token occurrences in e-mails labeled c and |vocabulary| is the number of unique 
tokens across all e-mails. 

3.2 CASD : a Cellular Automaton for Spam Detection 

CASD is a classifier which is built on the cellular automaton CASI [3]. Besides its 
high classification accuracy, CASD also has advantages in terms of simplicity, classi-
fication speed, and storage space [5]. 

Cellular automaton CASI (Cellular Automaton for Symbolic Induction) is a 
cellular method of generation, representation and optimization of induction graphs 
generated from a set of learning examples. It produces conjunctive rules from a 
Boolean induction graph representation that can power a cellular inference engine. 
This Cellular-symbolic system is organized into cells where each cell is connected 
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only with its neighbors (subset of cells). All cells obey in parallel to the same rule 
called local transition function, which results in an overall transformation of the 
system. CASI uses a knowledge base in the form of two layers of finite automata. The 
first one, called CelFact, represents the facts base and the second one, called CelRule, 
represents the rule base. In each layer, the content of a cell determines whether and 
how it participates in each inference step;  at every step, a cell can be active or 
passive, can take part in the inference or not. The states of cells are composed of three 
parts; EF, IF and SF, and ER, IR and SR which are the input, internal state and output 
parts of the CelFact cells, and of the CelRule cells, respectively. The neighborhood of 
cells is defined by two incidence matrices called RE and RS respectively. They 
represent the input respectively output relation of the facts and are used in forward 
chaining.  

• The input relation, noted iREj, is :  if (fact i ∈ Premise of rule j) then iREj =1 else 
iREj = 0. 

• The output relation, noted iRSj, is : if (fact i ∈ Conclusion of rule j) then iRSj =1 
else iRSj =0. 

The cellular automaton dynamics is implemented as a cycle of an inference en-
gine made up of two local transitions functions δfact and δrule. 

 The transition function δfact which corresponds to the evaluation, selection and 
filtering phases is defined as: ሺܨܧ, ,ܨܫ ,ܨܵ ,ܴܧ ,ܴܫ ܴܵሻ ఋೌሱۛ ሮۛ   ሺܨܧ, ,ܨܫ ,ܨܧ ܴܧ  ሺܴா் ൈ ,ሻܨܧ ,ܴܫ ܴܵሻ 

The transition function δrule which corresponds to the execution phase is defined 
as: ሺܨܧ, ,ܨܫ ,ܨܵ ,ܴܧ ,ܴܫ ܴܵሻ ఋೝೠሱۛ ሮ  ሺܨܧ   ሺܴௌ  ൈ ,ሻܴܧ ,ܨܫ ,ܨܵ ,ܴܧ ,ܴܫ  തതതതሻܴܧ

3.2.1 Learning classifier system 
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Fig.1. Example of an induction graph with only two terms.  

 
During the learning phase, the Sipina method produces a graph. From this graph, a 

set of rules is inferred. They are in the form of "if condition1 and condition 2 and 
…condition n then conclusion". For example, in the graph of Figure 1, if we look to 
partition number 2 at node number 1 (S1) we have the rule "if the term 'buy' is not 
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present then the email is legitimate", because the majority of emails (1693) which do 
not contain this term are legitimate. 

The set of rules generated from induction graph are modeled by the CASI 
automaton as follows:  

- The set of all conditions and conclusions are represented by a Boolean facts base 
called CelFact. 

-  The set of rules is represented by a Boolean Rule-based called CelRule. 
-  An input matrix RE which memorizes conditions of the rules.    
-  and finally, an output matrix RS  which memorizes conclusions of the rules. 
Forward chaining will allow the model to move from initial configuration to the 

next configurations G0 , G1,  ... Gn. The inference stops after stabilization with a final 
configuration.  At this step the construction of cellular model is complete.  

Table 1 presents the final configuration corresponding to the example of Figure 1. 
Three rules, represented by CelRule layer are deduced from the graph. The conditions 
and conclusions of these rules are stored in CelFact layer. The premises are the terms 
used in classification and the last two facts present the two classes. Note that no facts 
are established: EF = 0.  

In the input matrix RE (respectively output matrix RS) are stored the premises 
(respectively the conclusions) of each rule. For example, the rule R2, has premises 
"buy = 1", “science=0” and a conclusion “class = spam”.  

Interaction between these two layers (CelFact and CelRule) is done by δfact and 
δrule. 

Table 1. Final Configuration: CelRule, CelFact, RE, and RS. 

 Rules  ER  IR  SR 
R1  0  1  0 
R2  0  1  0 
R3  0  1  0 
CelRule 

 Facts EF IF SF 
buy=0 0 1 0 
buy=1 0 1 0 
science=0 0 1 0 
science=1 0 1 0 
S3:class=spam 0 1 0 
S5:class=legitimate 0 1 0 

CelFact 
 

 RE  R1 R2 R3 
buy = 0 1 0 0 
buy =1 0 1 1 
science=0 0 1 0 
science=1 0 0 1 
S3:class=spam 0 0 0 
S5:class=legitimate 0 0 0 

 RS  R1 R2 R3 
buy = 0 0 0 0 
buy=1 0 0 0 
science=0 0 0 0 
science=1 0 0 0 
S3: class=spam 0 1 0 
S5:class=legitimate 1 0 1 

3.2.2 Classification 

We can use the model composed of CelFact, CelRule, RE and RS to classify new 
e-mails. The classification process is illustrated in Figure 2.  
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Fig.2. Classification Process 
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3.3 Proposed classifier combination 
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Fig.3. Architecture of the proposed ensemble classifiers for spam detection: 3CA-1NB (Three 
Cellular Automata combined with one Naïve Bayes). 
 

Methods for creating ensembles [7, 15] focus on producing diversified base 
classifiers. Indeed, combination can be done by manipulating the training data, 
manipulating the input features, using different learning techniques to the same data. 
In this paper, we have chosen to consider combination by manipulating both features 
and using two different classifiers (CASD and NB).  

The proposed approach termed 3CA-1NB (See Figure 3) combines three cellular 
automata classifiers (CASD), where each one is trained only with a feature subset. 
These subsets are generated with three different feature selection functions [17]: 
Information gain (IG), mutual information, and Chi-2 statistic respectively. We 
combine the decisions of these classifiers with that of Naïve bayes decision using 
voting1 strategy. Our motivation for using this combining technique by varying 
feature selectors and using two different classifiers emerged from our preliminary 
results [4, 5] which indicate: 

• The set of features selected by CASD during the learning phase depends on the 
selection function used to select features. For example, we observe that the fea-
tures subset used by CASD after a selection based on information gain is generally 

                                                 
1 E-mail is classified spam when at least two classifiers decide spam 
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different from that which was selected by the Chi-2 statistic or MI function. 
Therefore, we are guaranteed of having high feature set diversity. 

• When using CASD, The quality of detection is better when features selection is 
done by MI or  χ2 (we have precision=100%), while the coverage is very low in 
the case of a selection with χ2 (recall is very low) but very good with IG selector 
(see table 2 below). We want a classifier with high quality of detection and high 
coverage. 

• Besides their simplicity, classification speed, CASD and NB also have advantages 
in terms of high classification accuracy. 

4 Experimental study and results 

We used the publicly available LingSpam corpora [2]. It comprises 2893 different 
e-mails, of which 2412 are legitimate e-mails obtained by downloading digests from 
the list and 481 are spam e-mails retrieved from one of the authors of the corpus [1, 
13].  

4.1 Linguistic preprocessing and feature selection 

The first step in the process of constructing a classifier is the transformation of the 
e-mails into a format appropriate for the classification algorithms. We use an indexing 
module to: 

(a) Tokenize texts and establish an initial list of terms; 
(b) Eliminate stop words using a pre-defined stop list and; 
(c) Perform stemming with a variant of the Porter2 algorithm. 
Prior experiments [5] have shown that stemming improves classification 

performance. In this paper we report results on stemmed data. Since the number of 
terms after this preprocessing phase is very high, and to reduce the computational cost 
and improves the classification performance, we must select those that best represent 
the emails and remove less informative and noisy ones. Based on a study of [17] 
indicating the most used feature selectors in text categorization, we have implemented 
three feature selectors: Information gain (IG), mutual information (MI) and  χ2-
statistic (CHI). The system calculates the chosen measure for all the terms, and then 
takes the first k terms corresponding to larger scores. In our experiments the 
threshold’s parameter is set to k= 500. After feature selection process, each e-mail is 
represented by a vector that contains a weighting for every selected term. This 
weighting represents the importance of that term in that e-mail. In this paper, we deal 
with a binary weighting. The kth document is represented by the characteristic vector 
Xk =(a1k, a2k, ….aMk). (aik) =1 if the term “i” is present in document “k”, 0 otherwise 
and M is the index size. 

                                                 
2 http://tartarus.org/~martin/PorterStemmer/ 
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4.2 Performance measures 

To evaluate performance we calculated spam precision (SP), spam recall (SR), 
spam F1 measure (F1) and accuracy. (Shown in equations 1to 4). Let TN: the number 
of legitimate e-mails classified as legitimate (true negatives), TP: the number of spam 
emails classified as spam (true positives), FP: the number of legitimate e-mails 
classified as Spam (False Positives) and FN: the number of spam e-mails classified as 
legitimate (false negatives), then we have:  
        ܵܲ ൌ ்

்ାி
  ሺ1ሻ        ܴܵ ൌ ்

்ାிே
   ሺ2ሻ   

 

1ܨ        ൌ ଶൈௌൈௌோ
ௌାௌோ

   ሺ3ሻ    ܣ ൌ ்ା்ே
்ାிା்ேାிே

   ሺ4ሻ 

 
Weighted accuracy (WA) was also calculated. More formally, WA is defined as fol-
lows: 
ܣܹ       ൌ λ்ேା்

λሺ்ேାிሻା்ାிே
     (5).  

Three scenarios are evaluated and compared with previous work:  
(a) λ=1; no cost considered;  
(b) λ=9; semi-automatic scenario for moderately accurate filter, and  
(c) λ=999 completely automatic scenario for a highly accurate filter.  

The experiments were performed with a k-fold cross validation with k = 10. In this 
way, our dataset was split 10 times into 10 different sets of learning sets (90% of the 
total dataset) and testing sets (10% of the total data). We conduct the training-test 
procedure ten times and use the average of the ten performances as final result. 

4.3 Results and discussion 

To evaluate 3CA-1NB and to show improvement over our previous work, we in-
clude the results of experiments on the LingSpam corpus with the CASD classifier 
using three subsets of features and NB classifier. In Table 2, we reproduce the best 
performing configuration. These configurations were used as members of the ensem-
ble. 
 
Table 2. Best configurations of NB, CASD and the corresponding performance. 

Classifier Feature 
Selector 

Feature 
Size 

SP  (%) SR (%) 

NB IG 500 99,00 82,10 

CASD-1 IG 500 98,10 99,02 

CASD-2 χ2 500 100 2,5 

CASD-3 MI 500 100 44,30 
 

Figure 4 illustrates the ensemble results obtained using the 3CA-1NB classifier 
alongside those cited above. The results indicate improved performance when 
classifying with 3CA-1NB. It is clear that the former outperforms individual 
classifiers in accuracy and F1-measure. We conclude that the proposed ensemble 
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approach gives better performance than the four base classifiers used separately. The 
ensemble approach exploits the differences in misclassification by individual 
classifier and improves the overall performance. We also compare 3CA-1NB with the 
ensemble approaches developed by [13]. Table 3 reports the best results that we have 
achieved with 3CA-1NB and which are actually better than the results of [13]. 

 

 
 
Fig.4. Performance of individual classifiers and 3CA-1NB on Spam Filtering 

 
Table 3. Performance of stacking and 3CA-1NB on spam filtering. 
 

Classifier 
Performance Measures (%) λ=9 λ=999 

SP SR SF1 A WA WA 

Stacking[13] 90,80 91,90 91,30 97,10 98,00 98,10 

3CA-1NB 98,20 89,36 93,54 97,96 99,37 99,58 

5 Conclusion 

In this paper a new approach for creating a diversity ensemble of classifiers is 
proposed. This method uses feature subset selection to train and construct a 
diversified set of base classifiers. We combine the predictions from the different 
classifiers by a voting technique in order to increase the performance of spam 
detection.   

The results of experiencing on LingSpam datasets show better performance of the 
proposed method. As a future perspective, we will investigate the effect of combining 
more types of classifiers, and also, exploring other combination techniques [11] to 
further increase accuracy. 
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Abstract: Clustering is an important mechanism in large wireless sensor 

networks for obtaining scalability, reducing energy consumption and 
achieving better network performance. Most of the research in this area has 
focused on clustering based on physical parameters such as: energy, mobility, 
connectivity, density.., without taking in the count the data stored in each 
nodes. The main objective of this paper is to provide a useful fully-distributed 
algorithm for clustering that maximize the intra-cluster access, so we used a 
new heuristic parameter that combine between energy, mobility and number 
of data to select the Cluster-Heads. Our clustering strategy was compared with 
Lowest-ID Cluster Algorithm (LID) and the results show that our algorithm 
improves system performance and increases its life.   
 
     Keywords: Clustering, data, ad-hoc networks, availability, mobility.   

 

1. Introduction 
A mobile ad-hoc network (MANET) is a collection of mobile nodes that form a wireless 

network without the existence of a fixed infrastructure or centralized administration. This 
type of network can survive without any infrastructure and can work independently. Hosts 
forming an ad hoc network can take equal responsibility in maintaining the network. Each 
host provides routing services to other hosts to deliver messages to remote destinations. As 
such a network requires no fixed infrastructure; it makes them better for deployment in a 
volatile environment such as battlefield and disaster relief situations [6]. Some of the 
constraints in MANETs are: limited bandwidth, low battery nodes and link frequent breaks 
due to node mobility. These constraints must be taken into account, while maintaining the 
connectivity between nodes. Clustering plays an important role in solving such problems 
[11]. It hides the dynamic structure of the system by forming a hierarchical topology. There 
are many researches that offer different strategies for clustering based on different metrics. 

Unfortunately, the majority of thus works do not take into account the management of 
requests in the system [1]. In a network where energy is critical, the management of user 
requests and the difference between intra-and inter-cluster access can consume a lot of 
energy, which degrades system performances and reduces its life. In this paper, we propose 
a new strategy of clustering that takes into account the data of the system in addition to 
mobility and energy of the nodes. Our goals are minimizing the energy used by managing 
the user’s requests and at the same time improving the response time and the stability of the 
system. The rest of the paper is structured as follows: in the second section, we present some 
related works on clustering. The third section presents the environment of our work. In 
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section four we introduce our clustering algorithm based on the data, energy and mobility of 
each node in the system. We validate the proposed approach by a set of experimental results 
shown in the fifth section, and we finish this work with a conclusion and perspectives.  

2. Related works 
The algorithms differ on the criterion of selection of cluster-head. Among these algorithms 
we have: the Lowest-ID Cluster Algorithm (LID) [6], in this algorithm, each mobile host in 
the network must have a unique identifier id. The node that has the smallest id among all its 
neighbors is elected as the cluster-head. The cluster is formed by the cluster-head and all its 
neighbors. LID has the advantage of being simple and rapid but also generates a large 
number of clusters and can be adjustable to changes in the topology. The Last cluster-head 
Change algorithm (LLC)[4], is designed to minimize the change of cluster-head and 
provides better stability in the composition of system. In High-Connectivity Clustering 
(HCC) [9], [11], the cluster-head election is based on the degree of connectivity (number of 
neighbors of the node) instead of the identities of the nodes. A node is elected as a cluster-
head if it has the highest connectivity among all its neighbors. This algorithm suffers from 
frequent changes of cluster-head. In [3], two clustering algorithms are proposed, providing a 
new approach. The first, Distributed Clustering Algorithm (DCA) which is targeted to 
"quasi-static" in which the movement of nodes must be "slow". A weight is defined by the 
speed of each node. The criterion for the election of the cluster-head is the maximum weight 
in its neighborhood. The node whose weight is the greatest among all its neighbors is 
elected cluster-head. The second algorithm is designed for networks and mobility called 
Mobility-Adaptive Clustering algorithm (DMAC). Each node reacts locally to all changes 
depending on its status: member node or cluster-head. In the two algorithms, it is assigned 
different weights to the nodes and it is assumed that each node has knowledge of its weight. 
A node is selected as cluster-head if its weight is greater than among all its neighbors. There 
are other works that take into account data management in ad hoc networks, such as work 
[13] which proposes a strategy with two steps: first create the cluster and then replicate the 
data requested in each cluster. The works [12] and [7] also proposed methods of replication 
to improve availability of data or to facilitate the update and allocation of data. All works 
cited precisely separate between the clustering and data management and use the replication 
to improve their approaches. In this paper we propose a strategy of clustering that includes 
data management and the creation of clusters in one step by taking advantage of existing 
data without creating other replicas in the system. 

3. Contributions 
Proper management of queries in an ah-hoc network improves the reliability and 

usefulness of the system but increases energy and reduces the lifetime of the nodes. The 
majority of the works cited above focus on the physical characteristics of networks such as: 
energy, connectivity, mobility, density, without taking into account the usefulness of the 
network itself, that is to say the goal of building the networks, the type of services provided 
and the types of treatments that can be achieved. In this paper, we propose a new algorithm 
for non-overlapping clustering (see definition 2) to minimize power consumption and 
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response time in the system. Minimizing the access time of queries depend on the location 
and distribution of data in the system [8]. The main idea in this work is to maximize intra-
cluster access by maximizing the number of different data in the same cluster and remove 
the replica of same data. In the example of Figure 1, the system contains two clusters, each 
cluster has two different data (two colors) and in this case, the cluster can satisfy only 
queries that research these two data. As against the second system in Figure 2, each cluster 
contains three data which increases the number of requests satisfied at the intra-cluster. 

 
 
 
 
 
 
 

 
 

 
 Model 
        The system is modeled by an undirected graph G = (V, E) where V is the set of network 
nodes and E models all the connections between these nodes. An edge (u, v) א E if and only 
if nodes u and v can mutually receive transmissions of each other. This means that all links 
between nodes are bidirectional. In this case, we say that u and v are neighbors. The set of 
neighbors of a node v א V is denoted Neighv. Each node u of the network is associated to a 
unique id and can communicate with its neighbors Neigh ك V. Each node is characterized by 
its mobility Mob and energy Energ remaining in the battery, it also can store zero or more 
data Di. Users can initiate read requests to access data in the system. 
For the sake of clarity, we will use later in this paper the following notations: 

- Neighu: The neighbors of node u. 
- Energu: The remaining energy of the battery of node u. 
- Mobu: The mobility of the node u. 
- ListLu: List local data stored in the node u. 
- ListTu: Total list of data stored in the node u and its neighbors (see formula 2). 

Before describing our clustering algorithm in detail, we make the following assumptions, 
which are common in the design of clustering algorithms for MANETs [1], [3], [6], [11], 
[13]: 
- The network topology is static during the execution of the clustering algorithm. 
- A packet transmitted by a node can be received correctly by all its neighbors in a finite 

time. 
- Each node has a unique id and knows its neighbors and vice versa. 
- The inter-cluster access is expensive compared to intra-cluster access in terms of: 

bandwidth and energy.   
One more of these assumptions, we also assume that all requests made by users are of the 
reading type [10]. 
 
 

Fig1: First system: two colors in each cluster  Fig2: Second system: three colors in each cluster  
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4. Clustering 
The clustering algorithm consists of two steps: the selection of cluster-head and then the 

construction of clusters. 
4.1 Metric of clustering 
Given the interest in the concept of clustering and its undeniable contributions to improve 

the performance of an ad hoc network, the choice of the clustering mechanism is important. 
Thus, a clustering algorithm must first be able to select the appropriate nodes to ensure the 
functionality of the cluster-head. In our algorithm, the cluster-head selection is based on a 
new metric γ: 

                                        γ=ாೠ
ெೠ

כ ݐݏ݅ܮ || ௨ܶ ||                                                           (1) 
- ã௨: Metric of clustering. 
ݐݏ݅ܮ|| - ௨ܶ||: The cardinality of the data list of the node u and its neighbors. 
                                ListTu = ڂ ୀܮݐݏ݅ܮ

ୀଵ m   ܮݐݏ݅ܮڂu                                                     (2) 
- m: The number of neighbors of node u. 
The node with the maximum γ in the neighborhood can be selected as a cluster-head. The 

rapport between energy and mobility helps to select a cluster-head which has a relatively 
high energy capacity and low mobility witch increase the stability of the system. Held that 
the parameter ||ݐݏ݅ܮ ௨ܶ|| can elect a cluster-head which has a great opportunity to satisfy 
read requests in a single degree at the neighborhood. 

 
Maximize the number of different data per cluster can be achieved by choosing as cluster-
head node, which in its first neighborhood has many different data including its own list of 
data (Maximum || ݐݏ݅ܮ ௨ܶ ||ሻ. For example in Figure 3, assuming that the report ா

ெ
  

/i[0,3]א is the same for all nodes i (just to explain) then: 
- For node 0, the list ListT0 = {A}  {A, Z}  {A, H} = {A, H}. 
- For node 1, the list ListT1 = {A, H}  {C, B, F}  {A}  {A, Z} = {A,B,H,F,C,Z}. 
- For node 2, the list ListT2 = {A, Z}  {A, H}  {A} = {A, E, H}. 
- For node 3, the list ListT3 = {C, B, F}  {A, H} = {A, H, C, B, F}} 
We note that the node1 in its neighborhood contains a lot of data compared to its 

neighbors: | |ListT1 ||>||ListT3 ||>||ListT2 ||>||ListT0 | |, so node 1 is capable of meet a lot of 
requests (read requests) by at most one jump (zero jump if data is stored in the node itself). 
In this case, the node 1 will be selected as a cluster-head and broadcasts its status to its 
neighbors. 

 
 
 
 
 
 
 
 
4.2 Clustering algorithm 
The construction of the clusters is through periodic exchange of messages which we will 

call hello messages. Each network node exchanges with its neighbors the hello messages. 

Fig3. A system with 4 nodes
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Each hello message sent by a node u contains four values are: idu, Statutu , (Energu / Mobu) 
and ListLu.  
- idu: the identifier of the node u. 
- Statutu: The role of the node u in the system (See definition 3). 

This message is also used for each node to verify the presence of its neighbors. Thus, if a 
node no longer receives hello message from a neighbor at the end of a period, it considers 
that this neighbor has disappeared. So each node waits a specified period in advance and it is 
assumed that during this period, all nodes have sent their hello message. In our algorithm we 
use the following definitions: 
     Definition 1 (Cluster): We define a cluster Ci by a connected sub-graph of the network, 
with a diameter less than or equal to 2. The cluster has an identifier corresponding to the 
identity of the node with the higher γ in the cluster, that is to say that if the cluster is the 
cluster Ci then the cluster-head of this cluster has the identifier id = i. 

Definition 2 (Non-overlapping): a non-overlapping clustering ensures that there is no 
node that belongs to two different clusters at the same time witch minimizes the conflict. 

Definition 3 (node status): Each node u has a status Statutu, the Statutu can be one of the 
following: CH: cluster-head node, MN: member node, or GN: gateway node. These three 
roles are defined in definitions 3.1, 3.2 and 3.3: 

Definition 3.1 (Cluster-head): A node u is called cluster-head of cluster Ci iff: idu =i ˄  
v א Neighu , γu>γv. 

Definition 3.2 (member node): A node u is said member node if it is not a cluster-head 
and it does not have in its neighborhood a node associated to a different cluster. 
u א Ci Then idu ≠ i ˄ [  v א (Cj/Cj ≠ Ci) ˄ v א Neighu] 

Definition 3.3 (Gateway node) A node u is a Gateway node iff: u א Ci Then  vא Neighu 
/ v אCj ˄ Cj ≠ Ci. Gateway node has a special role. It provides access to one or more 
neighboring clusters. 

Definition 4 (Degree of no-similarity): the degree of non-similarity ߚҧ between two 
nodes u and v is the size of the list of data that exists in a node and does not exist in the other 
(formula 2). Two nodes with a high ߚҧ need each other more then two nodes with a lower ߚҧ 
(disjointness of contents). 

 (3)                                        ||( ListLv ת ListLu) - ( ListLv  ListLu)|| =ҧ (u,v)ߚ                       
 Where: 
- u,v: Nodes. 
- ListLu: List of local data in the node u. 

For example, if local lists of data in nodes u, v, h are ListLu = {A, B, C}, ListLv = {A, E, F, 
G, H}, ListLh = {A, B, C, D} respectively then: 

 .ҧ (u, v)= || {B, C, E, F, G, H} || = 6ߚ -
 .ҧ (u,h)= || {D} || =1ߚ -
 
Clustering steps are: 

1. Each node calculates the parameter γ and disseminates information on its neighbors by 
the Hello packet. 
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2. If the node has the maximum γ among its neighbors then it becomes the cluster-head 
(Status = CH) and sends requests to join the cluster to the other. If two nodes u and v 
have γu = γv , then the cluster-head is the node that has the lowest id. 

3. The node that receives a request to join a cluster, then it became with a Status = MN. 
4. If the node receives several requests from different cluster-head to join their clusters, 

then it becomes a gateway node: Status = GN. But as a cluster selects the one with the 
maximum γ. In case of a tie, the node selects the cluster-head that has the maximum no-
similarity degree âത with it. 

5. If two neighboring nodes have both a Status = CH, then the first node that detects the 
conflict through hello messages received compared γ to that of its cluster-head 
neighbor. If the γ is smaller, it abandoned his status as cluster-head and becomes a 
member node and sends a hello message to its neighbors announcing its new status. 
Otherwise, it retains the role of cluster-head. 

6. The algorithm terminates when each node in the system specifies its status. 
 
For example in Figure 4: γ0 = 20, means the node will be a cluster-head. The node 2 will 

be a node member in the cluster of node 0. Node 7 is a getaway node. The result of 
clustering is shown in Figure 4. 

 
 
  
 
 
 
 
 
 
 

4.3 Maintenance of the topology 
In ad hoc networks, topology changes frequently due to node mobility and energy. So we 

have to manage:1) nodes that move, 2) nodes that disappear and nodes that appear. 
Our algorithm can also manage these cases. 

 
- The appearance of a new node. When a new node enters the network, it broadcasts at 

a regular interval of time a message of type hello. At the end of the timeout, if it has 
not received any type hello message from a cluster-head, the node becomes cluster-
head. If the node received a hello message from a cluster-head, the node becomes a 
member node. In the event that it receives from more than one cluster-head, the node 
becomes a gateway node (Execute step 4 of the clustering algorithm) 

- Disappearance of a node. In the same way as for the appearance by exchanging hello 
messages the neighbors are aware of the disappearance. 

- Moving a node. Case equivalent to the emergence of a new node. In this case the hello 
messages will be received by the other new neighbors. 

 

Fig 4. Example of clustering of 8 nodes
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6 Conclusion 
In this report, we proposed a clustering strategy that maximizes intra-cluster access and 

minimizes energy consumption. This strategy uses energy, mobility and the types of data 
stored in the neighborhood to elect the cluster-head. The experimental results demonstrate 
the effectiveness of our proposal.  Our strategy can be used to create clusters in unstructured 
P2P system as FastTrack and Gnutella [5], where the number of message and consumption 
of bandwidth are large. To avoid thus problems and increase the quality of services in 
requests management, we use our clustering algorithm where for each node u: ாೠ

ெೠ
=1, so 

γ=||ListTu||. Perspective, we offer extension work by taking into account the availability of 
links between the different neighboring data to improve system reliability. 
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Abstract. The paper presents a recommendation-based approach for knowledge 

resources in Communities of Practice of E-learning (CoPEs).  The proposed 

approach is based on the hybrid semantic information filtering (IF), integrating 

the content-based filtering, the collaborative filtering and the ontology-based 

filtering approaches. The main idea is to apply a multi-level filtering, where 

three dimensions have been proposed for the profile: collaborative, social and 

semantic. 

Keywords: CoP of e-learning, knowledge resource, recommendation, 

information filtering, ontology-based filtering, profile. 

1   Introduction 

According to Wenger [1], Communities of Practice (CoPs) are “groups of people 

who share a concern, a set of problems, or a passion about a topic, and who deepen 

their knowledge and expertise in this area by interacting on an ongoing basis”. CoPs 

allow members to share their practices, to develop their knowledge and skills. They 

are embedded within all areas and domains including education, engineering, 

management, health, etc. They are seen as a new organizational structure offering 

innovative means for creating and sharing knowledge.  

The authors in [2, 3] extended the application of this concept to the domain of e-

learning. They considered CoPs of e-learning (CoPEs) as a virtual framework for 

exchanging and sharing techno-pedagogic knowledge and know-how between actors 

of e-learning. CoPEs give the possibility for professionals in e-learning to gather, 

collaborate, and organize themselves in order to: (i) share information and 

experiences related to e-learning development and use; (ii) collaborate in order to 

solve together e-learning problems and to build techno-pedagogic knowledge and best 

practices; (iii) learn from each other and develop their competences and skills in their 

domain of expertise. 

In order to participate effectively to the knowledge management and learning 

processes in a CoPE, members need guidance to find and synthesize information. 
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They need to find the adequate resources for their activities within the CoPE or to be 

used for example to design their courses within the e-learning platform. 

This paper will focus on the recommendation of knowledge resources using 

Information Filtering (IF) approach that will attempt to present to the member 

information items, according to his interests.  

The rest of this paper is organized as follows: Section 2 presents the background 

and related work about IF approaches. Section 3 discusses the application of IF in 

CoPEs and proposes a hybrid semantic IF approach for the recommendation of 

knowledge resources in CoPEs. Finally the conclusion highlights the main results of 

this work and presents some perspectives.  

2   Information Filtering 

We present in this section the different IF techniques and some related works close to 

our context of study. 

2.1 Background 

Information filtering (IF) is the process allowing, starting from an incoming volume 

of dynamic information, to extract and present the only information interesting either 

a user or a group of users having relatively similar interests. The filtering system 

makes a "prediction" about the usefulness of the information to the user. This 

prediction is based on the "profile" of the user and leads to a decision-making: 

"recommend" or "not recommend" information [4]. The problem of IF can be 

expressed as follows [5]: C is a set of users, S a set of documents to be recommended, 

and u a function which measures the importance that represents a document s to a user 

c. The objective is to search about documents s’ so as to maximize the utility function 

u, as described formally: 

U: C x S→ R 

∀ c ∈ C, s’c = args∈S max u(c,s) 

The IF systems are classified into three categories: the content-based filtering 

systems, the collaborative filtering systems, and the hybrid ones. 

 The content-based filtering systems recommend the similar documents to those the 

user has already liked. This is calculated by comparing the interests of users 

introduced explicitly (e.g. through a questionnaire) or implicitly (through a 

behavior supervision) with the characteristics of the documents [6].   

 Collaborative filtering or social recommender systems recommend data items to a 

user by taking into account the opinions of other users [7]. Instead of 

recommending data items because they are similar to items the user preferred in 

the past (content-based recommendation), collaborative approaches generate 

recommendations about data items that users with similar interests liked in the 
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past. In order to estimate user’s preference for an item, collaborative filtering 

systems collect ratings through explicit means (e.g. the user is asked to rate the 

item), implicit means (e.g. the system infers user’s preference by observing user’s 

actions) or both. More formally, the utility of a document s to a user c, u (c, s) will 

be calculated based on the uj (cj, s) that are similar. The prediction function F uses 

the vote matrix C × S and proceeds in two steps [8]: (1) calculate the similarity 

between the users and infer communities, (2) predict notes for a few documents 

and select only those with a high score. 

There are two major collaborative approaches, an approach based memory (the 

note given by a potential user to a document is calculated based on ratings given 

by other users for the same document) and another based model (learn a 

descriptive model linking users, documents and votes). With the growth of e-

commerce, collaborative filtering techniques have become well known through 

their use in commercial web sites such as Amazone.com.  

 The  hybrid systems, combine in different ways the two previous approaches and 

try to overcome their shortcomings: the “cold start” problem when there are not 

enough ratings, the inability to recommend non-textual documents that do not have 

information about their content, quality criteria and reliability of the source are not 

considered in the content-based systems, etc. 

Recently, with the emergence of the semantic Web, a new generation of 

recommender systems has emerged [9]: (1) the ontology-based IF systems 

(conversion from a description of the documents by key words to a semantic 

description based on concepts; (2) the collaborative annotations systems (assigning 

to resources a set of words called tags or annotations to describe their content or 

provide a more contextual and semantic information); (3) the social networks-based 

IF systems (managing the friends lists and expressing their interests such as in 

Facebook, and LinkedIn, encouraged the reuse of this social data in the IF systems).  

2.2 Related work 

The sate of the art shows an important number of proposed recommender systems. 

We present some works related to our context of study. 

QSIA (Questions Sharing and Interactive Assignments) for learning resources 

sharing, assessing and recommendation has been developed by Rafaeli et al. [10]. 

This system is used in the context of online communities, in order to harness the 

social perspective in learning and to promote collaboration, online recommendation, 

and further formation of learner communities. 

ReMashed is a recommender system that addresses learners in informal learning 

networks [11; 12]. The authors created an environment that combines sources of users 

from different Web2.0 services and applied a hybrid recommender system that takes 

advantage of the tag and rating data of the combined Web2.0 sources.  
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3   Contribution 

We propose a recommendation system based on the hybrid semantic IF (see Fig.1). In 

the CoPE, one member or a group of members need a recommendation of knowledge 

resources in the following situations: (1) information retrieval; (2) when a new 

resource has been added to the memory and that can be interesting for the member; 

(3) during an activity (e.g. design of a learning scenario); and (4) for a new member 

who integrate the community.  

Accordingly, we propose a recommendation system based on the hybrid semantic 

IF. The main idea is to apply a multi-level filtering approach and to consider a multi-

level profile according to the need, context, and conditions (availability of 

information), so as to make an effective recommendation. As illustrated in Fig. 1, 

resources are represented semantically using OntoCoPE ontology [13] and three 

dimensions are considered for the profile: collaborative (implicit/explicit evaluations), 

social (a set of personal information: name, specialty, email, a set of contacts…), and 

semantic (members’ interests represented in the form of concepts with weight 

corresponding to their degrees of importance). Each dimension produces a set of 

recommendations that can be classified, using for example an adaptive classification: 

u(c,s) = α . u Coll (c, s) + β . u Social (c, s) + γ . u Sem (c, s); where : α+β+γ=1 

 

Fig. 1. The Hybrid semantic filtering system adapted from [9]. 
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The social recommendation has the priority, if there are no or not enough 

evaluations or if the semantic dimension is not yet well defined. The collaborative 

recommendation has the priority, if we want to discover new interests to a member. 

Otherwise, the semantic recommendations will have the priority as they more 

correspond to the members’ interests.   

4   Conclusion 

The paper presents proposes a recommendation-based approach for knowledge 

resources in CoPEs, using the hybrid semantic IF. The main idea is to apply a multi-

level filtering, where three dimensions has been proposed for the profile: 

collaborative, social and semantic. However, the proposed approach needs to be 

evaluated in a real situation. We envisage in a near future to develop the 

recommendation system and to evaluate its performance using a learning community 

of students within the USTHB University in Algeria. 
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Abstract. The evolution of software engineering has passed through various 
paradigms; including structured programming, object oriented programming, 
component-based approaches and in recent years service-oriented computing. 
One of the key activities needed to develop a quality service oriented solution is 
the specification of service model. The majority of existing methods for service 
model specification are developed manually because they are based on the 
competence of the developers. The integration of Business Process Modeling 
(BPM) and Model-Driven Development (MDD) allows the automation of the 
SOA (Service-Oriented Architecture) services development. Three steps are 
used for developing an SOA solution: service identification, service 
specification and finally service realization. In this paper we propose a method 
called AMSI (Automatic Model-Driven Service Identification) that 
automatically identifies the architecturally significant elements from a high 
level business process model to specifying service model artifacts. The main 
goal of this work is to support the automation of the development process of 
service-oriented enterprise information system.  

Keywords: Business Process Modeling, Model-Driven Development, Service-
Oriented Architecture, Service Identification. 

1   Introduction 

Bridging the gap between Enterprise Modeling methods and Semantic Web services 
is an important yet challenging task. For organizations with business goals, the 
automation of business processes as Web services is increasingly important, 
especially with many business transactions taking place within the Web today [7]. 

Nowadays, the enterprises are organized in networks, in which various actors can be 
interacting. The competitiveness of these companies is deeply related to the capacity 
to structure, share and exchange knowledge with the participants in the collaborative 
network. This need to exchange knowledge obliges the companies to evolve their 
information systems and their applications in order to return them interoperable. The 
interoperability of enterprise applications allows ensuring the exchange of the 
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functionalities and the services in a transparent way. Each functionality, service, or 
data have a specific model. Several transformations of these models are essential to 
ensure interoperability between the various heterogeneous entities of the enterprise. 
So that these model transformations become an effective solution for establishing 
interoperability in a purely heterogeneous environment; it is necessary that they must 
be guided by a standard modeling framework. The MDA approach (Model-Driven 
Architecture) provides the bases to support the model-driven interoperability.  

The development of an enterprise application to large scale always starts with the 
highest level abstraction where they are the specification and the representation of the 
business in the form of business process models. These models must be projected 
gradually on an adapted architecture to the need for interoperability. Currently, the 
more adapted paradigm to the realization of the interoperable applications is the 
service-oriented paradigm because it brings a certain simplification and facilitates the 
establishment of a reconfigurable collaboration through the dynamic construction of 
software services. We try, in this paper, to answer the following question: How to 
ensure a permanent and flexible evolution of enterprise information system when 
business requirements change? For answer to this question, we proposed a method for 
deriving automatically a Service Oriented Architecture starting from a high level 
collaborative business process.  

The remainder of this paper is organized as follows. In section 2 we presented a 
basic concepts needed to understand our approach including Business Process 
Modeling and Service-Oriented Architecture. In section 3 we presented our approach 
called AMSI (Automatic Model-driven Service Identification). Section 4 concludes 
this paper. 

2   Business Process Modeling and Service-Oriented Architecture 
Handshake 

Service identification is one of the core elements of the BPM and SOA handshake 
that reinforces the current mantra that “BPM should be service oriented, SOA should 
be business process focused, and SOA takes over where BPM leaves the enterprise in 
a path towards agility” [3]. 

2.1   Business Process Modeling 

The process vision plays a significant role in the theories of the organizations as in 
the information system field where the process modeling is regarded as a key element 
of the representation of dynamics. The business process modeling is a prerequisite 
necessary to design an organizational information system. The business process 
definition reflects the functional needs implicitly. However, it is not sufficient to just 
conceive the business activities connected by control flows of the process. To 
represent the complete whole of the requirements, a process definition must explicitly 
indicate all the entities which take part in the process. These requirements should be 
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transformed, without loss of information, in semantic specifications of which different 
software components can be derived.  

2.2   Service-Oriented Architecture (SOA) 

Service-Oriented Computing (SOC) is a new paradigm for distributed computing 
that uses services to support the development of interoperable, evolvable, and 
distributed applications. Services are autonomous, platform-independent entities that 
can be described, published, discovered, and loosely coupled by using standard 
protocols. Service-Oriented Architecture is the main architectural style for SOC. 

The main idea of Service-Oriented Architecture is the restructuring of enterprise 
information systems into loosely coupled, independent services. These services 
should allow the reuse of existing implemented functionality in order to minimize the 
time between design and implementation when business requirements change. The 
key challenges in developing the service oriented systems are the mapping of business 
processes models into service models. Service models play an important role during 
service-oriented analysis and design phases. According to the IBM SOMA [1], 
service-oriented modeling lifecycle has three main phases:  
Service identification. This phase is about identifying the architecturally significant 
elements of the target solution. The output artifact of this phase is analysis-level 
service model.  
Service specification. This phase is about describing a service: what it offers, what it 
requests and how it is exposed. It also describes dependencies with other services, 
service composition, and service messages. The main model related to this phase is 
the design-level service model.  
Service realization. This phase is about providing a solution for a particular service. 
We represent here, how a service is realized. The model related with this phase is the 
design model. This model has to be traced back to the service model, because it 
represents its realization.  

3   Automatic model-driven service identification 

Service identification is one of the main activities in the modeling of a service-
oriented solution, and therefore errors made during identification can flow down 
through detailed design and implementation activities that may necessitate multiple 
iterations, especially in building composite applications. According to [1], the initial 
activity in the development of a new SOA solution is the service identification. The 
result of the service identification is a set of candidate services.  

The first stage in the service identification process is the modeling of a high level 
business process that is represented as a CIM model. Metadata are added to the CIM 
model in the second stage. This operation is based on a whole of generic concepts 
stored in the process model ontology. The third stage allows the transformation, after 
the interrogation of the process model ontology, of the input business process model 
into an executable process model expressed as a PIM model. In the fourth stage, the 
service identification engine generates a whole of candidate’s services for 
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implementing the input process. These services are grouped in a set of clusters 
(composed services) by a multi-objective clustering algorithm (cf. Fig. 1.) 

 

 

Fig. 1. Automatic Model-Driven Service Identifier 

3.1   Business Process annotation 

In this stage, complementary information is added to the business model elements 
such as the nature of the activities (manual, semi-automatic, automatic), the 
composition of the activities (decomposable, atomic activity), the goal of each activity 
etc. All knowledge’s about the initial business process are extracted and stored in the 
Process Model Ontology by business analyst and knowledge engineer. 

The PMO is based on two principles: to unify the different existing Business 
Process Metamodels, and to provide the necessary properties for deriving software 
services from a height level business processes. The PMO captures generic concepts 
associated with business processes and the relationships among them. To facilitate the 
extraction of the multiple views on a process model the PMO allows a business 
analyst and a knowledge engineer to mark the visibility of activities to different 
collaboration roles. Thus various views on the business process model can be 
extracted. The PMO will capture the notions of process models at the business level. 
This ontology defines concepts like Process, Activity, Event, Control Node, Message 
Flow, Sequence Flow, etc. and the relationships between them. It is regarded as a 
generic metamodel of business process that is used as a knowledge base for deriving 
software services from a height level business process model.  

Our proposition is that constructing the PMO through a careful analysis of existing 
reference metamodels, guarantees the representational width of the ontology, i.e. that 
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all existing business process models can be represented and all software services can 
be extracted from it. 

3.2   Business Process transformation 

The first step for identifying SOA services is the business process modeling, and the 
business functionalities are understood, then the service identification step starts. We 
cannot directly transform a high level business model into SOA solution because it is 
independent of any computation specification and it comprises manual, semi-
automatic and automatic activities. As well as the high level activities have a great 
granularity. The same business activity can be transformed into several SOA services. 
Thus it is necessary firstly to transform the high level business process into an 
intermediate process called executable process in order to identify the candidate 
services. The PMO is queried for transform the annotated business process model into 
an executable process. During this stage, the transformation engine executes the 
following operations: 

• Rename a business activity: In the simplest case, a small business process 
activity is mapped to exactly one SOA service 

• Split a business activity into several: Service-oriented system requires a strict 
distinction between activities with user interface (Human Activities) and Service 
Calls. One business activity can mapped into several activities in the executable 
process (Human Activities that need a user interface and automatic services) 

• Merge two business activities in only one: If small activities of a continuous 
sequence are always realized by the same person, it makes sense to merge them 
into one SOA service 

• Insert a new activity in the executable process: Additional activities, such as 
authentification service, are necessary for the normal execution of executable 
process 

• Remove an activity from the business process: A business process model often 
contains activities whose execution should not be controlled and monitored by a 
business process management system. Consequently these activities shall not be to 
be implemented as SOA services, but are important at business model level for 
calculating processing times and simulating process costs. 

3.3   Service identification 

The identification engine queries the ontology and takes the executable process as 
input in order to generate automatically the candidate services. In this phase, a set of 
design metrics which satisfy business goals should be calculated from the PMO such 
as cohesion, coupling, granularity, maintainability, and reusability of activities, etc. 
that are considered as input parameters for classifying the candidate services in a 
groups (composite services). The identification of the services corresponding to the 
executables activities is possible via their names. The identification engine searches 
the name of the activity in the concepts taxonomy of the ontology and extracts the 
properties of the activity and its relations with the other concepts of ontology for 
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calculate design metrics. After this research phase, the identification engine generates 
a set of candidate services equivalents (implementing) to the activity in question. 
Thus their initial descriptions (name of the service, names of the interfaces, etc.).  

The service identification engine use relationships between individuals of the 
concepts Activity, Resource, and Participant for calculate different design metrics 
such as Service Cohesion, Service Coupling, Service Granularity, Service 
Maintainability, and Service Reusability. These design metrics are used as input 
parameters in the clustering algorithm that generates as output a set of optimal service 
clusters. We can formulate our identification algorithm as a multi-objective 
optimization problem that classifies candidate’s services according to optimal values 
of design metrics. 

4   Conclusion and outlook 

In this paper we outlined some of our initial work in the development of AMSI, a 
method for identifying automatically candidate SOA services from a high level 
business process. The method defines how a high level business process should be 
transformed into an executable process in order to identifying SOA services. Our 
automatic service identifier uses a Process Model Ontology (PMO) to annotate the 
business process model. The annotated business process model is used as input of a 
transformation engine which transforms it, after the interrogation of ontology, into an 
executable process. Finally an identification engine querying the ontology and take 
the executable process as input in order to generate the candidates services 
automatically. Currently, our work is at formalization stage. Future work is mainly 
related to the implementation and evaluation of our approach.   
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Abstract. Many software patterns are available nowadays. They allow the re-

use of proved solutions in various areas of software engineering, but are ex-

pressed in different formalisms. This diversity is detrimental for patterns re-

use, since it is difficult to compare and compose heterogeneous patterns (pat-

terns expressed in different formalisms). Moreover, patterns composition is 

based on inter-patterns relationships, that are difficult to discern if they are not 

explicit. Thus, an automatic method that extract non explicit relations between 

patterns even if those latter are heterogeneous, becomes a necessity. In this 

context, we improve an existing method of automatic inter-patterns relations 

analysis. As many patterns lack of resulting context, our aim is to enable that 

method to extract relations on this kind of patterns. 

Keywords : Patters formalisms, inter-patterns relationships, automatic rela-

tions extraction.  

 1  Introduction 

Nowadays, the WWW supplies an increasing amount of knowledge covering di-

verse domains. Among others, it supplies a large number of software patterns that are 

a formidable tool allowing the reuse of proved solutions, in various areas of software 

engineering. A software pattern presents an issue to a recurrent problem, by offering a 

proven solution. Software patterns need to be composed, in order to solve complex 

problems that are not dealt by a single pattern. Inter-patterns relationships are on the 

basis of the patterns composition. However, it is difficult to discern these relations if 

they are not explicit in each pattern. Moreover, even if those relations are explicit, 

they are limited to intra-catalog relationships.  

Indeed, a pattern is expressed through a pattern formalism, which is a syntactic 

structure of the pattern content. The majority of pattern formalisms in the literature 

differ in the number and degree of detail of their items. So, it is difficult to interpret 

and compare heterogeneous patterns. It is also difficult to compose them into larger 

solutions; a fact which is detrimental for patterns reuse.  

This paper presents our approach that improves an existing method of automatic 

inter-patterns relations analysis. This method is the first automatic approach which 

handles relations between heterogeneous patterns, cross different catalogs.  The aim 

of our improvement is to enable that method to handle more patterns formalisms; 

specially, those formalisms lacking of resulting context. So, works related to inter-

patterns relationships extraction are described in section 2. Our approach for automa-

tic relations analysis on patterns lacking of resulting context is presented in section 3. 

Finally, we conclude this paper and give some research perspectives in section 4. 

mailto:ashachemi@usthb.dz
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2   Related works  

Many researcher were interested in defining inter-patterns relationships, like [1], 

[2], [3], [4], … but very few works treat relationships extraction. In this area, Prab-

hakar et al. [15] propose a graphical model called Design Decision Topology Model, 

in order to represent design patterns and extract relationships between them; unfortu-

nately, this work is limited to the analysis of relations on design patterns only. The 

method of Kubo et al. [10] is the first automatic approach able to extract relations on 

heterogeneous patterns, belonging to different catalogs, and is the only approach able 

to deal with different kinds of software patterns. Kubo et al. method is an interesting 

approach based on its own pattern model (consisting of Starting Context, Forces, 

Resulting Context), and on several text processing techniques (stop word removal 

[11], stemming [12], the TFIDF term weighting [13], vector space model [11] and the 

cosine similarity). However, Kubo et al. method is not able to treat patterns which 

lack of Resulting Context, so we propose to improve it to extract relations on this kind 

of patterns. 

 

4  Our approach 
Our approach towards an automatic way to analyze relations between patterns is 

based on Kubo et al. method, that we propose to improve in terms of the pattern forms 

handled. As many patterns do not express the Resulting Context explicitly (like those 

in [5], [7], [8], [9], [14], …), they cannot be represented and analyzed by the mo-del 

of Kubo et al.. Therefore, a value-added of our approach is the proposition of a solu-

tion to represent this kind of patterns and analyze relations on them.  

 

Resulting Context is the result or product generated by the pattern application. So, 

each pattern has its resulting context either explicit in a dedicated section, or implicit-

ly given in the Solution section. Here is an example of a resulting context expressed 

within the Solution : The pattern Declare Before First Use [8] aims to ensure that the 

declaration of an element is positioned before the reference to it (in an XML docu-

ment). The resulting context of this pattern is the increase of the probability of treat-

ing the document in a single pass. Actually, this resulting context is expressed within 

the Solution section :“This gives the processing software a better chance of doing a 

single pass traversal of the document”.  

 

Our idea is to overcome the absence of a dedicated section for Resulting Context 

by using the Solution section, so that one be able to represent the third element of the 

pattern model (Resulting Context). A such use of the Solution does not alter the sig-

nificance of the relationships that we are interested in (Starting-Starting [10], 

Same[10], Resulting-Starting[10], Uses[6] and Refines[6]). The reasons are : 

  

 The relation Starting-Starting : The analysis of  this relation is based on the 

Starting Context [10]. The Resulting Context is used only to represent the 

pattern in the Kubo et al. model. Thus, the use of the Solution section instead 

of the Resulting Context does not affect the meaning of this relation. 
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 The relations Refines : The analysis of  this relation is based on the Starting 

Context and Forces [6]. The Resulting Context is used only to represent the 

pattern in the Kubo et al. model. So, the use of the Solution instead of the 

Resulting Context does not alter the meaning of this relationship. 

 

 The relation Same : When two patterns share the same Starting Context and 

the same Solution, this means that these two patterns deal with the same 

problem and provide the same result. Thus, we can use the Solution section 

instead of the Resulting Context to analyze this relation.  

For example, let’s consider the pattern Navigation Tabs [9] (called P1) 

which is Same as the pattern Navigation Tabs [7] (called P2). This relation is 

given by the author of [9], so we consider it as correct and process the analy-

sis using our method. This latter starts by eliminating stop words [11] and 

applying the Stemmer [12] on the elements of P1 and P2. After that, the 

terms of these elements are weighted using the TFIDF method [13], and the 

cosine similarity is calculated as explained in [10]. Also, our method checks 

the inclusion [6], either it is true or false between each couple of elements. 

We obtain the results shown in Table 1.  
Table 1. Results of comparisons between patterns elements 

Compared Elements Results 

SC of P1 and SC of P2 

Similarity = 0,934 

SC of P1 includes SC of P2 = False 

SC of P2 includes SC of P1 = False 

RC of P1 and RC of P2 

Similarity = 0,956 

RC of P1 includes RC of P2 = True  

RC of P2 includes RC of P1 = False 

Forces of P1 and  Forc-

es of  P2 

Similarity = 1 

Forces of P1 includes Forces of  P2 = False 

Forces of P2 includes Forces of  P1 = False 

RC of P1 and SC of P2 Similarity = 0,136 

RC of P2 and SC of P1  Similarity = 0,135 

Since we obtain the similarity and inclusion results, we calculate the value of 

each relation between P1 and P2, using the definition of each relation (Uses 

[6] Refines [6], Same [10], Resulting-Starting [10], Starting-Starting [10]). 

For instance, the relation Starting-Starting between the patterns P1 and P2 is 

represented by the similarity value of the Staring Contexts of these patterns. 

The results of the relations analysis are shown in Table 2.  
Table 2. Results of relations analysis 

Relationship Its value 

P1 Uses P2 0 

P1 Refines P2 0 

P2 Uses P1 0 

P2 Refines P1 0 

Same 0,945 
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Starting-Starting 0,934 

Resulting-Starting (P1 then P2) 0,136 

Resulting-Starting (P2 then P1) 0,135 

 

Finally, as in Kubo et al. method, the strongest relation of the eight types (P1 

Uses P2, P1 Refines P2, P2 Uses P1, P2 Refines P1, Same, Resulting-

Starting (P1 then P2), Resulting-Starting (P2 then P1), Starting-Starting) is 

assumed as the representative relationship. So we conclude in this case that 

the patterns P1 and P2 are Same.  

 

 The relation Resulting-Starting : When the Solution of a pattern and the 

Starting Context of another are similar, this means that the second pattern 

(that we are interested in its Starting Context) can be applied after the first 

pattern (that we are interested in its Solution), because the solution of the 

first one provides the preconditions necessary to apply the second pattern. 

So, we can use the Solution instead of the Resulting Context to analyze the 

Resulting-Starting relation.  

For example, let’s consider the patterns Titled Sections [14] (called P1) 

and Closable Panels [14] (called P2) related by the Resulting-Starting rela-

tion. This relation is given by the author of these patterns, so we consider it 

as correct and process the analysis using our method. We compare the ele-

ments of P1 and P2 and obtain the results shown in Table 3. 
Table 3. Results of comparisons between patterns elements 

Compared Elements Results 

SC of P1 and SC of P2 

Similarity = 0,156 

SC of P1 includes SC of P2 = False 

SC of P2 includes SC of P1 = True 

RC of P1 and RC of P2 

Similarity = 0,119 

RC of P1 includes RC of P2 = True  

RC of P2 includes RC of P1 = False 

Forces of P1 and  Forc-

es of  P2 

Similarity = 0,097 

Forces of P1 includes Forces of  P2 = False  

Forces of P2 includes Forces of  P1 = True 

RC of P1 and SC of P2 Similarity = 0,248 

RC of P2 and SC of P1  Similarity = 0,060 

After that, we calculate the value of each relation between those patterns. 

The results are shown in Table 4. 
Table 4. Results of relations analysis 

Relationship Its value 

P1 Uses P2 0 

P1 Refines P2 0 

P2 Uses P1 0 

P2 Refines P1 0,127 

Same 0,137 
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Starting-Starting 0,156 

Resulting-Starting (P1 then P2) 0,248 

Resulting-Starting (P2 then P1) 0 

Finally, considering the strongest relationship, we conclude that P1 and P2 

are related via the relationship Resulting-Starting.  

 

 The relation Uses : When the Starting Context and the Solution of a pattern 

are respectively included in the Starting Context and the Solution of another 

pattern, then this means that the second pattern Uses the first one. So, we can 

utilize the Solution instead of the Resulting Context to analyze this relation.  

For example, let’s consider the pattern Extras On Demand [14] (called 

P1) which Uses the pattern Closable Panels [14] (called P2) according to the 

author of these patterns. So, we consider this relation as correct and process 

the analysis via our method. We compare the different elements of P1 and P2 

and obtain the results shown in Table 5.  
Table 5. Results of comparisons between patterns elements 

Compared Elements Results 

SC of P1 and SC of P2 

Similarity = 0,216 

SC of P1 includes SC of P2 = True 

SC of P2 includes SC of P1 = False 

RC of P1 and RC of P2 

Similarity = 0,223 

RC of P1 includes RC of P2 = True  

RC of P2 includes RC of P1 = False 

Forces of P1 and   

Forces of  P2 

Similarity = 0,130 

Forces of P1 includes Forces of  P2 = True 

Forces of P2 includes Forces of  P1 = False 

RC of P1 and SC of P2 Similarity = 0,073 

RC of P2 and SC of P1  Similarity = 0,114 

After that, we calculate the value of each relation between those patterns. 

The results are shown in Table 6. 
Table 6. Results of relations analysis 

Relationship Its value 

P1 Uses P2 0,220 

P1 Refines P2 0,173 

P2 Uses P1 0 

P2 Refines P1 0 

Same 0,220 

Starting-Starting 0,216 

Resulting-Starting (P1 then P2) 0,073 

Resulting-Starting (P2 then P1) 0,114 

Finally, considering the strongest relationship, we conclude that the pattern 

P1 Uses the pattern P2.  
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5   Conclusion and perspectives 

Our way of looking at the analysis of relations between patterns is based on Kubo 

et al method. We improved this method to enable it dealing with patterns which do 

not give their Resulting Contexts in an explicit manner. Our idea consisted of using 

the Solution section. As we have explained earlier, a such use does not alter the signif-

icance of the different relations treated. Some other improvements can be addressed to 

face the drawbacks inherent to Kubo et al. method, and to offer more benefits for 

patterns composition. Such as : 

 The block HTML Analysis of the method is limited to the treatment of pat-

terns expressed in HTML. This block can be extended to deal with patterns 

expressed in other ways.  

 The method can be improved to treat patterns lacking of Starting Context 

and/or Forces, which are two necessary elements to represent patterns in the 

model of Kubo et al.   

 The method can be extended to offer the functionality of Patterns Retrieval, 

which provides to a user having a particular problem, all available patterns 

that treat this problem. 
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Abstract. Ontology Modularization is one of the techniques that bear good 

promises of effective help towards scalability in ontology design, use, and 

management. The development of proper ontological modules should provide a 

mechanism for packaging coherent sets of concepts, relationships, axioms, and 

instances, and a means for reusing these sets in new environments, possibly 

heterogeneous with respect to the environment the modules were first built. The 

main contribution of this paper is to describe an approach for extracting views 

from domain ontology using existential dependency (ED) by reverse 

engineering process. The extraction process based on ED could provide a 

coherent fragment of ontology parts together with transitive closure of 

dependant parts. The goal of reverse engineering process is to output a possible 

conceptual model, which is more readable to extracting the views, on the basis 

of the code in which the ontology is implemented. Thus, a set of translation 

rules is used to convert owl ontology in a UML class diagram. 

Keywords: Modularization, Reverse Engineering, Existential Dependency, 

Ontology Views, Guizzardi Metamodel, UML profiles, OWL. 

1    Introduction  
Ontology Modularization techniques identify coherent and often reusable regions 

within an ontology. The ability to identify such modules, thus potentially reducing the 

size or complexity of an ontology for a given task or set of concepts is increasingly 

important in the Semantic Web as domain ontologies increase in terms of size, 

complexity and expressivity[1]. 

In conceptual modelling, the Foundational Ontology is needed as domain independent 

theoretical basis to guide and validate models of particular domains, as using of right 

modelling concepts and rules is making a great influence on the quality of 

Information Systems [2]. For such purpose, the transformations between conceptual 

models (expressed, for example, in UML) and ontological models, expressed in 

ontological languages (for example, OWL) are needed. The extraction process using 

lightweight ontologies like UML and OWL generates strictly unnecessary classes and 

individuals, for this reason the first step of our approach is based on the reverse 

engineering process whose goal is to output a possible conceptual model, which is 

more readable to extracting the views, on the basis of the code in which the ontology 
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is implemented [3] and [4]. Thus, a set of translation rules is used to convert owl 

ontology in a UML class diagram.  

The rest of the paper is organized as follows: In section 2 we describe the architecture 

and the main steps of our approach. Section 3 introduces   implementation of our 

system. Finally, we conclude this paper and outline our future work in section 4. 

 

2    Our approach 
In this section, the global architecture of our system is presented. Figure 1 illustrates 

the main steps of the proposed approach.  

 

 

 

 

 

 

 

 

 

 

2.1   Reverse engineering process 

The designer initiates transformation of domain ontology described in OWL file 

into UML class diagram by reverse engineering transformation. At first, system 

transforms ontology classes, then object and data type properties, and finally 

constraints. 

 

 

 

 

 

 

Fig.1. Main steps of our approach 
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  Algorithm of mapping OWL Ontology to UML class diagram 

 
Input: OWL file ontology  

Output: UML class diagram  

Begin 

For all  OWL class (concept) defined into  ontology do  

Create  UML class with same  name.  

       If the ontological  class  is sub class of restriction then   

For all restriction do  

If  type of  this  restriction is : cardinality, minCardinality or maxCardinality then          

transforme these  in   multiplicities for  propriety specified on Property of  restriction 

                  Else   

Define the name of role of toClasse classe with object property name specified in    onProperty. 

           Endif  

 Endfor  

       Endif  

         If this   class is sub class of other class then   

Define   UML generalisation element 

 

         Endif   

 Endfor  

 For all DataTypeProperty Do  

Create an attribute whose domain is class and whose range is the type of property  

  Endfor  

  For all  ObjectProperty Do  

Create UML association whose domain is class and whose range is class  

              Endfor 

End 

 

 

Table 1 summarised the important rules of mapping Owl2Uml 

OWL constructer UML constructer 

DatatypeProperty Property ownedAttribute 

 

ObjectProperty 

    

Property memberEnd 

 

InverseOf     Binary Association                                    

subClassOf, 

subPropertyOf                              

Cardinality,                                                       

MinCardinality, 

MaxCardinality 

Ontology               

superClass,Genearlization 

 

Multiplicities 

                                                            

 

Package Ontology 

Union, Intersection 

 

one of 

Individual 

 

Generalization isDisjoint, 

isCovering 

Enumeration  

Instance 

 

                               Table 1. Rules of mapping Owl2Uml  
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2.2 GM conversion process 

 

A Conversion tool implements a transformation from UML class diagram obtained in 

step 2 to Guizzardi Metamodel (GM) [5]. We introduce a formal ontology, the GM to 

resolve some highlighted anomalies. We adopt GM to enrich our diagram with several 

existential dependencies and to define some extraction rules under tree main structural 

relationships in GM such as association, subtype and part whole.  

Guizzardi’s concepts kind, subkind, phase, role and relator are all represented as 

stereotypes of the UML metaclass Class, for example, and all inherit the semantics of 

Class in UML. Any UML metaclass can be stereotyped. 

 

Some examples of transformation rules:  

 

Rule1: In UML Class Diagram,   a collection of instances of classes are, 

respectively, instances of UML G-M profiles including concrete classes (<<kind>>, 

<<subkind>>, <<quantity>>, <<collective>>, <<phase>> and <<role>>). 

Rule 2: In UML Class Diagram, concrete classes (and their instances) are related 

via UML G-M profiles including properties (<<mediation>>, <<derivation>>, 

<<characterisation>>, <<material>> and <<formal>>) as well as complex objects or 

part-whole (subQuantityOf, subCollectionOf, memberOf, componentOf). 

Rule3: In UML CD, concrete classes (and instances) can be categorised 

accordingly by UML G-M profiles via abstract classes (<<category>>, 

<<roleMixin>> and <<mixin>>) and other rules. 

 

2.3 Views extraction process with ED 

This step present extraction cases and rules for how these views can be extracted 

using existential dependency, especially where the ontology is constructed using the 

GM formal ontology.  We note that user in this case should specify certain individuals 

and classes. The extraction process produces a more focused and smaller portion and 

reduces the costs to the user.    There are several systems under the 3G-M like systems 

of (kind, phase, role, mixin, quality, formal, relator, material, mode, Q-parthood, C-

partood, M-parthood and system of CF-parthood). All these systems contribute to the 

ED.   

 

Some examples of   extraction cases and rules:  

 

System of Kind: Super kind is Mandatory (+M), subkind is mandatory (+M), siblings 

are optional (-M): This case applies general rules “requires all superclasses’ and 

‘siblings optional”.   

 

System of Relator: A relator is mandatory (+M) and mediated classes are mandatory 

(+M)  

A mediated class is mandatory (+M), a relator is mandatory (+M) and a pair of 

mediated classes is mandatory (+M): Every instance of mediated class does not make 

sense without every instance of another (pair) mediated class witch the relator 

mediates to.  
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System of Role:  

Superkind is an ultimate substance sortal that supplies a principle of identity.  

Superkind does not make sense without the roles and vice versa. Supermixin (role 

mixin) is optional (-M) since it does not supply a principle of identity. 

An application may not (-M) need sibling roles since they carry an incompatible 

principle of identity supplied by its superkind respectively. An individual must be not 

a member of its siblings. This case applies general rules: “some superclasses 

optional” and “siblings optional”.  

Superkind is mandatory (+M), role is mandatory (+M), supermixin is optional (-M) 

and sibling roles are optional (-M).  

 

2.4 Evaluation 

 

Correctness of the extracted views translates the fact that no information is lost in the 

process. 

Information preservation may be defined as the fact that the result of a query 

addressed to the collection is functionally (i.e., not from a performance viewpoint) the 

same as the result of the same query addressed to the original ontology. 

 

 

3   Implementation 

The architecture of our system has been conceived to follow a Model-Driven 

Approach. In particular, we have adopted the OMG MOF (Meta-Object Facility) 

metamodeling architecture [6]. In order to describe constraints in UML/MOF (meta) 

models, the OMG also proposes the declarative formal language OCL (Object 

Constraint Language) [7]. On the formalization of the UML profile we have used 

OCL expressions mainly to: define how derived attributes/associations get their 

values; define default values of attributes/associations, i.e., define their initial values; 

specify query operations and specify invariants, i.e., integrity constraints that 

determine a condition that must be true in all consistent system states.  

The full set of OCL expressions including: OCL expressions to specify derivation 

rules; OCL expressions to define default values; OCL expressions to specify 

operations created to support some OCL derivation rules and invariants, and 

invariants to model the constraints stated on the UML profile. An example of an OCL 

invariant representing the essential parthood axioms is shown in the code below. One 

can notice that in this expression the modal existential dependence constraint of 

essential parthood from UFO (Unified Foundational Ontology) is emulated via the 

existence condition (lower cardinality ≥ 1) plus the immutability constraint 

(isReadOnly = true). 

 

Inv: if (self.isEssential = true) then self.target-> forAll(x | if x.oclIsKindOf(Property) 

then ((x.oclAsType(Property).isReadOnly = true) and ((x.oclAsType(Property).lower 

>= 1)) else false endif) else true endif  
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4   Conclusion and future work 

In This paper we describe our approach for extracting views from domain ontology by 

reverse engineering process witch consists of transforming the OWL file ontology of 

E-Tourism into UML class diagram. there is an implementation of the  metamodel 

proposed by Guizzardi [8] by using MDA (Model-Driven Architecture) technologies, 

in particular, the OMG MOF (Meta-Object Facility) and OCL (Object Constraint 

Language).  

Future work will concern the implementation of process of extracting views with rules 

proposed here to confirm the useful of our approach.  
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Abstract. In this paper, we propose a Multi-agent model for web-based 
collaborative decision support system in which a facilitator and group decision 
makers are supported by agents. The integrated agents into web-based 
collaborative decision support system constitute a collection of autonomous 
collaborative problem solving intelligent agents, goal-directed, proactive and 
self-starting behaviour; interact with other agents and humans in order to solve 
problems.  Specifically, agents were used to collect information and generate 
alternatives that would allow the user to focus on solutions that were found to 
be significant. The decision making process, applied to the boilers defects in 
an oil plant, relies on a cycle that includes recognition of the causes of a defect 
(diagnosis), plan actions to solve the incidences and, execution of the selected 
actions.  

Keywords: Collaborative decision making, Web-based decision support 
systems, Multi-agent systems, Decision support  

1 Introduction 

As organizations seek to adapt in a world of rapid change, decision making becomes 
increasingly dynamic and complex. Collaborative decision support systems provide a means 
by which a larger number of organizational stakeholders can efficiently and effectively 
participate in the decision making process. A greater number of organizational members 
participating in the decision making process logically leads to a better decision. The resulting 
decision should benefit by the richness of knowledge provided by the greater representation 
of organizational members. A success factor critical to this involvement is the successful 
organization of massive amounts of information generated by such a group. 

On the other hand, the Distributed Artificial Intelligence (DAI), which is commonly 
implemented in the form of intelligent agents, offers considerable potential for the 
development of information systems and in particular Decision Support Systems (DSS). 
Widely range applications domains, in which agent solution is suggested, are being applied 
or investigated [Cheung, 2005].This is because of the reason that intelligent agents have a 
high degree of self-determination capabilities, and they can decide for themselves when, 
where, and under what condition their action should be performed. Intelligent agents have 
the promise to provide timely assistance in various areas of such environments as 
information gathering, information dissemination, monitoring of team progress and alerting 
the team to various unexpected events. 

294



This article takes a multi-agent view of the web-based collaborative decision making 
process and examines the potential integration of agent technology into a distributed group 
decision support systems. It considers group participants as multiple agents concerned with 
the quality of the collaborative decision. We define a facilitator agent as that agent 
responsible for the overall decision making process. This includes managing the complex 
negotiation processes that are required among those participants collaborating on decision 
making.  

We take first a literature survey of some related work in section 2 and 3. Then we 
propose a multi-agent architecture for web-based collaborative decision support systems in 
section 4. We also present some implementations issues in section 5. Finally, we conclude 
with future research direction in section 6.  

2 Collaborative Decision Support Systems 

Decision aid and decision making have greatly changed with the emergence of 
information and communication technology (ICT). Decision makers are now far less 
statically located; on the contrary they play the role in a distributed way. This fundamental 
methodological change creates a new set of requirements: web-based collaborative decisions 
are necessarily based on incomplete data. “web-based collaborative decision” means that 
several entities (humans and machines) cooperate to reach an acceptable decision, and that 
these entities are distributed and possibly mobile along networks. Distributed decision 
making must be possible at any moment. It might be necessary to interrupt a decision process 
and to provide another, more viable decision. 

Collaborative or Group Decision Support Systems (GDSS), which are closely related to 
DSS, facilitate the solution of unstructured and semi-structured problems by a group of 
decision makers working together as a team [Ribeiro, 2006; DeSanctis, and Gallup, 1997;  
Nunamaker, 1997]. Group Decision Support Systems (GDSS) are interactive computer-based 
environments which support concerted and coordinated team effort towards completion of 
joint tasks. DeSanctis and Gallup [1997] defined GDSS as a combination of computers, 
communications and decision technologies working in tandem to provide support for 
problem identification, formulation and solution generation during group meetings. 

Research that studied group decision support systems in the existing literature used 
mainly face-to-face facilitated collaborative decision support systems. Some of its results 
may not apply to distributed teams that, it is difficult for distributed teams to arrange face-to-
face meetings or to meet at the same time virtually.  

3 Multi-Agent Systems 

In recent years, there has been considerable growth of interest in the design of a 
distributed, intelligent society of agents capable of dealing with complex problems and vast 
amounts of information collaboratively. Various researches have been conducted into 
applying intelligent agent-based technology toward real-world problems. Furthermore, there 
has been a rapid growth in developing and deploying intelligent agent-based systems to deal 
with real-world problems by taking advantage of the intelligent, autonomous, and active 
nature of this technology. The main benefits of an agent-based approach come from its 
flexibility, adaptability, and decentralization. 
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The definition of multi-agent systems (MAS) is well known and accepted as a loosely 
coupled network of agents that work together to find answers to problems that are beyond the 
individual capabilities or knowledge of each agent and there is no global control system.  

An agent’s architecture is a particular design or methodology for constructing an agent. 
Wooldridge and Jennings refer to an agent’s architecture as a software engineering model of 
an agent [Jennings, 1996]. Using these guidelines, agent architecture is a collection of 
software modules that implement the desired features of an agent in accordance with a theory 
of agency. This collection of software modules enable the agent to reason about or select 
actions and react to changes in its environment. 

MAS are software systems composed of several autonomous software agents running in a 
distributed environment. Beside the local goals of each agent, global objectives are 
established committing all or some group of agents to their completion. Some advantages of 
this approach are: 1) it is a natural way for controlling the complexity of large and highly 
distributed systems; 2) it allows the construction of scalable systems since the addition of 
more agents become an easy task; 3) MAS are potentially more robust and fault-tolerant than 
centralised systems. 

As is typical with an emerging technology, there has been much experimentation with the 
use of agents in DSS, but to date, there has been little discussion of a framework or 
methodological approach for using agents in DSS, and while DSS researchers are discussing 
agents as a means for integrating various capabilities in DSS and for coordinating the 
effective use of information [Whinston, 1997], there has been little discussion about why 
these entities are fit for such tasks. 

4 A Multi-Agent Architecture for Web-based Collaborative 
Decision Support Systems 

We started our framework with the following fundamentals: 
1. The first fundamental, in keeping with [Adla et al., 2007], was to segment web-

based collaborative decision support systems into two components: Facilitator and 
participants (decision-makers) 

2. The second fundamental we adopted was to include in each collaborative decision 
support system component an agent to oversee or manage the other agents within 
the component; 

4.1   The Web-based Collaborative Decision Making Framework 

In [Adla et al., 2007] we consider the paradigm of web-based collaborative decision-
support systems, in which several decision-makers geographically dispersed who must reach 
a common decision. The networked decision-makers can evaluate and rank alternatives, 
determine the implications of offers, maintain negotiation records, and concentrate on issues 
instead of personalities. 

In our proposed framework [Adla et al., 2007], the group is constituted of two or several 
decision-makers (participants) and a facilitator. Each participant interacts with individual 
DSS integrating local expertise and allowing him to generate one or several alternatives of 
the problem submitted by the facilitator. The group (facilitator and participants) use the 

296



group toolkit for alternative generation, organization, and evaluation as well as for 
alternative choice which constitutes the collective decision. Therefore, we view the 
individual DSS as a set of computer based tools integrating expert knowledge and using 
collaboration technologies that provide decision-maker with interactive capabilities to 
enhance his understanding and information base about options through use of models and 
data processing, and collaborate with him.  

Agents were integrated into the DSS for the purpose of automating more tasks for the 
user, enabling more indirect management, and requiring less direct manipulation of the 
collaborative decision support system. Specifically, agents were used to collect information 
outside of the organisation and to generate decision-making alternatives that would allow the 
user to focus on solutions that were found to be significant. A set of agents is integrated to 
the system and placed in the collaborative decision support system components, according to 
our framework [Adla et al. 2007].  

4.2   The Multi-Agent Architecture 

The goal of Distributed Group Decision making is to create a group of coarse-grained 
cooperating agents that act together to come to a collective decision. Participants in a 
collaborative decision making meeting are considered as a set of agents involved in creating 
a collective decision. These participant agents are involved with the content knowledge of 
the particular group problem at hand. The responsibility of managing any decision making 
process is typically put upon a supervisory agent. We call this agent the facilitator. We view 
the participants as multiple agents responsible for creating the content of the decision, and 
the facilitator as an outside agent responsible for managing the decision process that the 
participant agents use to come to common decision 

For each participant (decision’s maker), the following agents are defined: 
• DA (Decision-maker Assistant): it’s the interface between the participant and the 

system. During idea (solution) generation stage, a decision maker can use its proper DSS 
(Decision Support System) through the DA. 

• CA (Collaborator Assistant): The role of this agent is devoted exclusively to the 
collaboration of the decision maker in the process of decision making support. The only 
interaction it manages is with CRA of the facilitator and does not communicate directly with 
agents of other decision makers. 

For the facilitator side, the following agents are defined: 
• FA (Facilitator Assistant): it manages the interface between the system and the 

facilitator. It provides a private workspace for the facilitator and a public space for the group. 
It also allows the facilitator to communicate at any time with group members outside the 
decision making process, helps to establish communications with other system users through 
their assistants (DA).  

• CRA (CooRdinator Agent for the decision making process): It’s the central agent of the 
decision making process. It is supervised by the facilitator via the FA. Its role is to ensure the 
rules checking and application during the various phases of the decision making process. 
FA starts the decision making session. The CRA takes in charge the following tasks of this 
activity. It guides the group through the activity phases.  
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• MA (Mediator Agent): is requested by the CRA during the alternatives organisation 
phase. Its role is to refine the alternatives (deletes or merges synonymous, redundant or 
inconsistent alternatives) and to classify the alternatives as well.  

 

Figure 2: Distributed DSS-MAS logical Architecture 

5 Implementation Issues 

A prototype of the multi-agent architecture for distributed group decision support system 
is being implemented in order to generate results that can be analyzed and validate our work. 
To this end, we have used the FIPA compliant JADE platform to implement our system. 
Some implementation details are given in the next section.  

 

Figure 4: Partial result (sniffer screen) 
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As depicted in figure 4, a decision group composed of a facilitator and four decision 
makers collaborate and interact to solve a problem; the decision maker number three doesn’t 
appear on the figure as it’s disconnected and does not participate to the decision making 
session. A partial result of the interactions between agents (JADE’s sniffer screen) is given 
Figure 4. 

6 Conclusion 

In this paper we presented a web-based collaborative decision support system based on a 
multi-agent architecture. We have integrated agents into a cooperative intelligent decision 
system for the purpose of automating more tasks for the decision maker, enabling more 
indirect management, and requiring less direct manipulation of the DSS. In particular, agents 
were used to collect information and generate alternatives that would allow the user to focus 
on solutions found to be significant. Agents are normally used to observe the current 
situation and knowledge base, and then make a decision on an action consistent with the 
domain they are in, an finally perform that action on the environment.  

The use and the integration of software agents in the decision support systems provide an 
automated, cost-effective means for making decisions. The agents in the system 
autonomously plan and pursue their actions and sub-goals to cooperate, coordinate, and 
negotiate with others, and to respond flexibly and intelligently to dynamic and unpredictable 
situations. 
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Abstract. The rapid evolution of mobile and wireless technologies has
created a new dimension of modern people’s lifestyles; it facilitates their
daily activities and summaries distances between them, and allowed them
to do several tasks whenever they want and wherever they go. When
these technologies started to be used in conjunction with learning a new
paradigm has been emerged, it’s about mobile learning. Since its emer-
gence it has been raised a lot of attention by researchers whose attempt
to propose approaches that address limitations of mobile learning envi-
ronment. A promising technology which can reduce most of these limits
is used in this paper which is mobile agent technology. This paper seeks
to provide an agent-based approach for mobile learning systems using
jade-LEAP platform.

Keywords: mobile learning, mobile agent, jade-LEAP.

1 Introduction

Mobile learning has emerged as an ”anytime anywhere learning”. Therefore,
learning content and services must be always available and delivered to the
learner whenever he wants and wherever he goes. However, mobile learning
environment has a number of constraints which may hinder mobile learning
applications designers to reach this potential. These constraints are related to
the limitations of the mobile devices themselves which have reduced process-
ing power, low memory capability, limited battery life and display capability.
However, these limitations are reduced at present, since the exponential growth
of mobile devices and adoption of the computer capabilities in those devices.
Other limitations are related to the wireless networks which have high latency
and transmission delays, and low bandwidth especially with considerable number
of users, as a result the size of data exchanged should be optimized. Moreover,
wireless link may not be available in permanent way, in addition to the expensive
and fragile network connections which creates problems for services designed to
operate with fast and reliable and continuously open connection.
The other side, mobile agents are a promising solution that can reduce problems
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mentioned above; furthermore they facilitate introducing automatic and dynam-
ically adaptive learning methods. Thus, we propose an agent based approach for
an effective mobile learning systems using jade-LEAP platform. The remainder
of this paper is organized as follows. First, we present an overview of jade-LEAP
platform. Second, we describe in detail our proposal. Finally, our conclusion and
future work is given.

2 Jade-LEAP in mobile devices

JADE-LEAP (Lightweight and Extensible Agent Platform) is an extension of
JADE platform that can be deployed not only on PCs and servers, but also
on lightweight resource devices such as Java enabled mobile phones. In order
to achieve this, JADE-LEAP can be shaped in different ways corresponding to
the two configurations of the Java Micro Edition and the Android Dalvik Java
Virtual Machine: [1]

– Pjava: to execute JADE-LEAP on handheld devices supporting J2ME CDC
or PersonalJava such as PDAs.

– Midp: to execute JADE-LEAP on handheld devices supporting MIDP1.0
(or later) only, such as the Java enabled cell phones.

– Android: to execute JADE-LEAP on devices supporting Android 2.1 (or
later).

– Dotnet: to execute JADE-LEAP on PC and servers in the fixed network
running Microsoft .NET Framework version 1.1 or later.

These versions provide the same APIs to developers thus offering a homogeneous
layer over a diversity of devices and types of network, except the midp’s version
which have some unsupported features compared with the other versions of jade-
LEAP. [1] Jade-LEAP provides two execution modes to adapt to the device’s

Fig. 1. The JADE-LEAP runtime environment [1]

constraints; the normal ”Stand-alone” execution mode suggested in .net environ-
ment and supported in Pjava and Android. In this execution mode a complete
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container is executed on the device/host where the JADE runtime is activated.
The ”Split” execution mode is mandatory in Midp and strongly suggested in
Pjava. In this execution mode the container is split into a FrontEnd (actually
running on the device/host where the JADE runtime is activated) and a Back-
End (running on a remote server) linked together by means of a permanent
connection.
This execution mode is very useful for our work because it use less memory and
need less processing power on the mobile device, since the Front-End is definitely
more lightweight than a complete container. Furthermore, it allows us to let the
intensive processing tasks to the remote server and let the mobile device. It has
the advantage of minimizing the bandwidth and optimizes wireless connection to
the main container, since all communications with the Main container required
to join the platform are performer by the Back End and therefore they are not
carried out over the wireless link. Thus, the bootstrap phase is much faster.
In our work we attempt to implement the Jade-LEAP in mobile learning envi-
ronment and benefit with the advantages of the split execution mode mentioned
above, which addresses some limits of the mobile learning environment such as:
low bandwidth.
There are several multi-agent platforms for mobile devices such as The MobiA-
gent [2], AgentLight [3], MicroFIPA-OS Agent Platform [4], and jade-LEAP [1].
We choose the jade-LEAP platform for many reasons such as: [5]

– Extension to JADE which written in java, and have features such as the
possibility of executing multiple concurrent tasks (behaviours) in a single
Java thread, matched well the constraints imposed by devices with limited
resources. [1]

– Supports large variety of devices such as Java MIDP-capable phones, PDA
devices,

– Smallest available platform in terms of footprint size,
– Proprietary device-initiated and socket based communication channel with

main container,
– Developed within LEAP project,
– Open-source.

3 The proposed Architecture

We are proposing a multi-agent architecture for implementing mobile learning
system which supports context-awareness and adaptive learning content using
jade-LEAP platform. In our proposal we used agents to benefit of their advan-
tages such as autonomous, reactive, proactive and social. The other side, we
need to reduce wireless network problem by the use of mobile agents through
the wireless connections to the mobile devices. The detailed description of these
agents is articulated below:

1. Interface Agent: it is a stationary agent which have several tasks:
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Fig. 2. Proposed Architecture

– It performs the authentication of the new learner, and checks user au-
thorization by verifying the password.

– It acts as a communication point between learners’ devices and the sys-
tem.

– Send requests to Jade-LEAP platform to create and send mobile agents
to the learner device.

– It informs the Supervisor Agent to update or store information concern-
ing the learner profile.

2. Sensor Agent: we called it sensor because it sense the learning environment
and react accordingly to changes. This mobile agent has a role of monitoring
and tracking the learner in his learning process and save his behavior and
relevant data about it.
– Send information about the device’s features (memory size, processing

power, available connectivity, communication costs, bandwidth, and bat-
tery level) to be saved in the context device features database.

– Send observation about the learner; the duration of learning a course,
concentration level (how often he interrupted by an external event such
as a call or a message, navigation behavior, etc), how often he check
the help page, duration between two connection to the system, and then
send a report to the system when the student is disconnected.

– Save the current learner location and send a request to the system con-
tains the current learner location when the learner changes it to update
context data base and to adapt course content to the user location.

3. Tutor Agent: A mobile agent that manages the course delivery to the
remote learner. The main tasks of the tutor agent are:
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– Carry and manage the adaptive course material based on the learning
style of the student.

– It saves the pause point of the learner when he logout, and start from
this point when learner login.

– It insures the display of services and learning content according to the
user preferences and device capabilities, in collaboration with the sensor
agent.

– Bring the test content to the learner and retrieve his answers to the
adaptation module which calculate and send him his note.

4. Context-aware Agent: Context-aware Adaptation Agent consists of Con-
text analyzer module and context adaptation module. Context analyzer mod-
ule charges of analyze the information sent by the sensor agent and filter it
to extract data related to the context, it receives periodically data from sen-
sor agent, then it models this data and classify it according to its priority to
be treated effectively by the context adaptation module, it send user profile
information and context information to the supervisor agent who associates
it to the context features and to the learner profile.
Context adaptation module use the information retrieved by context ana-
lyzer module and apply it. For example, if the user has a limited bandwidth
connection, then we must reduce multimedia content, and in the worse case
we can replace it with text. On the basis of the present context, context
adaptation agent predicts the future context and performs appropriate ac-
tivity. For the previous example, it will transmit only data with small size.
Finally, context adaptation module transmits context into adaptation mod-
ule via the supervisor agent, which in turn save the learning context and
incorporates it with adaptable learning content.

5. Supervisor Agent: It is a supervisor agent which has the role of monitoring
the functionality of the system. It considered as a mediator between the
system modules and it coordinate between them. It is the only agent who
has the ability to change and update data in the learning object repositories
(context features, learner profiles), with the help of interface agent which
request it to create a new learner profile and informs it about data changed
in the learner context.

6. Adaptation Agent: Since learners have different learning styles and devices
have different characteristics, it has been necessary of personalized learning
content. This task is realized by the adaptation agent, which consists of two
modules; learning styles adaptation module and learning content adaptation
module. These two modules coordinate between them, that is, learning style
adaptation module matches the appropriate learning objects according to
the learner style to be chosen later by the learning content adaptation mod-
ule who manages the knowledge about courses and teaching strategies, and
packaging the course material and tests according to the user profile and
device profile.

7. J2ME Application: The Java 2 Micro Edition was, at the time, quickly
becoming a de facto standard to develop mobile client-based applications [1].
This is application is deployed and runs in learner’s mobile device such as
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java-enabled mobile phone, PDA, Smart phones, etc. after the learner down-
load the jar file, he could install the application on his device. It displays a
usable and appropriate interface which suit to the screen display capabilities.
Via this interface user access to the learning material, and benefit to services
offered by the system. So it act as a mediator between leaner and mobile
learning system.

4 Conclusion and future work

In this paper we have described our proposed context-aware and adaptive learn-
ing system for Mobile Learning using mobile agent technology, which considered
as promising solution in mobile learning systems, it may facilitate introduc-
ing automatic and dynamically adaptive learning for effective mobile learning
systems. We are currently designing the system prototype which will be imple-
mented using JADE-LEAP platform.
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Abstract. The evolution of new communication and information technologies 

led to a very high rate of innovation in online education. This opens doors for 

several major research projects at universities, institutes and research centers, 

all over the world. The content of training courses and quality are two key 

points presented in each E-learning platform system. Our working interest reg-

isters in these two points, or the need for powerful tool to create automatic crea-

tion of course content and the source is of course the Web, which has a huge 

space of information available requires good and over filtering. Our new tool 

increase the quality of being given the wealth of Web resources, direct adapta-

tion based fusion of Web resources to learner profiles give high performance of 

our new tool, and enrichment of courses directly from the Web with backup of 

extracted resources, ensures the reusability of E-learning platform resources. 

This is also important that teachers receiving full benefits, time and effort will 

be reduced, and they just control over resources created in databases of system. 

Keywords: Web Resources, E-learning Platform, Reusability, Adaptation, Fu-

sion, Learner Profiles. 

1 Introduction 

The amount of learning material on Internet has grown rapidly in recent decades. 

Therefore, the information consumers are challenged to choose the right things. In 

systems of e-learning, most approaches have led to confusion for learners. Inevitably, 

adaptive learning has gained much attention in this area [1], [2]. 
We aim through our new tool reduce the huge space of the Web, containing bil-

lions of Web pages, to a personal space and direct adaptive to learners, to increase 

their satisfaction and provide good training scalable to any change or update [3], but 

with reliable and academic resources [4]. We must find good research and precise 

filtering to extract the most relevant information, because we are facing a very large 

mass of information available on the WEB, and editors spend an indefinite time to 

create courses and more specifically, having a content database that will be adapted to 

learner profiles. And before the learner needs to cultivate, to deepen more on such 

field or theme of learning [5], we are obliged to produce system that uses the Web as 

a documentary medium, and provides techniques to custom navigation for learners. 

mailto:chaoui.mohamed@yahoo.fr
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The rest of paper is organized as following: the second part related works and 

learner needs to construct adaptive and personalized learning domain. In the third 

part, we present our new tool and approach to create educational and adaptive courses 

in an E-learning platform based fusion from Web resources. And finally, we terminate 

with discussion and conclusion. 

2 Related works 

To create a practical learning environment for e-users, and to a broad audience (dif-

ferent objectives, knowledge levels, funds or learning abilities), it is necessarily that 

the designers of e-learning systems thinking on adaptive learning environments and 

flexible with this potential need, so they must improve the performance to the learners 

[6], [7]. Recent works dealing with the problem of adaptation have very powerful 

difficulty, because such learner profile can change a lot of time in learning [7], [3].   

Some researchers are in making extensions for learning content standards to im-

prove the quality of learning process. These researchers argue that current standards 

do not support an adaptive system so that they must be changed to have good adapta-

tion to learner model. Much effort has been made in the field of adaptive systems to 

offer a user model. In learning systems, most of these works are about learning styles 

of learners to gain more [8], [9], [10], [11]. Learning style is an acceptable factor of 

adaptation, as it reflects the characteristics of learner preferences and needs.  

There are two different general approaches of learning content adaptation [12], 

[13], [14]. The first approach seeks to adapt learning content with special needs, and 

the second focuses on the provision of the most appropriate learning content to needs 

of learners. The first is called adaptation of content level and the second is called the 

link-level adaptation. Neither approach has been preferred to another in the literature. 

Several research projects have been targeted to lead to propose new methodology for 

appropriate content. Some of these studies are underway on the extension of learning 

content standards to improve the quality of learning process. One group argues that 

current standards do not support an adaptive system so they must be modified in some 

respects [15], [16]. In response to fact that metadata standards of learning content are 

somehow inadequate for some applications, group of researchers tried to replace these 

standards with ontologies 'Semantic Web' [17], [18], [19], [20], [21]. Ontologies 

modeling course and give interaction between learners and systems, such as [17], 

[18], [20], [21], [22]. There are some studies that have used agents in adaptive learn-

ing [3], [4]. 

Current generation of E-learning platform is not yet ready for commercialization 

[23]. In other words, current studies are so focused on quality of adaptation [2] that 

result in special systems designated for learning purposes and does not work with 

other systems. In addition, no work to date has begun the next content before the ad-

aptation, that is, to adapt content unorganized or non-existent [24]. The new in our 

research (addition to last work [25]), is the fusion of several fragments of Web re-

sources, to increase the quality of training content via adaptive, reliable, very rich and 

dynamic learning domain in the sense enrichment and update. 



308 

 

3 Proposed approach 

We must first searching in the Web by Google API; we can with this API finding Web 
resources to be filtering in another processing step. In second time, we consider im-
plementation and the use of ontology in our system. A simple idea is the extraction of 
concepts, slots and instances. To do this step, we need an API called Jena. This API 
allows reading and writing of ontology (RDF or OWL type) in Java Platform. Our 
domain ontology is OWL-type, which has facilitated its implementation. We keep the 
hierarchy of ontology after extraction of concepts to give hierarchy that preparing our 
Learning Domain to saving in next time all extracted segments in correspondent parts 
of course in new segments database ‘NSDB’ after fusion of sub segments. ‘NSDB’ 
database use Excel model (as in Table 1.), to do this, we used a Java Excel API; this 
API allows reading and writing an Excel document in Java Platform. For each part of 
course, we define some semantic rules ‘SR’ to calculate degree of relevance ‘DR’ and 
distance based semantic rules ‘DBSR’ of each sub segment ‘SS’ of one Web resource 
part. The semantic rules of each course part defining in table are organized vertically 
and for each one, we define their correspondent sub segments, these later are extracted 
from Web resources. After this, we start fusion process (as in Fig. 1.) for each course 
part in table, for example for Part 1, we choose the content stored in sub segment 1 to 
N and save new segment or course part in correspondent column, in the same part of 
course Part 1, we save result in FSS1 ‘Fusion of Sub Segments’.  

Table 1. Portion of Excel Model to save Filtering Results 

   
DR DBSR 

  
DR DBSR 

Part 1 SR1 SS1 0 0 … SSN 0 0 

FSS1 SR2 SS1 0 0 … SSN 0 0 

 
… … 0 0 … … 0 0 

 
SRN … 0 0 … … 0 0 

… … … … … … … … … 

… … … … … … … … … 

Part N SR1 SS1 0 0 … SSN 0 0 

FSSN SR2 SS1 0 0 … SSN 0 0 

 
… … 0 0 … … 0 0 

 
SRN … 0 0 … … 0 0 

 

We obtained a comprehensive approach that meets our needs:  

 The hierarchy of course is mined from ontology of domain. 

 Annotations and keywords of each concept in ontology are extracted and assured 

calculation of degree of relevance ‘DR’ (1) of each segment extracted from Web 

resources to finding the most relevant portions.  

 We calculate Distance Based Semantic Rules ‘DBSR’ (2) for all relevant portions 

to extract the most relevant sub segments. 

 Finally, we order the most relevant sub segments in Excel Model to create our New 

Segments Database ‘NSDB’. 

 



309 

 

 

Fig. 1. Fusion process of three Web resources 

3.1 Degree of Relevance ‘DR’ 

It is a statistical result (1), based on the frequency of ontology concept (which presents 
a component of the course) in Web resource segment in the first part and the existence 
of keywords and their frequencies in the same segment in the second part. The fre-
quency ‘F’ of a word in one segment is the number of times that word appears in this 
segment. Degree of relevance equal frequency of ontology concept in fragment, adding 
sum of keyword (k=0…n) frequencies of one ontology concept in one Web resource 
segment, multiple by correspondent keyword weight ‘W’. The all is devised by total 
number of words in one Web resource segment. 

3.2 Distance Based Semantic Rules ‘DBSR’ 

It is a semantic result (2), based on the distance between terms in sub fragments, we 

must firstly extract terms from one sub fragment, and we calculate distance only be-

tween terms that defined in semantic rules. DBSR present a projection of semantic 

rule on sub fragment of Web resource to extract the most relevant sub segment appro-

priate to one sub part of course.   
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3.3 Fusion & Adaptation process 

When processing of one document is finished, same steps were doing to other docu-
ments, but provided to relevant parts in order in Excel file for each component (col-
umn) of the course.  If processing is completed, ‘NSDB’ database is full accomplished. 
After that, our ‘NSDB’ database present mean of adaptation based fusion process. We 
can adapt courses to level in learner profiles. Each level has number of course parts, 
and number of semantic rules. If level augments, course parts and semantic rules aug-
ment. 

4 Discussion and Conclusion 

Through this study developed, we succeed in building new Web tool with new adap-

tation approach in E-learning platform, based research and filtering of Web resources, 

after that, creating areas of learning with possibility of fusion of extracted resources, 

and the most important, adaptation of Web content to learner profiles. The world in 

the last years saw very rich side resources available on the Web; our method is to 

reduce this informational space in an adaptive educational space, personalized and 

mostly reusable for entire community of learners.  
The study improves the quality of segments after fusion of several Web resources, 

and reusability of segments stored in our database gives performance in E-learning 
platform, and finally the augmentation of construction courses quality with enrichment 
by Web resources and the good methods of research and filtering implicated in our 
tool. 
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Abstract. In this paper, we revisit approaches for graph mining where
a set of simple encodings is proposed. Complete approaches are those
using an encoding allowing to get all the frequent subgraphs. Whereas
incomplete approaches do not guarantee to find all the frequent sub-
graphs. Our objective is also to highlight the critical points in the process
of extracting the frequent subgraphs with complete and incomplete ap-
proaches. Current canonical encodings have a complexity which is of
exponential nature, motivating this paper to propose a relaxation of
canonicity of the encoding leading to complete and incomplete encod-
ings with a linear complexity. These techniques are implemented within
our graph miner GGM (Generic Graph Miner) and then evaluated on
a set of graph databases, showing the behavior of both complete and
incomplete approaches.

Keywords: Graph mining, frequent subgraph, pattern discovery, graph
isomorphism.

1 Introduction

Graph-mining represents the set of techniques used to extract interesting and
previously unknown information about the relational aspect from data sets that
are represented with graphs.

We revisit some approaches for graph mining where a set of simple encodings
is proposed. Complete approaches are those using an encoding enabling to get
all the frequent subgraphs. Whereas incomplete approaches do not guarantee
to find all the frequent subgraphs. Our objective is also to highlight the criti-
cal points in the process of extracting the frequent subgraphs. The introduced
techniques are implemented within GGM (generic graph miner). We provide an
experimentation with GGM showing the behavior of complete and incomplete
approaches. It is not proven if the canonical encoding of graphs is in the class of
NP-complete problems, nor in polynomial class. This is also verified in practice,
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since that all the current canonical encodings have complexities which are of
exponential nature. This motivates deeply our work on proposing a relaxation
of the canonicity of the encoding, leading us to what we qualified in this paper
complete and incomplete encodings with low polynomial complexities.

The following section 2 introduces preliminaries on graph mining and the cur-
rent approaches to solve frequent subgraph discovery problem. Section 3 explains
our graph mining algorithm GGM. Experimental results of GGM are given in
section 4. Section 5 concludes the paper and addresses some perspectives.

2 Frequent subgraph discovery problem

An undirected graph G = (V,E) is made of the set of vertices V and the set of
edges E ⊆ V × V . Each edge (v1, v2) is an unordered pair of vertices. We will
assume that the graph is labeled with vertex labels LV and edge labels LE ; the
same label can be assigned to many vertices (or edges) in the same graph. The
size of a graph G = (V,E) is defined to be equal to |E|.

Definition 1 (Frequent Subgraph discovery). Given a database G which
contains a collection of graphs. The frequency of a graph G in G is defined by
freq(G,G) = #{G′ ∈ G|G ⊆ G′}. The support of a graph is defined by

support(G,G) = freq(G,G)/|G|.

The frequent subgraph discovery problem consists to find all connected undi-
rected graphs F that are subgraphs of at least minsup|G| graphs of G:

F = {G ∈ G|support(G,G) ≥ minsup},

for some predefined minimum support threshold minsup that is specified by
the user.

Generally, we can distinguish between the methods of discovering frequent
subgraphs according to the way the three following problems are handled:

Candidates generation problem This is the first step in the frequent sub-
graph discovery process which depends on the search strategy. It can be
done with breadth first or depth first strategies. With breadth first strategy,
all k-candidates (i.e., having k edges) are generated together, then (k + 1)-
candidates and so on; making the memory consumption huge [4][3]. But with
a depth approach, the k-candidates are iteratively generated, one by one.

Subgraph encoding problem When some new candidate is produced, we
should verify that it has been already generated. This can be resolved by
testing if this new candidate is isomorphic to one of the already generated
subgraphs. The canonical DFS code [6] is usually used to encode the gen-
erated frequent subgraphs. By this way, verifying that the new candidate is
isomorphic to one of the already generated candidates is equivalent to testing
if its encoding is equal to the encoding of some already generated candidate.
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Frequency computation problem If some new candidate is declared to be
not isomorphic to any of the already produced candidates, we should com-
pute its frequency. It could be done by finding all the graphs of the database
which contain this new candidate.

In the following section, we present a new algorithm GGM - Generic Graph
Miner - for finding connected frequent subgraphs in a graphs database. We pro-
pose also some simple encodings to handle efficiently the frequency counting
problem.

3 GGM, a generic graph miner

GGM finds frequent subgraphs, parameterized with some encoding strategies
detailed in section 3.1. It is generic, because we aim to make the key steps of
GGM easily parameterized.

Algorithm 1 GGM(G, fmin)
Require: G represents the graph dataset and fmin the minimum frequency threshold.
Ensure: F is the set of frequent subgraphs in G.
1: F ← ∅
2: E ← all frequent edge labels in G
3: N ← all frequent node labels in G
4: P ← Generate-Paths(N , E, G, fmin)
5: T ← Generate-Trees(P, E, G, fmin)
6: C ← Generate-Cyclic-Graphs(T , E, G, fmin)
7: F ← P ∪ T ∪ C
8: RETURN F

The general structure of the algorithm is illustrated in algorithm 1. The
algorithm initializes the frequent subgraphs with all frequent edges and nodes
within the graph database G. Then, the algorithm proceeds with three separated
steps:

1. enumerating frequent paths from the frequent nodes,
2. generating the frequent trees from the frequent paths by keeping the same

extremities of each initial path,
3. extending the frequent paths and trees by adding an edge between two ex-

isting nodes to obtain cyclic graphs.

This approach is inspired from GASTON [5] in which these three steps are
repeated for each discovered subgraph. In other words, GASTON loops on the
above three steps, whereas in our approach, they are executed one time only.

3.1 Graph encoding

The canonical labeling is used to check whether a particular candidate subgraph
has already been generated or not. However, developing algorithms that can
efficiently compute the canonical labeling is critical to ensure that the mining
algorithm can scale to very large graph datasets. There exists different ways to
assign a code to a given graph, but it must uniquely identify the graph such
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that if two graphs are isomorphic, they will be assigned the same code. Such
encoding is called a canonical encoding. It is not proven if the canonical encoding
of graphs is in the class of NP-complete problems, nor in polynomial class. This
is also verified in practice, since that all the current canonical encodings have
complexities which are of exponential nature.

The idea of our encoding is to use a non-canonical encoding, resulting in two
kinds of encodings : complete and incomplete.

Definition 2 (Complete and incomplete encodings). Let f be an encoding
function. For any two distinct non-isomorphic graphs G1 and G2, f is complete
if f(G1) 6= f(G2). Otherwise, f is said to be incomplete.

DFS based complete encoding This encoding is a relaxation of that defined
in [6]. Such encoding is processed by taking only one walk through a depth
first search (and not the minimum as in [6]). It is straightforward that this
encoding is complete, and the same graph can be generated several times
as illustrated in Figure 1 which shows that two isomorphic graphs can have
different codes. For the graph (a) in Figure 1, there exists several DFS codes.
Two of them, which are based on the DFS trees in Figure 1(b)-(c) are listed
in Table 1.

edge 0 1 2 3 4 5

Fig 1.(b) (1, 2, X, s, Y ) (2, 3, Y, t, X) (3, 1, X, s, X) (3, 4, X, q, Z) (4, 2, Z, t, Y ) (2, 5, Y, r, Z)
Fig 1.(c) (1, 2, Y, s, X) (2, 3, X, s, X) (3, 1, X, t, Y ) (3, 4, X, q, Z) (4, 1, Z, t, Y ) (1, 5, Y, r, Z)

Table 1. DFS codes for Figure 1 (b)-(c)

Fig. 1. Different DFS trees associated to the labeled graph (a)

Since this encoding visits only once the edges, it is then straightforward that
the worst-case complexity is O(m), where m is the number of edges.

Edge sequence based incomplete encoding Given a graph G and an edge
eij = (vi, vj) ∈ G, where deg(vi) ≤ deg(vj), the edge eij is represented by
the 5-tuple: (deg(vi), deg(vj), lv(vi), le(vi, vj), lj(vj)),
where deg(v) is the degree of v in the graph G, lv(v) and le(e) are the labels
of the vertex v and the edge e respectively.
Given a graph G, we denote SEQ-DEG(G) the sequence of its edge codes :

SEQ−DEG(G) = code(e1)code(e2)...code(e|E|)

where ei <l ei+1, the relation <l defines a lexicographic order between edges
(e.g. (2, 3, X, s, Y ) < (2, 3, Z, s, Y )). The code associated to the graph (a) of
Figure 1 is: (1,4,Z,r,Y)(2,3,X,s,X)(2,3,Z,q,X)(2,4,X,s,Y)(2,4,Z,t,Y)(3,4,X,t,Y).
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Enumerating the edges is done with O(m), where m is the number of edges,
but sorting lexicographically the edges requires O(m log(m)) which is the
worst case complexity of sorting algorithms. Thus, in final, the complexity
of this encoding is O(m log(m)). This encoding is not complete because we
can find examples of non-isomorphic graphs having the same code.

4 Experimental Results

We performed a set of experiments to evaluate the performance of our algo-
rithm GGM on two kinds of graph databases. The first databases of large
graphs contain some molecular structures of chemical compounds (PTE 1).
The second databases of small graphs are extracted from the database PTE
(PTE1,PTE2,PTE3). The characteristics of these datasets are illustrated in Ta-
ble 2. All experiments were done on 2.4Ghz Intel Core 2 Duo T8300 machines
with 2GB main memory, running the Linux operating system.

Name #graphs #nodes #edges average #nodes average #edges #node labels # edge labels
PTE1 1 8 7 8 7 2 1
PTE2 5 98 102 19 20 10 3
PTE3 20 519 530 25 26 10 4
PTE 340 9189 9317 27 27 66 4

Table 2. Caracteristics of graph datasets used in the experiments.

Dataset PTE1 PTE2 PTE3
MinFreq 1 3 8

Gaston 0,00 0,00 0,00
GGM SEQ-DEG 0,02 0,13 0,17
GGM DFS 0,22 3,42 3,94

Table 3. Runtimes in second of Gaston and GGM on simple graph datasets.

MinSup % = MinFreq 20% = 68 50% = 170 60% = 204
Algorithm GASTON SEQ-DEG DFS GASTON SEQ-DEG DFS GASTON SEQ-DEG DFS
#freq. paths 53 53 - 17 17 17 9 9 9
#freq. trees 124 97 - 15 14 66 2 2 6
#freq. cyclic graphs 13 12 - 2 2 10 0 0 0
# Total 190 162 - 34 33 93 11 11 15
runtime (s) 0,02 2,29 >2000 0,01 0,60 4,29 0,01 0,26 0,68

Table 4. Results of Gaston and GGM (with the DFS encoding and SEQ-DEG) on the
graph dataset PTE. MinSup represents the minimum support threshold and MinFreq
the minimum frequency.

We have done a comparison between our algorithm and the Gaston tool. Ta-
ble 3 (resp. Table 4) shows the results of our algorithm with the first database
(resp. second database). The minimum frequency was set to 1 for the first re-
sults. So, this table presents the runtimes to generate all the subgraphs of each
database. While for the second case, we choose different MinFreq expressed
also by MinSup (i.e. minimum support). For instance, for the PTE database
which contains 340 graphs, the number of graphs that are subgraphs of at least
1

The Predictive Toxicology dataset (PTE) can be downloaded from
http://web.comlab.ox.ac.uk/oucl/research/areas/machlearn/PTE.
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60% = 204
340 graphs of PTE, is given by #Total = #freq.paths + #freq.trees +

#freq.cyclic graphs. From this frequency, we see that there is no frequent cyclic
graphs (i.e. #freq. cyclic graphs = 0).

Concerning the results on both databases, the complete encoding is usually
less performant than the incomplete one. This is explained by the fact that the
complete encoding handles larger set of candidates than the incomplete one. For
the incomplete encoding, the number of frequent subgraphs discovered by GGM
is not too far from that of Gaston. We notice also that from the frequency of
170 graphs, the result is the same.

5 Conclusion

In this paper, we have presented algorithm GGM for the frequent subgraph
discovery problem in a graph datasets. We pointed out the key points in the
graph mining process. We combined several strategies inspired from existing
algorithms to implement GGM. The two important points in the process of
discovery are the generation of new candidates and the frequency counting. Our
experimentations show the effectiveness of the incomplete approach compared
to the complete one. It shows the importance of handling a reasonable amount
of candidates. The main perspective is to improve our incomplete encoding. We
have to experiment our incomplete approach on huge graph databeses such as
those coming from chemistery. Actually, we have implemented the whole mining
algorithm in GGM and confront its performance to Gaston.
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Abstract. Ontological change constitutes a knowledge source on the similarity and difference 

between versions. The usual algorithms of ontology matching do not take this knowledge into 

account. An ontology is a logical theory consisting of a pair of signature and axioms. The 

persistent signature is the focus of alignment between versions. We reformulate the alignment 

problem between versions as a problem of choosing among the elements of the signature persistent 

those who can form an ontology signature isomorphism. To ensure alignment coherence, we 

introduce a constraint on alignment semantics which we call changed meaning conservation. This 

constraint allows extending the computed alignment with correspondences for the remaining 

elements in a coherent manner.  Regardless of the change, our approach identifies the persistent 

signature and provides an initial alignment between the elements of the two persistent signatures. 

Then it calculates the difference between versions to form the ontological change. The constraint 

of changed meaning conservation helps us on one side to revise the initial alignment to form an 

ontology signature isomorphism and on the other side to adjust the eliminated correspondences in 

the revision step to form a coherent alignment. Finally, we discuss the prototype implementation of 

our approach. 

Keywords: ontological change, versions difference, alignment between versions, ontology 

signature morphism, changed meaning conservation, alignment revision, alignment Coherence. 

1.  Introduction 

The alignment between versions of ontology facilitates the evolution of ontology based semantic 

systems by allowing them to continue to interoperate with each other.  

The ontological change constitutes a knowledge source on the similarity and difference between 

versions. Usual algorithms of ontology matching [1] do not take this knowledge into account. 

An ontology is a logical theory consisting of a pair of signature and axioms [2]. The signature is the 

vocabulary used to name the ontological entities (concept, property and individual). The axioms 

express intentional interpretation of this vocabulary. 

The ontological change affects both the signature and axioms. The signature change is the set of 

added or deleted signature elements. The remaining elements form the persistent signature. The 

axiomatic change is the set of added or deleted axioms. The remaining axioms form the persistent 

axioms. 

The persistent signature is the focus of alignment between versions. There are two types of such 

signature: the elements whose intentional interpretation, as specified by the axioms is not affected by 

the axiomatic change and those whose intentional interpretation is affected. We express the alignment 

between the elements of the first type as ontology signature isomorphism between the versions. Then, 

the alignment problem consists in finding the maximal ontology signature isomorphism. We introduce 

a constraint on alignment semantics which we call changed meaning conservation. This constraint 

ensures that the intentional interpretation of an element of the signature in a version is maintained vis-

à-vis the knowledge propagation through alignment semantics. We then say, an alignment between 

versions that conserves changed meaning is a coherent alignment. The problem of alignment between 

the elements of the second type is therefore to extend the maximal ontology signature isomorphism 

with correspondences while respecting the constraint of changed meaning preservation.  

Our approach to solve the problem of alignment as posed above spread over four steps. Regardless 

of the change, our approach identifies the persistent signature and provides an initial alignment 

between the elements of the two persistent signatures. Then it calculates the difference between the 

versions to form the ontological change in the second step. In the third step, the initial proposed 

alignment must be revised if a violation of changed meaning conservation constraint is detected. To 

support revision, we introduce a relevance relation on the elements of the signature of the axiom. This 

relation compares the degrees of intentional persistence of these elements. The last step is user driven 

to extend the revised alignment.  
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Section 2 is the foundation of our work. We present the problem statement of the alignment in 

Section 3, and then we present our approach in Section 4. Section 5 is reserved to describe the platform 

of the prototype implementation of our approach. We compare our approach with related works in 

Section 6 and we summarize our work in Section 7. 

2.  Preliminaries and notations 

The concept of Ontology can be seen as a logical theory [2]. So it is a pair (   ), where   is the 

signature - describing the vocabulary - and   is a set of axioms - specifying the intended interpretation 

of the vocabulary in a domain of discourse. The signature is the set         .   represents the set 

of vocabulary to designate concepts.   is the set of vocabulary to designate properties and   is the set 

of vocabulary to designate individuals. We distinguish between the origins axioms   and their logical 

consequences    (also called closure). Theory (   ) is called the presentation of (    ). In this work, 

we limit ourselves only to        and we designate by ontological entity a concept or a property. 

 

The ontological change affects both the signature and axioms. The signature change is the set of 

added or deleted signature elements. The remaining elements form the persistent signature. The 

axiomatic change is the set of added or deleted axioms. The remaining axioms form the persistent 

axioms. 

We use the following notation:   
 
 is persistent signature of a version  .    is the removed signature. 

   is the added signature. Similarly,   
 
 is the set of persistent axioms of a version  .    is the set of 

deleted axioms.    is the set of added axioms. 

We express the ontological change as the difference between versions. 

 

Definition 1 (difference between versions). Given two versions of an ontology   = (     )  and   = 

(     ), the ontological change is the difference given by the set:  

       {(     ) (     )}. 

Ontology alignment is the task to detect links between elements from two ontologies. These links are 

referred to as correspondences and express a semantic relation. According to Euzenat and Shvaiko [1] 

we define a correspondence as follows and introduce an alignment as set of correspondences. 

 

Definition 2 (Correspondence and Alignment). given ontologies    and   , let   be a function that 

defines sets of matchable elements  (  ) and  (  ). A correspondence between    and    is a 4-

tuple (        ) such that     (  ),      (  ),   is a semantic relation, and            is a 

confidence value. An alignment   between    and    is a set of correspondences between    and   . 

We restrict r to be one of the semantic relations from the set {       }. 

 

In order to reason about alignment, two classes of approaches have been introduced. The first class 

is based on model theory. IDDL [7] and DDL [6] are two examples of approaches of this class. Based 

on an axiomatic approach, the second class called reductionist semantics [8] is to interpret 

correspondences of the alignment as axioms in some merged ontology. In this paper, we use an 

example of this semantic called natural semantic. It involves building a merged ontology through the 

union of the two ontologies to align and axioms obtained by translating relations of the alignment. We 

introduce this semantic through its merged ontology. 

 

Definition 3 (Merged Ontology). given an alignment   between two ontologies    and     and 

     :       , a function that transforms a correspondence to an axiom. The merged ontology is 

defined by 

         =             ( ). 

Since an ontology is a logical theory, an ontology signature morphism (an important notion used as 

a foundation to our work) is a theory morphism. Theory morphism is a signature morphism whitch 

preserve the axioms [18].  
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Definition 4 (ontology signature morphism). given tow ontologies   = (     )  and   = (     ) , 

an ontology signature morphism is a function          such that     (  ), i.e., all models of    

are models of the image of    by  . The image of an axiom is obtained by systematically replacing 

signature elements of this axiom by their correspondents, according to the signature morphism  . 

When   is bijective, we say   is an ontology signature isomorphism. 

3. Problem Statement 

The persistent signature is the focus of alignment between versions. The objective is to establish 

semantic relations between elements of the two persistent signatures. The persistent signature includes 

two types of elements: element whose meaning as specified by the axioms is not affected by the 

axiomatic change and those whose meaning is affected. Thus, alignment must establish relations 

between elements of the first type so that their meanings are completely preserved. It therefore defines 

an ontology signature isomorphism (See Definition 4) between elements of this type. We call such 

condition, meaning preservation and we define it formally as follows, 

 

Definition 5 (meaning preservation). given two versions of an ontology   = (     )  and   = 

(     ), an alignment   between    and     preserve meaning if and only if it define an ontology 

signature isomorphism           such that: 

    (  ) and       (  ); 

We can establish a variety of ontology signature isomorphism between versions depending on the 

number of correspondences established. The goal is to find the maximal one (     ). 

 

The alignment is known to propagate knowledge from one version to another. If this propagation is 

not controlled, it can affect the meaning of elements of the second type. The control of knowledge 

propagation amounts to establish correspondences between the signature elements such that the 

changed meaning in one version is preserved. We call such condition, changed meaning conservation 

and we define it formally as follows, 

 

Definition 6 (changed meaning conservation). an alignment   between two versions   = (     )  
and   = (     ) conserve the changed meaning if and only if   verifies the following two properties: 

          ,               ( ); 

         ,                ( ). 

We then say, an alignment between versions that conserves the changed meaning is a coherent 

alignment and it is incoherent otherwise.  

The first property ensures the coherence of alignment with regard to the propagation by its natural 

semantics (see Definition 3) of deleted axioms. The second property ensures the coherence of 

alignment with regard to the propagation of the added axioms. 

The problem of alignment between the elements of the two persistent signatures which their intentional 

interpretation is altered is therefore to extend      with correspondences between them so that the 

alignment is coherent.  

4. Alignment Method 

The objective of our alignment method is to compute an alignment between the elements of persistent 

signatures of different versions of the same ontology. This alignment must satisfy meaning 

preservation condition for the signature elements whose meaning is not altered by the ontological 

change and the conservation of the changed meaning vis-à-vis the propagation of knowledge by the 

semantics of the alignment for the other elements. Our method satisfies meaning preservation condition 

by establishing equivalence relations between signature elements of the first type. We can establish a 

variety of alignments of this type depending on the number of correspondences established. Our 

method tends to generate the maximal one in three steps: version matching, version difference and 
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alignment revision. Version matching step identifies persistent signature based on the comparison 

between the terminology elements of both signatures. Assuming no changed meaning had occurred for 

persistent elements, our method generates an initial alignment by establishment of equivalence 

relations between the elements of the two persistent signatures. The persistent signature serves as a 

guide to determine the ontological change as the difference between versions in the second step. The 

revision step of the initial alignment eliminates just the correspondences that are responsible for the 

incoherence of this alignment. The alignment result is the desired maximal alignment.  

The alignment method is completed by the extension step. In this step, the eliminated correspondences 

must be reviewed by the user to establish the appropriate relations while respecting changed meaning 

conservation condition. This step is semi automatic. We describe in what follows only the first three 

steps. 

4.1 Version Matching 

The objective of this step is the identification of the persistent signature in both versions and expresses 

the correspondences between the elements of the two persistent signatures with equivalence relations to 

form the initial alignment. The identification of the persistent signature is based on the existence of a 

terminological matcher. The terminological matcher can be based on the syntax of terms to be 

compared or a relationship of synonymy from a thesaurus in the field of ontology versions. Formally 

defined, 

      
 
 and       

 
  if and only if there exists a matcher   such that      (  ); 

4.2 version difference  

The objective of this step is to compute the ontological change in the form of semantic difference 

between versions. First, our method computes the set of persistent axioms then use this set to deduce 

the sets of deleted and added axioms. An axiom in a version is considered as persistent if the other 

version contains its image. The image of an axiom is obtained by systematically replacing signature 

elements of this axiom by their correspondents, according to a matcher  . Formally defined, 

      
 
 and        

 
  if and only if there exists a matcher   such that      (  ); 

The following rules express the semantic difference: 

         
 ; (deleted axioms)  

         
 ; (added axioms) 

 

However, there may be exceptions to this, especially when considered as added or removed axioms 

can still be deducted. Therefore, we must refine the difference as follows, 

     and      ( ) then        { }; (refined deleted axioms) 

     and      ( ) then        { } ; (refined added axioms) 

4.3 Alignment Revision  

In general, initial alignment cannot be coherent. Because, some correspondences propagate axioms 

from one version to another that violate the constraint of changed meaning conservation. The objective 

of this step is to identify these correspondences and provide a means to choose among them which 

must be eliminated. The identification of these correspondences is simply obtained by identifying the 

signature of the axiom propagated. To choose among correspondences, we introduce an order relation 

which we call relevance relation on the signature elements of the propagated axiom. The relevance 

relation (noted     ) compares the degrees of intentional persistence of these elements. The intentional 

persistence of an element signature   denoted (              ( )) is expressed as the ratio of the 
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number of occurrences of this element in the persistent axioms set (denoted             (    
 
) for 

a version  ) on the total number of persistent axioms. Formally defined, 

         if and only if               (  )                (  ) and 

               ( )               (    
 
) |  

 
|⁄ . 

The signature element that has the less intentional persistent with respect to the relevance relation 

allows to choose the correspondence to eliminate from the initial alignment. When two of the signature 

elements have the same degree of persistence intentional, the choice is left to the user.  

5. Implementation 

The implementation of our method is at the time of this writing in an advanced stage. The first three 

phases of our approach is fully implemented. It remains to design and implement the extension phase. 

This phase requires a user-friendly interface to help the user to handle correspondences of the 

alignment with a flexible manner. Currently, the platform of our prototype is for OWL ontologies. We 

hope to extend it to other ontology languages in the near future. The platform is based on OWL API 

[14] and Align API [15]. The platform integrates pellet [16] as the main reasoning engine on OWL 

ontologies.  

6. Related works 

The problem of ontology matching has known the emergence of several approaches in recent years [1]. 

The main distinction between them is due to the nature of the knowledge encoded in the ontology, and 

how it is used in the identification of correspondences [9]. Terminological methods compare the 

lexicon used to designate ontological entities, while the semantic methods are based on model theory to 

determine the existence of a correspondence between two entities. Some approaches consider the 

internal structure of the ontology. Other approaches consider the external structure of the ontology. The 

ontology extension can also be used. The majority of the existing matching systems combine these 

techniques to cover different aspects of the ontology. With the exception of a few systems, such 

ASMOV [10] and S-Match [11], the alignment result is subject to logical contradictions. Other 

approaches [12] and [13] propose an additional component to revise the alignment. The revision is 

intended to ensure alignment coherence. Alignment coherence requires satisfiability preservation of 

ontological entities by alignment. None of these approaches considers the ontological change as a 

source of information about the similarity and difference between the versions. Meaning preservation 

and changed meaning conservation by alignment ensures alignment coherence between versions. In the 

case of alignment between versions, these two conditions are more general than satisfiability 

preservation of ontological entities. 

The comparison between versions has been the subject of several approaches ([3], [4], [5], [17]). 

The purpose of the comparison is to calculate the difference between versions. Each approach is 

influenced by the underling representation of the ontology. For example, PromptDiff [3] consider 

ontology as a graph. Ontoview [4], SemVersion [5] and [17] consider ontology as a set of RDF triples. 

None of these approaches match our vision of ontology as a logical theory. 

7. Conclusion and future works 

We presented the problem of alignment between versions as a problem of establishing an ontology 

signature isomorphism between the persistent signature elements of versions. We introduced changed 

meaning conservation constraint both in building this isomorphism and its extension in a coherent 

manner. We also proposed an approach based on the concepts of meaning preservation and changed 

meaning conservation to build a coherent alignment between versions of the same ontology. We 

discussed the platform of the prototype of our approach and we hope to automate the extension step of 

our method and to evaluate the prototype in the near future. 
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Abstract. Large scale ontology matching is a labour-intensive and time-

consuming process. To alleviate the problem, many automated solutions have 

been proposed. In order to avoid the drawbacks of the existing solutions, this 

paper proposes to cut down the number of concept pairs for which a similarity 

measure must be computed during ontology matching. More important, the 

main contribution is to deal subsets of concepts pair: on the one hand, if two 

concepts are highly similar, we leverage the concept hierarchy to skip subse-

quent matching between sub-concepts of one concept and super-concepts of the 

other concept. On the other hand, if two concepts are weakly similar, we lever-

age the locality phenomenon of matching to skip subsequent matching between 

one concept and the neighbours of the other concept. 

Keywords.  Large ontology,  neighbour, similarity, link, search space. 

1 Introduction and Motivation 

In recent years,  many large ontologies are created and maintained in the areas in-

cluding machine translation, information retrieval, e-commerce, digital library, medi-

cine, and life science. These ontologies have more than thousands to millions of con-

cepts and properties, and some of them contain more than billions of instances such as 

Cyc
1
, WordNet

2
, SUMO

3
, Gene Ontology

4
 and UMLS

5
. 

It has been argued that the difficulties of the operations of constructing, matching, 

reusing, maintaining, and reasoning on large ontologies would be extremely simpli-

fied by splitting large ontologies into smaller modules which cover specific subjects 

[6, 8]. Ontology modularization is the collective name of two approaches for frag-

                                                           
1
 http://www.cyc.com/ 

 
2
 http://wordnet.princeton.edu/ 

3
 http://www.ontologyportal.org/ 

4
 http://www.geneontology.org/  

5
 http://www.nlm.nih.gov/research/umls/ 
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menting ontologies into smaller, coherent components (modules), which are them-

selves ontologies [5]:  

Ontology Partitioning Approaches. The ontology is partitioned into a number of 

modules {M1, ···, Mn} such that the union of all the modules is semantically equiva-

lent to the original ontology {M1 U M2 U ... U Mn} = O; i.e. the Mi modules are not 

necessarily disjoint. Thus, a function partition (O) can be formally defined as follows:   

Partition (O)        M= {{M1, M2, ...., Mn}| {M1 U M2 U ... U Mn} = O}       (1) 
The partitioning method reduces the search space and thus leads to better efficiency. The 

space complexity of the matching process is also reduced. Four partition based methods 

COMA++ [2], FalconAO [7,3], Taxomap [3], anchor flood [7] will be discussed below. 
Module Extraction techniques. Concepts that form a coherent fragment of an ontol-

ogy O are extracted to form a module M, such that it covers a given vocabulary 

(based on an initial module signature) Sig(M), Such that Sig(M   Sig(O) [9]. In fact 

this task consists in reducing an ontology to the sub-part, the module, that covers a 

particular sub-vocabulary of O, as such M  O [9]. Note that M is now ontology itself. 

A function extract (O, Sig (M)) can be defined as follows: 

Extract (O, Sig (M))          {M | M      O}                                (2) 
There are numerous techniques [4, 5] for module extraction, more than ontology partition-

ing approaches that have been developed for different purposes. The main usage of these 

approaches concerns partial reusing, when an application or a system needs only a part of 

ontology. Broadly speaking, modularization approaches aim to identify the minimal 

set of necessary concepts and definitions for different parts of the original ontology.  
However, ontology partitioning approaches present several drawbacks. They cannot con-

trol the size of blocks, which may be too small or too large for matching [3, 4, 5, 6,9]. 

They can also cause another problem, namely, the partitioning can make the elements on 

the boundaries of blocks lose some semantic information, which in turn affects the quality 

of final matching results. This paper proposes a generic solution to assess preliminary 1: 

n mappings between any two concepts from two given ontologies based on their de-

scriptive (semantic) information. On the one hand, if two concepts are highly similar, 

we leverage the concept hierarchy to skip subsequent matching between sub-concepts of 

one concept and super-concepts of the other concept. On the other hand, if two concepts 

are weakly similar, we leverage the locality phenomenon of matching to skip subsequent 

matching between one concept and the neighbors of the other concept. 
The paper is structured as follows: Section 2 discusses large scale matching tech-

niques. Section 3 presents definitions and basic concepts used throughout the paper. 

Section 4 describes our structure-based matching approach. Finally, Section 5 pro-

vides some concluding remarks. 

2 Related work 

According to Shvaiko P and Euzenat J [1] one of the toughest challenges for 

matching system is handling large scale schemas or ontology. Large-scale ontologies 

are a kind of ontologies created to describe complex real world domains.  So, various 

large scale matching techniques are categorized in [2]: 

- The early pruning strategy is to reduce the search space for matching; one match-

er can prune entity pairs whose semantic correspondence value is very low, thus re-



 

326 

 

ducing search space for the subsequent matcher (Quick Ontology Matching algorithm 

(QOM), Eric peukert et al. schema and ontology matching algorithm).  

- The partition strategy is performed in such a way that each partition of first on-

tology is matched with only small subset of the partitions of the second ontology. This 

method reduces the search space and thus better efficiency (Coma++, Falcon-AO, 

Taxomap and Anchor flood). 

- The parallel matching technique has two kinds' inter-matcher and intra-matcher 

parallelization. Inter-matcher parallelization deals with parallel execution of inde-

pendently executable matchers while intra-matcher parallelization deals with internal 

decomposition of individual matchers or matcher parts into several match tasks that 

can be executed in parallel (Gross & al. ontology matching algorithm).  

- Other matching tool: RiMOM and ASMOV ontology matching tools, Agree-

mentmaker schema and ontology matching tool. 

3 Preliminaries 

The following definitions and basic concepts are used throughout the paper:  

Definition 1 (schema graph): A schema graph (directed acyclic graph) of an ontol-

ogy is given by (V,E,Labv), where: V = {r, v2, ..., vn} is a finite set of nodes, each of 

them is uniquely identified by an object identifier (OID), where r is the schema graph 

root node. E = {(vi, vj)|vi, vj ∈ V } is a finite set of edges. Labv is a finite set of node 

labels. These labels are strings for describing the properties of the element and attrib-

ute nodes, such as name and data type. 

Definition 2 (neighbor): A neighbor concept c can be defined as follows: Neigh-

bors(c) = {Sub(c) U Sup(c)} avec Sub(c) = {c'| c' sub-concept c} and Sup(c) = {c'| c' 

sup-concept c}     

Definition 3 (strong-Links): Given two schema graph G=(O1, E, Labv) and 

G'=(O2, E', Labv') of ontologies O1 and O2, the similarity values between ai∈S and 

concepts b1, b2, …, bn in ontology O2 are  Sim (a i)={ sim (ai, bj)∈ G X G' | j=1..n}, 

and the strong-Links of a node ai∈O1 is given by SN(ai)= { bj | sim (ai, bj) ≥ thresold}, 

thresold is a high value in [0..1]. 

Definition 4 (low-Links): Given two schema graph G= (O1, E, Labv) and G'= (O2, 

E', Labv') of ontologies, the similarity values between ai ∈O1 and concepts b1, b2, …, 

bn in ontology O2 are Sim (a i)={ sim (ai, bj) ∈ G X G' | j=1..n}, and the low-Links 

of a node ai∈O1 is given by LN(ai)={bj | sim (ai, bj) < thresold}, thresold is usually a 

small value in [0..1]. 

Through these two last definitions, the matching process can reduce maximum 

times of similarity computation and thus reduce the time complexity significantly. 

4 Structure connected Links 

Our structure-based matching approach is realized by: 
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Step1. This phase is concerned with the representation of heterogeneous ontologies 

as sequence representations. First, each ontology is parsed and represented internally 

as a rooted ordered labeled graph, wherein each graph component (element and/or 

attribute) is represented as a node, while edges are used to represent relationships 

between components. Each node in the schema graph carries the associated element 

properties.  

Step2. Compute preliminary similarities between any two entities for two given on-

tologies based on their descriptive information i.e. generate set of concepts pairs or 

links. It utilizes both structural and linguistic information for initial alignment and 

then applied subsequent similarity propagation strategy to produce more alignments if 

necessary. It main function is to match the heterogeneous ontologies. 

Step3. The first issue is to extract two kinds of virtual sub-graph for highly / weak-

ly similar concepts (links) across ontologies. The second issue is to reduce the search 

space (i.e. Space and time complexity of the matching process), concerning wide-

scale semantic heterogeneity in matching: this phase specifies all the similarity to be 

computed, and among these calculations, several links can be skipped in matching 

process. 

Step4. During matching process, if credible alignments are computed, the corre-

sponding high similarity links are isolated. Such links are to predict the ignorable 

similarity calculations in the remaining matching process. Also if the incredible 

matching results are found, the corresponding negative reduction' Links according to 

the locality of matching are also constructed, and such links to predict the ignorable 

similarity calculations are utilized. The similarity measure between entities from the 

two ontologies is computed by analyzing the literal and structural information in se-

mantic subgraph extract in previous part. 

Step 5. Repeat the two last steps for more alignment. 

To this end, this process aims at providing high quality alignments between con-

cept pairs with a time processing limit reasonable and it not needs to modularize or 

partition the large ontologies. 

Therefore, considering structural information is a natural way for enhancing ontol-

ogy mapping as illustrated by: Given two entities ai from O1 and bj from O2, we first 

apply and compute the similarities between entities based on the similarities of words 

e.g. the string-based and WordNet-based methods: 

String-based method. the similarity measure between words wi and wj is defined 

as:           

simStr(wi,wj) = comm(wi,wj) - diff(wi,wj) + winkler(wi,wj)                          (3) 

where comm(wi,wj) stands for the commonality between wi and wj , diff(wi,wj) for 

the difference between wi and wj , and winkler (wi,wj) for the improvement of the 

result using the method introduced by Winkler in [7]. 

WordNet-based method. We use an electronic lexicon, WordNet, for calculating 

the similarity values between words. The similarity between two words wi and wj is 

measured by using the inverse of the sum length of the shortest paths [6]:  

simWN(wi,wj) =1 /(llength + rlength)                               (4) 
Where llength is the shortest path from word node wi to its common hypernym with word 

node wj and rlength denotes the shortest path from wj to its common hypernym with wi. 
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Instead of matching to all concepts by traversing taxonomies completely, the goal is to 

find Links between ontologies, at this step, it only considers on finding Links from the 

Cartesian product (X) of the two ontologies. These Links, are very important matching 

concepts, are used to reduce the time complexity in matching without exploring other 

commonalities between neighbors from the corresponding Links (initial Links generation). 

The algorithm proposed here generates a set of matching concepts as the initial links (see 

Algorithm1). The function Sim is an aggregated similarity function incorporating name 

and structural similarities (step 2): 

Algorithme 1: 

 

Input: Two ontologies O1,O2 

Output: Neighbor-set 

For each pair (ai,bj)  O1xO2 do 

  Compute sim(ai,aj) 

  If (sim (ai,bj) > 0)  

       then Links        U {(ai,bj)} 

  End 

  Return (Neighbor-set) 

End 

 

Algorithme 2: 

 

Input: Ontology O1, Ontology O2, Links 

Output: Set of Strong-Links 

Links are generated by algorithme1 

Getstrong-Links             ai 

SN         Ø  

For each bj  O2 do 

Compute sim(ai,bj) 

If sim(ai,bj) > threshold  

                       then  SN         U {bj} 

End 

End 

Return Getstrong-Links 

For finding efficient results, two possibly solutions are provided: 

─ If concept A matches concept B, it needs not to calculate the similarity between 

sub-concepts (/super-concepts) of A and super-concepts (/sub-concepts) of B, thus 

we can reduce the total times of similarity calculations.  

─ If A does not match B, it is very possible that their neighbors also do not match 

each other that imply we can ignore many similarity calculations. 

Obviously, it needs to discover the high-Links and the low-Links dynamically in 

matching, and then uses these Links to optimize similarity calculations. For 

SN(ai)={b1, b2,…,bn} , the strong-Links set RSN (ai) is calculated by: 

                   
k 

RSN (ai)= j=1 RSN (ai|bj)=[sub(ai)Xsup(lub(b1,…, bk))] U [sup(ai)Xsub(glb(b1,…, bk))] 

                 

With lub(b1,…, bk) and glb(b1,…, bk) are the least upper bound and the greatest lower 

bound for (b1,…, bk). Apparently, the total strong-Links sets during the matching 

process is RSN = U RSN (ai) i=1,n (see Algorithm2 & 3): 

Algorithme 3: 

Input: Ontology O1, Ontology O2, Strong-Links 

Output: total strong-Links sets 

 StrongLinks are generated by algorithme2 

 Matchedset            strong-Links (ai) 

 Generates the neighbors of ai         {sub(ai) | sup(aj)} 

For each bj  SN 

Generates the neighbors of bj          {sub(bj) | sup(bj)} 
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RSN             U {[sub(ai) X sup(lub(b1,…, bk))] U [sup(ai) X sub(glb(b1,…, bk))] }    

     End 

     Return   Matchedset   

5 Conclusion  

First of all, the analysis in the existing matching systems depicts that there is al-

ways a tradeoff between effectiveness and efficiency. The main goal of this paper is 

to deal with wide-scale semantic heterogeneity in large scale ontology matching. For 

this purpose, we focus on reducing complexity, concerning wide-scale semantic het-

erogeneity in space matching. To accomplish this, we propose to skip subsequent 

matching between sub-concepts of one concept and super-concepts of the other con-

cept (of shortcuts) of ontologies as input. However, it may be asked if this solution 

is quite adapted to find the most correct mappings between two concepts and the off-

line discovering mappings from different ontologies. As a future work, we aim at 

answering these questions. 
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Abstract. Models are placed by modeling paradigm at the center of develop-

ment process. These models are represented by languages, like UML the lan-

guage standardized by the OMG which became necessary for development. 

Moreover the ontology engineering paradigm places ontologies at the center of 

development process, in this paradigm we find OWL (the description language 

adopted by a great community of users) the principal language for knowledge 

representation. The bridging between UML and OWL appeared on several re-

gards such as the classes and associations. In this paper, we propose an ap-

proach based graph transformation and registered in the MDA architecture for 

the automatic generation of OWL ontologies from UML class diagrams. The 

transformation is based on transformation rules; the level of abstraction in these 

rules is close to the application in order to have usable ontologies.  

Keywords: UML, Ontology, OWL, ATOM3, MDA.  

1 Introduction 

UML is the unified object oriented modeling language which became an important 

standard. In the other side, the ontologies became the backbone of the semantic web 

which described formally using a standard language called OWL (Ontology Web 

Language). In this work we propose a set of rules for transforming classes diagrams 

into OWL ontologies in the order to profit from the power of ontologies so that the 

information described by those diagrams can be shared and linked with other infor-

mation and we could start dealing with the overlaps, gaps, and integration barriers 

between modeling languages and get greater value out of the information capture. 

These rules will be implemented within AToM3 to automate this transformation.      

The rest of the paper is organized as follows: In Section 2, we present some related 

works. In Section 3, we present some basic notions about UML, OWL. In Section 4, 

we present concepts about model and graph transformation. In Section 5, we describe 

our approach. Finally concluding remarks drawn from the work and perspectives for 

further research are presented in Section 6. 
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2 Related Works 

The idea of our work is not innovating, indeed several works exist in the literature 

tackle this subject. In [6] the OMG notices the interest of such subject and proposed 

in its turn the ODM which provides a profile for writing RDF and OWL within UML, 

it also includes partial mappings between UML and OWL. In [9], the author presented 

an implementation of the ODM using ATL language. In [5], the author used a style 

sheet “OWLfromUML.xsl” applied to an XMI file to generate an ontology OWL DL 

represented as RDF/XML format. In the other side Atom3 has been proven to be a 

very powerful tool allowing the meta-modeling and the transformations between for-

malisms, in [1] and other works we can found treatment of class diagrams, activity, 

and other UML diagrams. In these works the Meta modeling allows visual modeling 

and graph grammar allows the transformation. 

Obviously, the heart of our work is articulated on transformation rules and their 

implementation. In preceding works, the transformation rules are more specific and 

reflect a general opinion of the author often related to a specific field which he works 

on (specific transformation). In this paper we propose that transformation rules are in 

a level of abstraction close to the application in order to obtain usable ontologies.  

3 Bridging UML and OWL  

UML (Unified Modeling Language) is a language to visualize, specify, build and 

document all the aspects and artifacts of a software system [7].  

OWL (Ontology Web Language), was recommended by the W3C in 2004, and its 

version 2 in 2009, is designed for use by applications that need to process the content 

of information instead of just presenting information to humans [10].  

UML and OWL have different goals and approaches; however they have some 

overlaps and similarities, especially for representation of structure (class diagrams). 

UML and OWL comprise some components which are similar in several regards, like: 

classes, associations, properties, packages, types, generalization and instances [6]. 

UML is a notation for modeling the artifacts of objects oriented software [2], whereas 

OWL is a notation for knowledge representation, but both are modeling languages. 

4 Graph Transformation  

Model transformation play an essential role in the MDA. MDA recommends the mas-

sive use of models in order to allow a flexible and iterative development. 

A model transformation is a set of rules that allows passing from a meta-model to 

another, by defining for each one of elements of the source their equivalents among 

the elements of the target. These rules are carried out by a transformation engine; this 

last reads the source model which must be conform to the source meta-model, and 

applies the rules defined in the model transformation to lead to the target model which 

will be itself conform to the target meta-model (see fig. 1).  
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Fig. 1. Model transformation principle. 

Graph transformation was largely used for the expression of model transformation 

[4]. Particularly transformations of visual models can be naturally formulated by 

graph transformation, since the graphs are well adapted to describe the fundamental 

structures of models. The set of graph transformation rules constitutes what is called 

the model of graph grammar, each rule of a graph grammar is composed of a left hand 

side (LHS) pattern and of a right-hand sided (RHS) pattern. 

AToM3 [1] “A Tool for Multi-formalism and Meta-Modeling” is a visual tool for 

model transformation, written in Python [8] and is carried out on various platforms. It 

provides visual models those are conform to a specific formalism, and uses the graph 

grammar to go from a model to another. 

5 Our approach 

Our solution is implemented in AToM3. Our choice is quickly related to AToM3 

because of the advantages which it presents like its simplicity, and its availability. 

For the realization of this application we have to propose and to develop a meta-

model of class diagram (fig.2), this meta-model allows us to edit visually and with 

simplicity class diagrams on AToM3 canvas. In addition to meta-model proposed we 

develop a graph grammar made up of several rules which allows transforming pro-

gressively all what is modeled on the canvas towards an OWL ontology stored in a 

disk file (fig.2). The graph grammar is based on transformation rules; those rules try 

to transform the class diagram in the implementation level, always in order to obtain 

at the end a usable description of ontology. For ontology, the choice among OWL 

profiles is made on OWL DL because it places certain constraints on the use of the 

structures of OWL [10][11].  

  

Fig. 2. Transformation sequence. 
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5.1 Transformation rules  

Our approach is realized according to suggested transformation rules (Table 1). We 

propose a set of rules for all elements of a class diagram. The level of abstraction of 

rules is close to the application. For lack of space, we have presented one rule.  

Table 1. UML to OWL Transformation rules. 

Class 

An UML class is transformed to an OWL class; the name of the class is preserved. 

<owl:Class rdf:ID="ClassName"/> 

5.2 Meta-model of UML Class diagram  

To build UML class diagram models in AToM3, we have to define a meta-model for 

them. Our meta-model is composed of two classes and four associations developed by 

the meta-formalism (CD_classDiagramsV3), and the constraints are expressed in 

Python [8] code (fig.3): 

 

  

Fig. 3. Class diagram meta-model.  

After we built our meta-model, it remains only its generation. The generated meta-

model comprises the set of classes modeled in the form of buttons which are ready to 

be employed for a possible modeling of a class diagram. 

5.3 The Proposed Graph grammar 

To perform the transformation between class diagrams and OWL ontologies, we have 

proposed a graph grammar composed of an initial action, ten rules, and a final action. 

For lack of space, we have not presented all the rules. 

 

Initial Action: Ontology header  

Role: In the initial action of the graph grammar, we created a file with sequential 

access in order to store generated OWL code. Then we begin by writing the ontology 

header which is fixed for all our generated ontologies (fig. 4).    
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Fig. 4. Ontology header definition.   

Rule 1: Class transformation 

Name: class2class 

Priority: 2 

Role: This rule transforms an UML class towards an OWL class (cf. Table 3). In the 

condition of the rule we test if the class is already transformed, if not, in the action of 

the rule we reopen the OWL file to add the OWL code of this class.  

Table 2. Class transformation.  

Condition 

 

 

 
:= 

  

Action 

 
 

Final Action: Definition of the end of ontology 

Role: In the final action of the graph grammar, we end our ontology, we will have to 

open our file and to add „</rdf:RDF>‟ (cf. fig. 5). 
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Fig. 5. End of ontology. 

6 Conclusion 

We saw in this paper how to implement an application which makes a transformation 

from a UML class diagram to an OWL ontology based on graph transformation and 

by using the tool AToM3. 

For the realization of this application we developed a meta-model for UML class 

diagrams, and a graph grammar composed of several rules which enables us to trans-

form all what is modeled in our AToM3 generated environment to an OWL ontology 

stored in a hard disk file. 

In future work, we plan to extend the transformation of semantic rules models to-

wards the language of rules SWRL (Semantic Web Rule Language). 
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Abstract. Web services transform the Web into a platform for distributed 

components, heterogeneous, loosely coupled and integrated automatically. 

This technology is now widely used as a support for interoperability between 

distributed applications, which operate independently of the design features 

and technical specifications in order to achieve a feature previously 

established. The creation of a complex distributed application can be obtained 

by the composition of Web services. To build our platform-based semantic 

Web services, we strive to establish an architecture in which the semantic 

Web services interact with each other only, so they allow compositions of Web 

services to meet the up a different user requirements. The aim of our work is 

to achieve semantic interoperability in a heterogeneous, distributed 

architecture, based on the automatic dialing services Semantic Web. The 

special feature of this architecture is to place the alignment of OWL-S in the 

heart of this process, depending on the quality of services (QoS).  

KEY WORD: automatic composition, Semantic Web services, semantic 

interoperability, ontology alignment OWL-S, QoS.     

1   Introduction 

Web services are as stateless software entities, betting provided by suppliers on the 

Internet and invoked by clients (users or other Web services). The architecture and 

Web services technology define a set of specifications for the description (WSDL), 

publishing (UDDI) and communication (SOAP) Web services between to promote 

interaction in an open, heterogeneous, and is versatile Web [2] [12].   

The composition of Semantic Web services is the process of building new Web 

services to add value from two or more Web services are already present and 

published on the Web. The study of the composition of Semantic Web services is 

handled by several scientific communities [17] [18].   

The ontology alignment is a very promising to enable semantic interoperability. It 

is the heart of this interoperability. The purpose of ontology alignment is to establish 

links, or semantic correspondences between entities belonging to different 

heterogeneous ontologies, to enable their semantic interoperability in a distributed and 
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heterogeneous. The ontology alignment based on the calculation of similarity 

measures. 

The evaluation of the similarity between concepts in an ontology is a known 

problem in many areas. There are different measures of similarity, categorized 

according to the techniques used (terminology, Structural, linguistic, extensional 

semantics,) [6] [7].  

In this paper, we focus on the use of technical alignment of OWL-S, for the 

automatic composition of semantic Web services in distributed and heterogeneous. In 

cases where multiple Web services can meet the needs of users at the same time, we 

take into consideration the service that has a better quality of service parameter. 

The rest of the paper is organized as follows. In Section 2, we present the problem 

with the objectives. Subsequently, in Section 3, described in detail our approach and 

presents our main contributions. In Section 4 illustrates the application of our 

approach through an implementation, and we end with a conclusion and give some 

perspectives in Section 5.  

2   Problem and Objective  

WSDL specifies the interface of a Web service: the operations performed, the types of 

messages sent and received, the formats of inputs and outputs. However, these 

specifications were insufficient for an automatic use of Web services (discovery, 

composition,  etc.). The WSDL specification is too low-level operation of a Web 

service [10] [11].  

Really, it is not always easy to find Web services that pair up with user requests. 

Therefore, the composition of Web services satisfying the query is a growing need 

today. To resolve this problem, the idea is to enrich the descriptions of Web services 

with other information understandable by machines. The description of the interface 

of a Web service can be completed with the OWL-S. 

The current trend for the automatic composition of Web services is to enable 

semantic interoperability between Web services. There are other ways to 

automatically dial Web services, such as workflows, the calculation of situations, but 

planning is currently one of the most suitable and most studied by the community of 

this area [18] [19].   

The objective of our work is to develop a system approach that aims to 

automatically dial the Semantic Web Services. For this, we propose to use the 

techniques of alignment of ontologies in the context of automatic scheduling to meet 

the problems described above. Indeed, support for the alignment during the 

composition, will minimize false responses, and significantly improves the overall 

quality of results.  

3   Presentation of the proposed architecture  

The architecture we propose is divided into the following modules (see Figure 1): 
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Fig. 1. Architecture for the Automatic Composition of Web Services. 

3.1   Interface Module 

The module interface is considered as the first window system to the world of users, it 

is the visible part of the architecture. The user has at its user-friendly interface, simple 

and allowing it to make its application according to their preferences in terms of 

quality of Web service (in our case, we are interested only in the following 

parameters: response time, the execution time and cost). Similarly, the user 

formulates his needs through the parameters Input, Output, Precondition, Result and 

TextDescription.  

For this, we present in detail the architecture of automated dialing module, which is 

based on the following modules (see Figure 1):  

3.2   Interface Automatic discovery of semantic Web services  

We propose an algorithm for automatic discovery of Web services that is based 

entirely on two technical alignment of OWL-S [1].  

3.3   Planning Module  

Arrange Web services with inputs and outputs is very similar to a planning problem 

automatically, and this to find the correct order in the Web services automatic 

composition of Semantic Web services. Indeed, the role of planning is to find a 

sequence of actions, or plan to, from an initial state, reaching a goal state, expressed 

by the user.  
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      In this context, we propose an algorithm for automatic scheduling of semantic 

Web services, which is based on two technical alignments of ontologies: the technical 

terminology and technique extrinsic [1].  

 
Algorithm. 2. Ontology Alignment. 

This algorithm is based on the function Similarity_Terminology (word1; word2): It 

compute a similarity measure for the concepts of input parameters and output, 

between two ontologies OWL-S. The measure used is the metric Jaro-Winkler [15].  

In this algorithm, the parameters (Precondition, Result and TextDescription) are 

often in the form of a long text including phrases, sentences or even paragraphs. For 

this reason, the similarity measures designed to deal with short strings, such as 

Jaccard, Hamming, and Jaro are no longer appropriate. Instead, we propose a measure 

that is based on a hybrid method to compare the longth [8].   

Similarly, this algorithm is based on the function Similarity_Extrinsic (word1; 

word2). It is used to compute a similarity measure for the concepts of the above 

parameters between OWL-S ontology concepts with two ontologies OWL-S to 

describe Web service semantics. There are several methods to calculate semantic 

relations in WordNet, among these methods; we chose to use the Jiang-Conrath 

measure [9].  

The construction of a plan is based an Algorithm for automatic discovery of 

semantic Web services; we have shown previously to find the similarity between two 

different ontologies OWL-S. That is to say, the plan starts from the first Web service 

in which its parameters (Input, Precondition, Result and TextDesciption) are 

semantically similar to the same parameters of the user query. Then Output parameter 

of the first Web service is semantically similar to the Input of another semantic Web 

service. Then, the parameters (Input, Precondition, Result and TextDesciption) of the 

second Web service are semantically similar with the same parameters of another 

semantic Web service. 

This process continues until the last Web service, such as its Output parameter is 

semantically similar to the output parameter of the user request. At the end of this 
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algorithm, we finally get a plan or several plans of automatic composition of semantic 

Web services.  

3.4   Optimization Module  

In fact, if the automatic discovery process is complete, a large number of semantic 

Web services can be found. As a result, the number of Web services increases and 

thus candidates for automatic composition process of Web services can take a long 

time. Under these conditions, the following criteria: Input, Output, Precondition, 

Result and TextDescription are not sufficient to allow a selection of Web services. 

We must use other criteria and parameters such as Quality of Web service (QoS) to 

distinguish between these Web services.  

It is necessary to add an optimization phase whose goal is to provide the user with 

the best semantic web services according to certain criteria. This step takes into 

account user preferences in terms of quality Web service it wants, since each user has 

different needs and preferences, so it would be interesting to customize the dialer to to 

provide improved results to users' needs. For example, a user prefers a web service 

with response time less than 12 ms execution time greater than 30 ms, and a cost of 

13 cents per call, in this case, we select only the Web services that have these 

properties.   

4   Implementation  

We have developed a web application using JSF technology Eclipse Galileo, to show 

the proper functioning of our architecture in a distributed and heterogeneous. With 

regard to the different similarity measures that are implemented in our architecture, 

we used the Java API SIMPACK. We use two APIs to query WordNet 2.0, the API's 

functionality JWNL extracted for each lemma the list of its corresponding synsets in 

WordNet ontology and the API JWordNetSim to measure the similarity between 

synsets in WordNet. And to manipulate OWL-S, we used the OWL-S API provides a 

Java API to access programs, in addition, the Jena API is a Java framework for 

building Semantic Web applications.  

5   Conclusion and Future Work   

It is important that our proposed architecture for the composition can be made in a 

clear manner. From the perspective of the user, once the request is set, the platform 

began to compose semantic Web services automatically required existing and propose 

at the end of the compositions found.  

We intend in the near future enrich our approach using optimization techniques 

such as heuristics and meta heuristics to select the best candidate Semantic Web 

Services in terms of quality of service after the stage of automatic discovery. This 
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work can be completed by the introduction of a formal semantics for verification of a 

composition.   
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