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Abstract. The problem of identification of natural languages for the 

texts written in transliteration is considered. We consider a method 

of identification of five Slavic languages for texts written with use 

of a Latin transliteration. We use two ways of creation models for 

such texts and compare results of those application. 
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1 Introduction 

In various type of information systems intended for automatic processing of large 

amounts of texts in natural languages various data recognition problems are actual. 

The requirement of automating textual data processing brings specific importance to 

the language identification problem of a text or a part of a text. 

At present time the sufficiently accurate language recognition methods for long 

texts consisting of tens of sentences are known [1]. Models based on frequencies of 

letter combinations are widely used to identify language of a text [2, 3]. It was noted 

in [3] that it is possible to use rank methods for language identification of a text, but 

they are not suitable for short texts. Also in [3] it is concluded that the language iden-

tification problem for short texts segments is still actual, and higher accuracy is 

achieved at the expense of larger model size and slower processing. 

In [4] a language identification method for texts in natural language was studied. 

This method was applied to texts written in native alphabets for corresponding lan-

guages and good results were achieved. In current work we consider using the same 

method for language identification of a text written in Latin transliteration. 

We use a set of five Slavic languages: Russian, Ukrainian, Byelorussian, Bulgarian 

and Macedonian. All of these languages use Cyrillic alphabet as native, and translit-

eration must be used to write in Latin.   

The main problems related to language identification process are: 

 A wide variety of conflicting transliteration tables; 
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 A frequent use of transliteration rules which do not meet any of standard translit-

eration tables. 

 Amount of texts in transliteration is not enough for construction of training sets 

that are used in language identification algorithms.  

To solve the first problem several transliteration tables should be used for each of the 

languages. Training text sets were created with an automatic text generation process 

from Cyrillic texts by using transliteration tables. 

2 Statistical model for a natural language text 

The text language identification problem is a pattern recognition problem, and its 

solution can be based on a probabilistic model. A Bayesian classifier can be applied to 

a string of characters assuming that we know statistical characteristics of characters 

for texts in specific language or texts belonging to a given class. 

Let’s consider a string s which consists of N characters сn (n = 1,…, N) that belong 

to alphabet Σ. Further we will use the following notation: s = с1с2…сN - a specific 

value of the string, si = ci – a value of a character which is at i-th position in the string. 

For solving the problem this string must be assigned to one of the classes  

Yl(l = 1, …, K ), where Yl denotes one of K languages. 

We assume that every class defines some kind of probability distribution on the set 

of all possible strings. In that case it is possible to apply a statistical criterion of max-

imum likelihood to determine a class which contains the string being classified. 

The probability of a fact that string s will appear in some language equals to prod-

uct of probabilities that each character of this string will appear in this language pro-

vided that all preceding characters will appear in this language too: 
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Let’s assume that the probability distribution for a character at i-th position depends 

on probability distribution of not more than k preceding characters.  In this case equa-

tion (1) can be written as following: 

 ),...,|(),...,|( 111111   iikikiiiiiii cscscsPcscscsP  (2) 

An estimation of the conditional probabilities is performed on the training set. For this 

purpose, the frequencies of all substrings of lengths less than k+2 are calculated, and 

the estimated value of conditional probability for the next character is a ratio of the 

frequencies of the corresponding substrings: 

 km
ccf

ccf
cscscsYP

imi

imi
iimimiiil 




 ,

)...(

)...(
),...,|,(

1

11 ,  (3) 



Language Identification for Texts Written in Transliteration      15 

f(X) – the frequency of substring X in the training set. 

The estimated value of probability of string s appearance in class Yl is defined as 

follows: 
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The classified string is assigned to the class with the highest probability estimate. 

3 Algorithm implementation 

First, each natural language text is converted to a set of words consisting of lower 

cased characters belonging to the native alphabet of the language. It forms a frequen-

cy dictionary of substrings having lengths in the range [1, k+1] taken into account the 

number of word occurrences in the text. This process is executed during the construc-

tion of a string model for a given language. This construction is based on training set 

of texts. The model is represented as a finite state machine with states marked with 

preceding character sequences and transitions marked with the next character and 

corresponding conditional probability. 

A single space is appended to the end of each word of the text, then the word is 

passed as input to the finite state machine. The initial state of the machine corre-

sponds to character sequence consisting of k spaces. According the formulas (1) – (4) 

a probability of transition to the next state from the current one by each of the charac-

ters is being calculated. A probability of appearance of the given word is a product of 

probabilities of all transitions that occurred during the machine operation. The proba-

bility of a text is a product of probabilities of all its words. 

For the language identification a probability of the text appearance for models of 

every natural language is estimated. The language of the model with the highest prob-

ability is assigned to the text. 

4 Quality of the text language identification 

For the language identification of a text fragment a numeric estimate of its corre-

spondence to a natural language text model can be calculated. Let the text fragment s 

consist of N characters. A probability of its appearance in the text written in l-th lan-

guage can be estimated with the formula (4). Then an estimation of this text fragment 

correspondence to the l-th language will be calculated as: 
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P(Yl, s) – the probability of the string s appearance in the language Yl; 



16      A. Chepovskiy et al. 

 

N – the number of characters in the string s; 

const – a normalizing constant. 

The expected value of this estimation doesn’t depend on the length of text fragment. 

We choose the language with a maximum value of the estimation El(s). 

5 Initial data 

Transliteration tables for all of five languages were constructed. Several different 

tables were used for each language – from 4 to 10, depending on language. 

Cyrillic text sets consisting of at least 500 thousands characters were made for each 

of the five languages. These sets were automatically transliterated into Latin alphabet 

with each of the transliteration tables. Some tables contain ambiguous translation 

rules (i.e. there are several versions of Latin character combinations for one Cyrillic 

character). When several different rules were possible then only one of the rules was 

chosen randomly. These texts subsequently were used as training texts for creation of 

text models. 

Test sets consisting of at least 50 thousands characters were constructed for each 

language. Test sets are real texts written in transliteration taken from various sources. 

We will call texts written in transliteration as transliterated texts, and texts written in 

native alphabets of corresponding languages as native texts. 

To compare language identification quality for transliterated texts with language 

identification quality for native texts the following training and text sets of the same 

size were made: 

 Cyrillic sets for the five languages being considered; 

 Sets for 31 languages which use Latin alphabet as native. 

6 Experimental results 

We evaluate the quality of our language identification method by calculating preci-

sion and recall for individual languages. When we identify the language of a text 

sample of known language we can determine whether it was identified correctly or 

not. For a set of test samples we know the number of correctly identified samples as 

well as the number of identification errors for each language. For a given language 

precision can be calculated as a ratio of the number of correctly identified text sam-

ples in this language to the overall number of samples identified to this language. 

Recall is a ratio of correctly identified text samples in this language to the number of 

all samples in this language in the test set. We use F-measure to combine precision 

and recall to a single value, which is defined as harmonic mean of precision and re-

call. 

To evaluate the quality of the language identification method we created a set of 

language models. Each model was trained on a text from the training set and marked 

with the language of that text. Then several sets of text samples were created from the 

texts belonging to the test set. Each set included 1000 text samples for each language 
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of the same length. The samples were generated as text fragments starting from a 

randomly selected position inside text with the restriction that the position must be a 

beginning of a word. Every text sample was evaluated with every model and the lan-

guage of the model with the highest estimate was chosen as the identified language of 

the sample. Then the values of F-measure were calculated for every language. 

The set of models included 5 models for transliterated texts of Slavic languages as 

well as 31 models for native texts with languages which use Latin as their native al-

phabet. The test set contained 36 texts for the same languages.  

We considered two methods of language identification for transliterated texts. The 

first method uses several text models for each language. Each model corresponds to a 

particular transliteration table for the language. The model is trained on a text which 

was generated using that transliteration table. So the set of models contains several 

different models for each language. If a text sample receives the highest estimate for 

any of the models for a particular language then the sample is identified as belonging 

to that language. The second method uses exactly one text model for each language. 

The model is trained on a text which is a concatenation of all texts generated for the 

language by using all its transliteration tables. 

Figures 1 and 2 show dependence of the language identification F-measure for 

transliterated texts on the text sample length. Using several models for each language 

instead of one model does not lead to significant improvement of the text language 

identification. 

 

Fig. 1. Dependence of the F-measure on text sample length when using several models for one 

language. 
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Fig. 2. Dependence of the F-measure on text sample length when using one model for one 

language. 

For comparison figure 3 shows the language identification quality for native texts. 

Results were obtained by training and testing of five language models for the Cyrillic 

sets for the same five Slavic languages. 

 

Fig. 3. Dependence of the F-measure on text sample length for language identification of native 

texts. 
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From figure 3 one can see that language identification quality for transliterated texts is 

significantly lower than for native texts. The most substantial part of accuracy loss 

occurs when transliterated text incorrectly classifies to model representing translit-

erated text of another language. There are much fewer errors when transliterated text 

classifies to a language that uses Latin alphabet. 

To illustrate this fact, we can measure the quality of separation of transliterated 

texts from native texts written in Latin. It is much higher than language identification 

quality for transliterated text. Figure 4 shows F-measure values for separation of 

transliterated texts for various text sample lengths. 

 

Fig. 4. F-measure values for separation of transliterated texts for various text sample lengths. 

7 Conclusion 

The text model considered in this article allows to successfully separate texts written 

in languages with Latin-based alphabets from texts written in Latin transliteration for 

languages with Cyrillic alphabets. The F-measure of such separation reaches 98% for 

short texts consisting of only 20 characters. 

Identification accuracy of languages using Cyrillic alphabet for transliterated texts 

reaches more than 80% for texts consisting of 40 characters. 

It was observed that using several different text models for a single language does 

not give a significant advantage over using a single model for a language. 
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