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Abstract. Predicting student performance (PSP), one of the task in
Student Modeling, has been taken into account by educational data min-
ing community recently. Previous works show that good results can be
achieved by casting the PSP to rating prediction task in recommender
systems, where students, tasks and performance scores are mapped to
users, items and ratings respectively, and thus, matrix factorization -
one of the most prominent approaches for rating prediction task - is an
appropriate choice.
In this work, we propose using Factorization Machines which combine
the advantages of Support Vector Machines with factorization models for
the problem of PSP. Experiments on two large data sets show that this
approach can improve the prediction results over the standard matrix
factorization.

1 Introduction

Predicting student performance (PSP), one of the tasks in student modeling, has
been taken into account recently [1, 2]. Precisely, PSP is the task where we would
like to know how the students learn (e.g. generally or narrowly), how quickly or
slowly they adapt to new problems or if it is possible to infer the knowledge
requirements to solve the problems directly from student performance data [3–
5], and eventually, we would like to know whether the students perform the tasks
(exercises) correctly (or with some levels of certainty).

To address the problem of PSP, many methods based on traditional classifi-
cation/regression techniques have been proposed [6, 7] (see [8] for more details).
One of the state-of-the-art approach in student modeling, especially PSP, is
Bayesian Knowledge Tracing (BKT) [3] and its variants such as BKT-EM [9]
(where the parameters are learned using Expectation Maximization), BKT-BF
[10] (which learns the parameters by a Brute-Force approach), or by taking in-
dividualization into account [2].

Recently, [1, 11] have proposed using recommendation techniques, e.g., ma-
trix factorization, for PSP. The authors have shown that predicting student per-
formance can be considered as rating prediction task since the student, task,



and performance would become user, item, and rating in recommender systems,
respectively. Moreover, [12] have shown that for the problem of PSP, the factor-
ization techniques can produce competitive results to the state-of-the-art BKT
models.

In this work, we will show that prediction results can be improved by using
Factorization Machines [13] which take the advantages of both Support Vector
Machines and Factorization Models.

2 Method

We first summarize the standard Matrix Factorization and the Factorization
Machines, then we present an example to see how the data could be represented
for the PSP problem.

Matrix Factorization (MF): Matrix factorization is the task of approx-
imating a matrix X by the product of two smaller matrices W and H, i.e.
X ≈ WHT [14]. W ∈ RU×K is a matrix where each row is a vector containing
the K latent factors describing the student u and H ∈ RI×K is a matrix where
each row i is a vector containing the K factors describing the task i. Let wuk

and hik be the elements of W and H, respectively, then the performance p given
by student u to task i is predicted by:

p̂ui = 〈wu,hi〉 =

K∑
k=1

wukhik

Factorization Machines (FM): FM is a new model class that combines
advantages of Support Vector Machines with factorization model [13]. The FM
is a predictor that can work with real valued feature vector and can model the
interactions between variables using factorized parameters. Thus, it is appropri-
ate for sparse data environments. Let x be an input feature vector and y a target
variable. Then the prediction of x is computed by:

ŷ(x) = w0 +

n∑
i=1

wixi +

n−1∑
i=1

n∑
j=i+1

〈vi,vj〉xixj

where w0 ∈ R is a global bias, wi ∈ R models the strength of variable i, and
〈vi,vj〉 models the interaction between variable i and j

〈vi,vj〉 =

K∑
k=1

vikvjk

Similar to the MF, for learning the FMs’ parameters, stochastic gradient de-
scent is also used (please refer to [13] for details).



Data representation: Similar to an example presented by [13] in recom-
mender systems, here, for Student Modeling, suppose that we have the set of
students S, tasks T, and observed data O (student, task, time, performance) as
in the following:

S = { John (J), Mike (M), Bob (B), . . .}
I = { Task 1 (I1), Task 2 (I2), Task 3 (I3), . . .}
O = { (J, I1, 05/06/2012 14:00, 1), (J, I2, 05/08/2012 15:00, 1),

(M, I2, 05/07/2012 18:00, 0), (B, I2, 05/06/2012 10:00, 1),
(B, I3, 05/08/2012 17:00, 0)}

These data need to be converted to the FM format, as an example in Fig.
1. Each student/task will become a binary attribute to present whether that
student/task appears in the transaction. In addition, we can add more features
such as the hour (time) when students solve the problem (from a biological point
of view, one can guess that when the student solves the problem at 10:00am,
he/she has more chance to do it correctly than doing at 18:00pm since he/she
may get tired at the latter time). Moreover, we can add the features to present
the last task which was solved before the current one.

Fig. 1. Data representation. Each row is a vector including feature x and target y

3 Experimental Results

3.1 Data sets

In the experiments, we have used two large data sets from the KDD Challenge
20101. These data, namely Algebra and Bridge, represent the log files of in-
teractions between students and the tutoring system. While students solve the
problems in the tutoring system, their activities, success and progress indicators
are logged as individual rows in the data sets.

The central element of interaction between the students and the tutoring
system is the problem. Every problem belongs into a hierarchy of unit and section.

1 http://pslcdatashop.web.cmu.edu/KDDCup/



Additionally, a different number of skills (or knowledge components - KCs),
which represent specific skills used for solving the problem (where available), is
provided.

Target of the prediction task in these data sets is the correct first attempt
(CFA) information which encodes whether the student successfully completed
the given step on the first attempt (CFA = 1 indicates correct, and CFA = 0
indicates incorrect). The prediction would then encode the certainty that the
student will succeed on the first try.

For applying factorization techniques, the information in these data sets can
be mapped to user, item, and rating in recommender systems [11], as in the
following:

student 7→ user ;
task (skill - knowledge component) 7→ item;

performance (CFA) 7→ rating

Information of student, task, and performance is summarized in Table 1. All
empty values of the skill are considered as a new skill ID. The multiple skills are
encoded into a single skill as described in [2].

Table 1. Information of students, tasks, and performances (CFA)

Data set #Students #Tasks #Performances

Algebra 2008-2009 (Algebra) 3,310 2,979 8,918,054

Bridge to Algebra 2008-2009 (Bridge) 6,043 1,458 20,012,498

3.2 Evaluation metric and baselines

Evaluation metric: The root mean squared error (RMSE) is used to evaluate
the models as the following:√∑

ui∈Dtest(pui − p̂ui)2

|Dtest|

Baselines and State-of-the-arts: The proposed approach, which uses the
FM2 for PSP, is compared with some baselines such as global average, student
average, and biased student task (this originally is user-item baseline in [14]).
The standard matrix factorization3 was also compared since previous works [1,
11] shown that MF can produce competitive results. Furthermore, the proposed
approach is also compared with the state-of-the-art BKT-EM4 and BKT-BF5

models [10, 9, 3] and Logistic Regression6 model.

2 software is available at www.libfm.org
3 software is available at www.ismll.uni-hildesheim.de/personen/nguyen en.html
4 software is available at www.cs.cmu.edu/∼listen/BNT-SM
5 software is available at users.wpi.edu/∼rsbaker/edmtools.html
6 software is also available at komarix.org/ac/lr/lrtrirls



3.3 Results

The root mean squared error (RMSE) results are presented in Figure 2. Clearly,
we can see that using the FM approach, the prediction results are improved over
the other baselines, the standard matrix factorization, and the state-of-the-art
BKT models on both Algebra and Bridge data sets7. Since the BKT-EM runs
rather slow (even intractable) on Bridge data set, we have not reported its result
on Bridge.

Fig. 2. Root Mean Squared Error (RMSE)

In this experiment, we only use the features of students and tasks (the first
two groups of features in Figure 1), however, we believe that adding more fea-
tures, e.g., the time/hour and the last task (the last two groups in Figure 1), we
can reach further improvements.

4 Conclusion

In this work, we have proposed using the Factorization Machines - an open source
software - which combined the advantages of SVM and Factorization Model, for
predicting student performance.

Another advantage of this approach is that, in the future, we can add more
features, e.g., the time/hour, weekday, the number of opportunities that the
student has seen the skill, the number of problem views, the tasks were solved
by the student previously, the last task, etc, to further improve the prediction
results.
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7 However, significance test should be done in the future
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