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Abstract. Some researchers have developed relevant and diverse pro-
posals for improving the content quality of the learner model in In-
telligent Tutoring Systems, mainly reducing its uncertainty. Following
this aim, this paper proposes an open learner modeling approach using
Bayesian networks, focusing on negotiation mechanism to solve detected
cognitive conflicts that can emerge when the learner inspects information
of his model inferred by the system. Therefore, we addressed some issues
concerning the provision of inspectable model and negotiated updating
of this model. Its contribution lies in the fact that the learners attempt
to change the learner model is met with a challenge, leading to a decision
if the learner claims to know more (or less) than the model represents.
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1 Introduction

The field of Intelligent Tutoring Systems (ITSs) claims to be adaptive, yield-
ing software systems that provide individualized instruction by creating and
maintaining model of their learners. Some proposals for these models have been
hidden from the learner. However, other research approaches were expanded to
open the learner model, allowing the learner to inspect his model thereby facili-
tating reflection, which is known to enhance the learning process [6]. Following
this trend many challenges have been faced in this research direction in order to
improve even more the accuracy of the model. Open learner modeling in ITSs has
been the focus of several studies in the literature. However, little work has been
done on developing interactive updating procedures of the learner model, involv-
ing the learner and the system. Proposals for open learner modeling have been
considered by some work in the literature (e.g., [1, 6, 8]), but some of them do not
include negotiation mechanism to solve potential conflicts in their approaches.
However, experiments performed in [2, 5, 7] have shown that the provision of ne-
gotiated student models are potentially useful because they can help the student
to reflect on their knowledge.
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This paper proposes an open learner modeling approach using Bayesian net-
works, focusing on negotiation mechanism to solve detected cognitive conflicts
that can emerge when the learner inspects information of his model inferred
by the system. Alternatively, these conflicts can be also detected by the sys-
tem. Here, it is important to say that the mentioned conflicts are identified in
the context of problem solving situations when the learner and the system have
conflicting evaluations about the solution of a given problem. Then, some negoti-
ation method is necessary to solve these conflicts. To this end, we addressed some
issues concerning the provision of inspectable model and negotiated updating of
this model.

2 The Learner Model and The Negotiation Mechanism

The model is divided into two parts, one to represent the tutor’s belief in learner’s
knowledge Mt and the other part represents the learner’s belief in himself, de-
noted by Ms. The Mt and Ms are represented by Bayesian Networks (BNs), they
have the same structure, their difference is how the evidence is inputted. In ad-
dition, these BNs are constructed taking into account the curriculum structure
proposed in [4]. We utilize one Dynamic Belief Network (DBN) to represent the
learner model with two parts [3]: i)Domain-general knowledge, to represent the
entire learner’s domain knowledge, and ii)Task-specific, to represent the learner’s
knowledge in a specific problem.

The part of Domain-general is built from the domain definition for each
learner, the probabilities of this part of the model are utilized by the tutor to
the assessment of the learner and to the process of negotiation. The part of Task-
specific is generated in run time and it is built from the problem characteristics.
When a learner finishes to solve a problem, the probabilities of the part of Task-
specific are updated, so, the nodes related with the task-specific part are pruned
and the marginal probabilities are used to update the part of Domain-general [3].

The knowledge of the learner is modeled in the BN of domain-general knowl-
edge. The Figure 1 presents the general structure of the BN, its nodes and edges.
The BN contains two types of node: i)Pedagogical Unit (PU) node represents a
skill of the learner. This node can be the parent of a set of other Pedagogical
Unit nodes or a collection of Problem Set nodes; ii)Problem Set (PS) node that
represents the learner’s knowledge in a specific set of problems. Every node has
two values, mastered or not mastered, that measure the learner’s knowledge.

Fig. 1. The BN Structure of the Domain-general part of DBN Model
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The part of Task-specific models the learner’s knowledge in a specific prob-
lem. This part of DBN contains a Problem (P) node that represents the proba-
bility of learner solve it and one Problem Set (PS) node, that is borrowed from
Domain-general BN. Both nodes have two values, mastered or not mastered. The
Problem Set node is parent of a set of Problem nodes. When the learner finishes
a problem, the Problem node is pruned and the probabilities of the Problem Set
node are roll-up and the Domain-general BN is updated.

The weights of the Bayesian Network are given by the Knowledge Engineer
(responsible for modeling the domain knowledge). To set the prior probabilities,
we established five degrees of knowledge: No idea=0.05, Basic=0.25, Good=0.50,
Very good=0.75 and Expert=0.95. Intuitively, this indicate the prior knowledge
that the system/teacher puts on a learner. To set the table of conditional proba-
bilities, we follow the approach proposed by Zapata-Rivera and Greer [9]. TheMt

takes the learners performance in solving problems, so the evidence is captured
and propagated of the following way. When a learner submits a solution for a
problem p1, the tutor verifies his solution and returns a value v ∈ [0, 1] referents
the learner’s grade in p1. So, v is used as evidence for the Task-specific part of
Mt, the calibration of the Problem node P1 referents to the problem p1 is set of
the following way: P (P1 = mastered) = v. The Ms model captures the learners
belief in themselves, this belief indicates the trust in the solution that he sub-
mitted. The evidence is captured of the following way: after solve a question, the
tutor ask to learner what is his belief in his solution. The learner marks his belief
according to these degrees: Very unsure=0.05, Unsure=0.25, Almost sure=0.5,
Sure=0.75 and Very Sure=0.95. This approach is based on the previous work
presented in [2]. So, the propagation of evidence is the same of the Mt model.
The learner will have access to his model, to achieve a good visualization of the
learner Model, we utilize the same approach used in ViSMod [9], the Figure 2
presents a visualization of the learner Model.

Fig. 2. The Open Learner Model, the Ms on the Left and Mt on the Right.

The negotiation process can be started by the learner or by the system. The
learner might initiate a negotiation process when he disagrees with tutor’s belief
about a pedagogical unit, this can occur for various reasons, e.g. the learner
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learned outside the tutors environment the knowledge about some Pedagogical
Unit. The tutor always starts a negotiation process when it detects a cognitive
conflict. A cognitive conflict occurs when the difference between tutor’s belief
and the learner’s belief exceeds some threshold. By interacting with the learner
in a process of negotiation, the tutor must select one of the pre-defined nego-
tiation strategies. This strategy determines the behavior of the system during
the negotiation. It depends of two factors: i)student’s credibility; and ii)the new
belief required by the student, if the student is trying to change the system’s
belief or if the tutor is trying to change the student’s belief.

The learner’s credibility is modeled by a DBN, see Figure 3. Where the Prob-

Fig. 3. The DBN of the Learner’s Credibility.

lem node PN represents the problem that the student has solved, this node is
borrowed from Task-specific part of the Mt; the Negotiation node represents
the negotiation status when it finalized, it has two binary values, agreement or
not agreement; the Delta-Beliefs node represents the difference between tutor’s
beliefs and student’s beliefs, it has two values: positive and negative. The cali-
bration of Delta-Beliefs node is given by: P(Delta-Beliefs = positive) = tanh(δb),
where tanh is the hyperbolic tangent that serves to map the δb to [0,1] and δb is
defined by: δb =

∑
pu∈Mt

P (pu = Mastered)2 −
∑

pu∈Ms
P (pu = Mastered)2.

The prior and the conditional probabilities are set as we explain in Subsec-
tion 2. The prior of the Credibility node is set with the threshold Good. The
conditional probabilities are calculated according the degrees of influence be-
tween nodes, the Credibility node has a very weak influence on Problem node
and a Weak influence on the Delta-Belief and Negotiation nodes. The credibility
is updated every time a new evidence is captured, a problem has been solved or
a negotiation has been finished.

The interaction between the student and the system is through dialogues
menu and are controlled by dialogue rules, this movements of dialogue are based
on previous work presented in [5]. These rules also define which movements of
dialogue will be shown in the menu, so the student can interact in each movement
of the negotiation. For each movement of dialogue executed by the student, the
system is going to answer with another movement of dialogue which will be
determined by the negotiation strategy adopted by the system. There are three
cases to the learner starts a dialogue: requires an explanation about a belief,
requires a change of the tutor’s belief or suggests a change of the tutor’s belief.
If the learner requires the tutor an explanation, the tutor will inform him about
the reasons that led it to establish that belief to him. The explanation can be, e.g.
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statistical data about learner’s performance. During the process of negotiation,
the tutor may request to the learner prove that the tutor’s belief is wrong,
alternatively, the learner will be able to ask the tutor the opportunity to prove.

The proof process consists of two problems: i) an analysis problem (where the
solution of a problem will appear to the learner and it should indicate whether
the solution is right or wrong), ii) a problem of synthesis (where a problem will be
given to the student to solve). The learner will have two chances to solve each
problem. The problems are chosen according with the similarity to problems
that the learner had made mistakes. After the test process in the time T + 1,
the learner will have a grade g in the range [0,1] associated with his perfor-

mance. The tutor’s belief P (PU)
(Mt)
T+1 will be update by the following Equation:

P(PU)
(Mt)
T+1 = P (PU)

(Mt)
T +α∗g∗(P (PU)

(Ms)
T −P (PU)

(Mt)
T ), whereP(PU)

(Mt)
T is

the tutor’s belief before the learner submits the test, P (PU)
(Ms)
T is the learner’s

belief before test and α = 0.5 is a smoothing parameter. The learner will have
two opportunities to submit the solutions. After that, the tutor’s new belief will
be exposed to the learner, and he will be able to agree or not. In the case of
agreement, the negotiation will be finalized, otherwise, the negotiation will con-
tinue until the learner accepts the tutor’s beliefs through the proof process or
until one the part involved quit, finalizing negotiation.

Likewise for the student, the tutor has three possible ways to start a nego-
tiation: i)requires a justificative for a belief, ii)requires the change of a belief or
iii)suggests a change of a belief. In the case of the learner’s belief be lower than
tutor’s belief, the tutor will adopt the strategy of Support during negotiation.
This strategy consists in try to prove to the learner that he has more knowledge
about a Pedagogical unit than he suppose have and will try to convince him to
change his belief to equal to the tutor’s belief. In the case of learner’s belief be
greater than tutor’s belief, the strategy will be Persuasion. So, the tutor will
try to prove that the learner is overestimating his knowledge and will try to
convince him to decrease his belief until it equal to the tutor’s belief. In both
cases, to convince the learner, the tutor will be able to utilize statistical data
and/or show problem solutions that the student has submitted with their re-
spective diagnosis. When the learner inspect his model, the tutor will show his
learner model like showed in Figure 2. If the learner disagrees with the system’s
opinion about his knowledge in any pedagogical unit, he can start a negotiation
dialogue with the system. During the dialogue, the system will adopt a strategy
of negotiation, which may be modified during the dialogue. The Figure 4 shows
an example of negotiation dialogue started by the learner.

3 Conclusion and Future Work

Overall, the main contribution of our work is two-fold: the representation of the
learner through a Bayesian networks associated with the curriculum structure
and the provision of an updating learner model method that includes a negoti-
ation mechanism to solve cognitive conflicts that emerge from problem solving

51



Fig. 4. Example of Negotiation Dialogue Started by the Learner.

evaluation processes. Therefore, we make a contribution to open learner model-
ing, advancing to existing approaches in the literature. The preliminary results
obtained in a case study by using a complete scenario worked on our developed
fraction tutor, revealed the value of our modeling approach. For future work,
we will conduct experiments in a basic math classroom to better evaluate the
effects of our approach on reflection and learning processes.
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