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ABSTRACT
The users are present in multiple social networks/virtual com-
munities and each one can be considered as a source of in-
formation about this user. In face to this question it is im-
portant a mechanism to integrate the user profiles. Through
the integration of user profiles it is possible identifier more
accurately their interests analyzing other data sources that
they are present, possible reducing thecold-start problem.
In this context, we present a semantic approach to help in-
tegrate data from multiple sources, for the construction and
maintenance of user profiles that will be used to improve the
quality of a recommender system. To integrate data from
multiple sources, we defined a heuristic that quantifies the
importance of each data source for a given user. To validate
our approach, we perform a case study, where the solution
was coupled into a recommender system of papers focused
in Software Engineering domain. The user profiles were
built extracting their information from the Brazilian Curricu-
lum Vitae database named CV-Lattes, an academic platform,
and Linkedin, a business network. We compared the quality
of the recommendation based on the profiles integrated and
non-integrated. The results show the superior quality of the
recommendation based on integrated profile.
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INTRODUCTION
The advent of so-called social web transformed the users,
now they are not just consumers of content, but they have
an important participation in the creation of content. At the
same time that it facilities to its users, offering servicesthat
yield information such as blogs, forums, social networks,
among others it has helped to accelerate the growth of digital
content. However, the excess of available information and
the difficulty of find relevant content led these users face the
well-known problem of information overload [2].

Personalized recommendation systems [1] have been used
to alleviate this problem. In the content-based approach,
the recommender system models the interests of user in a
profile that is built based on the features of the contents as-
sociated to the user and recommends other items with sim-
ilar features [8]. An interesting question is that the users
are present in multiple social networks/virtual communities
and each one can be considered as a data source about this
user [12]. For example, in Figure1, the user has profiles in
three different data sources (could be, for instance: a social
network, a CV online and a blog). Each data source main-
tains a profile to represent the user (profile description). This
profile describes the interests of the user and can be repre-
sented in many ways, e.g., a list with all posts that the user
has done.

Thus, users can have many profiles representing his inter-
ests, in face to this question it is important a mechanism to
integrate the user profiles. Through the integration of pro-
files it is possible identifier more accurately their interests
analyzing other data sources that they are present [4]. In this
context, we present a semantic approach to help integrate
data from multiple sources, for the construction and mainte-
nance of user profiles that will be used to improve the quality
of a recommendation system.

The Figure2 presents the process of profiles integration and
where it fits into the recommendation process. So, the inte-
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gration process is a preliminary step to recommending. The
multiple profiles are integrated using our semantic approach
resulting in a more complete profile.

Figure 1. The user in multiple data sources.

Figure 2. The user in multiple data sources.

Therefore, the main purpose of our work is answer the fol-
lowing research questionQ1: Will the profiles integration
improve the quality of recommendation of a recommender
system?In this context we consider an improve in recom-
mendation when the relevance of the recommended items is
maximized and when the most important items are priori-
tized. So, to answer this question, we define the following
hypotheses:

• Ha,1 – Yes, the profiles integration will improve the rec-
ommender system.

• H0,1 – No, the profiles integration will not improve the
recommender system.

Other question about the integration of profiles is that we ex-
pect that our approach may reduce the well-knowcold-start
problemof new users in a data source. So, other investiga-
tion of this work is answer the following research question

Q2:Will the profiles integration reduce the cold-start prob-
lem in a recommender system?For this question we define
the following hypotheses:

• Ha,2 – Yes, the profiles integration will reduce thecold-
start problem.

• H0,2 – No, the profiles integration will not reduce the
cold-start problem.

To validate our approach and answer the presented research
questions,Q1 andQ2, we perform a case study where the
solution was coupled into a recommender system of papers
focused in Software Engineering domain. Ten volunteers
participated of the case study, their profiles were built ex-
tracting their information from the platform CV-Lattes1, a
Brazilian academic database contained an academic resume,
institutions and research groups, and (ii) the Linkedin2, a
network used by professionals where the users maintain a
profile about their interests and can interact with other pro-
fessionals. Where four volunteers were new users in the plat-
form CV-Lattes.

We compared the profiles integrated with non-integratedpro-
files according to the recommendation quality using the met-
ric Normalized Discounted Cumulative(nDCG). This com-
parison was done with all users to verify theQ1 and with
new users to verify theQ2. The results show that in both
cases (all users and new users) the integrated profile im-
proved the quality of the recommendation, thus the presented
alternative hypothesis,Ha,1 andHa,2, were accepted.

DEFINITIONS
In this section, we present the preliminary definitions about
the problem and variables used. First, we present the prob-
lem definition, so the construction of the domain knowledge,
then the construction of the user profile in one data source.

Problem Definition
LetS = {s1, s2, ..., s|S|} be the set of data sources andU =
{u1, u2, ..., u|U|} be the set of users, where a sources ∈ S is
characterized as being a place that allows to users create and
consume content. The set of contents available to the users
u ∈ U is defined byI = {i1, i2, ..., i|I|}, where the content
i has the attribute:mi that represents a text description of
the content.

The setIu,s = {(i, t)1, (i, t)2, ..., (i, t)|Iu,s|} represents the
contentsi ∈ I that the useru consumed in the data source
s, the labelt represents the time when the user created the
content. In this model, the content can be videos, music,
papers, posts, etc, since they have a text description to repre-
sent them. The useru has his preferences in the data source
s represented by a profile~psu that is content-based built using
the setIu,s [1]. Our goal in this work is define and validate
a functionintegration that integrates the user profiles and
returns an unique profile that represents the interests of the

1http://lattes.cnpq.br/
2http://www.linkedin.com
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user in all data sources, thus:

~pu = integration( ~ps1u , ~ps2u , ...,
~

p
s|S|
u ). (1)

Determining the Domain Knowledge
We used an ontology-based approach to represent the do-
main, the use of ontology aggregates semantic to the profile.
We follow the approach proposed by Loh et al. [7]. The
ontologyO is defined as a tupleO = (C,E,K). Where
C = {c1, c2, ..., c|C|} is the set of concepts associated to the
domain, each conceptc is a node in the ontologyO. The set
E = {e1, e2, ..., e|E|} represents the taxonomy among con-
cepts, wheree = (cy, cj) means that the conceptcl is parent
of cj . The concepts are disposed in a tree structure, i.e., each
concept can have more than one child, but can have only one
parent. The setK = {k1, k2, ..., k|K|} represents the terms
(words) that are associated with the conceptsc ∈ C.

Each conceptc ∈ C is represented by a vector of weights,
thus ~c = (w1,c,O, w2,c,O, ..., w|K|,c,O), where the weight
wk,c,O is associated with the tuple(k, c, O). The weight
wk,c,O can be considered the probability of the termk be
related to the conceptc, i.e.,w ∝ P (c|k).

The weightswk,c,O are calculated statistically based in a
training set of documentsD = {d1, d2, ..., d|D|}, each con-
cept has a training setDc ⊂ D. A documentd ∈ D contains
a text description, the stop-words are disregarded, then the
weightwk,c,O is defined by the TF-IDF [10]:

wk,c,O = tf(k,Dc) ∗ idf(k,D), (2)

wheretf(k,Dc) is theterm frequencyof k inDc andidf(k,D)
is defined by:

idf(k,D) = log

(

|D|

|Dk|

)

, (3)

whereDk is the set of documents that the termk occurs,
thusDk ⊂ D .

The Construction of the User Profile
We used the Space Vector Model to represent the user pro-
file [2], so the profile~psu is a vector of terms:

~psu = (w1,s,u, w2,s,u, ..., w|K|,s,u), (4)

where the weightwk,s,u represents the importance that the
term k has to the useru in the data sources. The terms
k ∈ K were learned from ontology.

The weightswk,s,u are calculated based in the set of con-
tentsIu,s that the useru consumed in the data sources. The
weightwk,s,u is defined by:

wk,s,u =
∑

(i,t)∈Iu,s

q(k, i)

q(K, i)
∗ λt, (5)

whereq(k, i) is the quantity of the termsk in thei, q(K, i) is
the quantity of all termsk ∈ K in i. The Equation5 is very

related to thetf but difference is the temporal factorλ that
gives more importance to the newer contents than the older
in the setIu,s. The factorλ is defined according to Lopes et
al. [9]:

λt =
v −∆t+ 1

v
, (6)

whereλt ∈ [ 1
v
, 1], v is the interval of years considered of a

content in the user profile and∆t is the interval between the
present yeartnow and the yeart of the content.

THE USER PROFILES INTEGRATION
In this section, we present the proposed solution to inte-
gration of user profiles. The profiles are composed by the
weights related to the same terms of the ontology, but what
should be the operation involving the profiles to compose
the unique profile? To answer this question, we define the
importance of a data source to an user based in his activity
there. We define the activityasju of the useru in the source
datasj using the equation proposed by Souza et al. [3]:

asu =
tnow − t|Iu,s| +

∑|Iu,s|−1
j=1 (tj+1 − tj)

|Iu,s|+ 1
, (7)

wheretnow is the present time. In Equation7, as lower is the
value ofasu more active is the user, therefore we normalize
the values ofau so that

∑

s∈S asu = 1 and as higher is the
value ofasu more active the user will be in the data sources.

So, with the activity of each user defined, we define the func-

tion ~pu = integration( ~ps1u , ~ps2u , ...,
~
p
|S|
u ) as a linear combi-

nation:

~pu = integration( ~p1u,
~ps2u , ...,

~
p
|S|
u ) =

∑

s∈S

~psu · asu, (8)

EVALUATION
This section presents the methodology to evaluate our ap-
proach and answer our research question, we elaborated a
study case. The integration solution was coupled in a rec-
ommender system of papers in the Software Engineering do-
main.

The domain knowledge is based in ontology, in this study,
we adapted the ontology proposed by Wong et al. [13]. The
ontology has a total of 27 concepts. To learn the terms and
their weights, for each concept in ontology we established a
training set of 100 papers. The papers were obtained through
the Mendeley API3, for each concept we perform a search
using as query the concept description and search results
were manually verified to define the training set. We used
the title and the abstract of the papers to build the vectors for
each concept.

The user profile was constructed using two data sources: (i)
the platform CV-Lattes, a Brazilian academic database con-
tained academic resume, institutions and research groups,
3http://dev.mendeley.com/

3

http://dev.mendeley.com/


and (ii) the Linkedin, a network used by professionals where
the users maintain a profile about their interests and can in-
teract with other professionals. The profile from CV-Lattes
is built using the publications of papers of the users and the
profile from Linkedin is built using the fieldExpertise and
Skillswhere the users can determine their professional skills
and the topics where are experts.

The recommender system used to generate recommendation
to the users is content-based [1]. Let the setIrec ⊂ I =
{i1, i2, ..., i|Irec|} be the papers available to recommenda-
tion, where each paper is represented by a vector of weights
~pi calculated using the TF-IDF, as showed in Equation3.
For an useru is recommended a setIrecu ⊂ Irec with then
papers more similar to his profile~pu according the similarity
measuresim:

Irecu =
n

argmax
i∈Irec

sim( ~pu, ~pi), (9)

where the functionsim calculates the similarity between
two vectors, in this work we utilized the Cosine similar-
ity [1].

sim(~x, ~y) = cos(~x, ~y) =
~x · ~y

‖ ~x ‖ × ‖ ~y ‖
. (10)

In this case study participated ten researches that have profile
in CV-Lattes and Linkedin, of which four of them werecold-
start of CV-Lattes. We define as cold-start the users that
have less than five publications in the CV-Lattes [5]4. So, it
was suggested to the volunteers recommendation using three
different strategies of user profile: i) using the profile built
from platform CV-Lattes (lattes); ii) using the profile built
from Linkedin (linkedin) and iii) using the integrated profile
(integrated). For each subject, we recommended a list with
15 papers, among which five for each type of recommenda-
tion, they were not informed how the recommendation were
done.

The system recommended papers with information loaded
from the digital library CiteerSeerX5, with 40,855 papers
(Irec). The volunteers evaluated the quality of papers recom-
mendation according five degrees of quality, then we mapped
the degrees in a scale of relevance from 0 to 4, the Table1
shows the degrees of relevance and the corresponding values
of relevance.

For each user, we compare the profiles strategies using the
metric (nDCG). This metric computes a comparison between
a vector of relevance returned by the recommender system
and an optimal vector, so if the most relevant documents
are in the top of the recommendation list, higher will be the
score. The nDCG is calculated by [6]:

nDCG =
DCG

DCGideal

, (11)

4The work in [5] considers ascold-startusers the users who have
expressed less than five ratings.
5http://citeseer.ist.psu.edu/index

Table 1. The degrees of relevance used by the users in the paper evalu-
ation.

Degree Value of Relevance
Inadequate 0

Bad 1
Average 2
Good 3

Excellent 4

whereDCG is defined by:

DCG =

n
∑

j=1

2rj − 1

log2(1 + j)
, (12)

whererj is the relevance gave to the paper in thej-th po-
sition in the recommended list andDCGideal is theDCG
when all returned papers areexcellent.

RESULTS AND DISCUSSION
In this section we present and discuss the results obtained in
the case study. The Figure3 presents the distribution of the
degrees of relevance among the three strategies of profile
construction, we retired theexcellentdegree because there
were not papers with this classification.

Figure 3. The evaluation of the recommendation using the different
strategies to build the user profile.

Analyzing the Figure3 is possible note that the integrated
profile in comparison with the other strategies obtained a
greater percentage ofgoodfeedback. This fact is an indica-
tion of the advantage of the integrated profile over the other
profiles.

To give a better explanation about the results, we compare
the profiles using the nDCG. The Table2 presents the results
of the nDCG for all users using the three strategies. Ana-
lyzing the Table2 is possible see that the integrated profile
obtained better results than the other strategies. Comparing
user by user, in 30% of cases (users 4, 6 and 8) the nDCG of
the integrated was worse than the other strategies. The ad-
vantage of the integrated profile is more clearly noted in the
Figure4, where a graphic representation is given by boxplot.
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Table 2. The results of the nDCG for all users using the three strategies.
Observation: the cold-start users are assignment with the fieldCold
checked and the bold numbers indicate the better result for that user.

User Cold Linkedin Lattes Integrated
1 X 0.1050 0.0087 0.1050
2 0.1861 0.2444 0.2785
3 0.2036 0.1118 0.2402
4 0.3706 0.2739 0.3412
5 X 0.1929 0.1762 0.2499
6 0.1717 0.2375 0.2023
7 X 0.0440 0.0951 0.3007
8 X 0.0718 0.1178 0.0718
9 0.2503 0.2954 0.2954
10 0.0000 0.3475 0.3475
Mean 0.1596 0.1908 0.2433
Mean 0.1034 0.0994 0.1819
(cold)

Figure 4. The boxplot comparing the three different strategies to build
the user profile.

To validate this conclusion, we analyzed the data statisti-
cally. So, to choose the appropriate test, we first tested the
normality of the data of the three strategies with theShapiro-
Wilk test (α = 0.05), we obtained the following results:in-
tegrated(p-value= 0.2189),lattes (p-value= 0.8378) and
linkedin(p-value= 0.8432). Thus, we can conclude that the
three data are normally distributed. With the results of the
normality test was possible choose the appropriate statistical
test. So, we used theStudent’s t-test(α = 0.05) to perform
a paired comparison between the strategies. The intention
here was prove that theintegratedwas greater (greater val-
ues of nDCG) thanlinkedin and lattes, so we perform two
Student’s t-test: t1 with Ha,1,1: integrated is greater than
lattesandt2 with Ha,1,2: integrated is greater than linkedin.
Then, the Table3 presents the results of the statistical com-
parison, thus we can concluded that the integrated profile im-
prove the quality of the recommender system, i.e. theHa,1

was accepted.

Concerning thecold-startusers, in the Table2 is showed that

Table 3. Comparison between the three strategies using theStudent’s
t-test (α = 0.05) with all users.

T-test Alternative p-value Meaning
Hypothesis

t1 Ha,1,1 0.03152 Ha,1,1 accepted
t2 Ha,1,2 0.02903 Ha,1,2 accepted

the integrated obtained better results than the other strate-
gies. To confirm this, we perform a similar analysis to the
presented before, first we verified the normality the data with
theShapiro-Wilktest (α = 0.05). We obtained the follow-
ing results: integrated(p-value= 0.4067),lattes (p-value
= 0.8774) andlinkedin (p-value= 0.5809). So, the three
data are normality distributed. So, we used theStudent’s
t-test(α = 0.05) to perform a paired comparison between
the strategies,t3 with Ha,2,1: integrated is greater than lat-
tesandt4 with Ha,2,2: integrated is greater than linkedin.
The Table4 presents the results, thus we can concluded that
the integrated profile reduced thecold-start problem, i.e., the
Ha,2 was accepted.

Table 4. Comparison between the three strategies using theStudent’s
t-test (α = 0.05) with the cold users.

T-test Alternative p-value Meaning
Hypothesis

t1 Ha,2,1 0.03152 Ha,1,1 accepted
t2 Ha,2,2 0.02903 Ha,1,2 accepted

Treats to Validity
Although we have achieved good results with our approach,
we verified three treats to validity of our work: i)The small
number of volunteers– the number of volunteers (10) is due
to the computational effort to construct the integrated pro-
files and analyze the papers (40,855) to be recommended.
But we plan experiments with a greater number of volun-
teers to increase the significance of our findings. However,
even with just ten volunteers was possible to confirm the su-
periority of recommendation based on the integrated profile;
ii) The limited domain– we performed this study in the Soft-
ware Engineering domain, however we pretend to perform
experiments in other domains expanding the used ontology;
iii) The limited number of data sources– in our study we
used only two data sources: the CV-Lattes and Linkedin.
These data sources were chosen because they were more
related with the type of content that we recommended (pa-
pers). Using other data sources, e.g., Facebook6, Twitter7,
possibly the model will achieve different results. So, we pre-
tend to study what kind of information in those data sources
that are relevant to type of content that we want to recom-
mend.

RELATED WORK
Some proposal for integrate user profiles have been consid-
ered in literature (e.g., [11, 12, 4]), but they consider differ-
ent aspects about integration. In [11] is presented a solution
6http://www.facebook.com/
7https://twitter.com/
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about extraction and integration of user profiles, it contains
attributes about the user as affiliation, address, birth date,
etc. Our work is different from [11] in sense that we want
to integrate the interests of the users, not his attributes.The
work of Wang et al. [12] presents the SocConnect, a sys-
tem that permits users to management their own information
from multiple social networks. The SocConnect provides
recommendation of content based on the feedback of the
users, however the system does not analyze text descriptions
of the contents.

The work of Guy et al. [4] is closely related to the present
one. They present the SONAR, an API for sharing social
network data and aggregating it across applications. They
investigate how integrate the connections among the users in
different data sources comparing different linear combina-
tions. Our work present as main difference the objective of
integration, we study how to integrate the content produced
by the user. Another difference is that we use the activity of
an user in a data source to compute the weight of the relation
between the user and the data source.

Concerning the use of ontologies to represent domain con-
cepts and learn related terms, we follow a similar approach
of the purpose by Loh et al. [7], however they do not use the
ontologies with the objective of integrate user profiles.

In relation of recommendation of papers we can cite the
work of Lopes et al. [9], that presents a recommender sys-
tem of papers. The user profile is built using his academic
resume from Lattes, but they do not use semantic to define
the user profile and not use information of other data source.

CONCLUSION
The users are increasingly present in different data sources,
thus is important a mechanism to integrated the information
generated by them. Other problem well-know in person-
alized applications, specially recommender systems, is the
cold-start that occurs when the user is new in a data source.
A possible solution to this problem is analyze other data
sources that the user is present to improve his profile.

In this paper we presented a semantic based approach to in-
tegrate the user profiles from multiple data sources. To val-
idate our approach we performed a case study, the results
obtained confirm the effectiveness and applicability of our
approach in improve the quality of the recommendation. The
main contribution of our work is the mechanism of integrate
user profiles, that is easily adaptable to other contexts and
other personalization systems. For future work, we will con-
duct experiments to compare our approach with other rec-
ommender systems of papers present in literature.
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