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1 Introduction

The goal of Project Halo is to develop a “Digital Aristotle” — a reasoning
system capable of answering novel questions and solving advanced problems in a
broad range of scientific disciplines and related human affairs [3]. As part of this
effort, SRI has created a system called Automated User-Centered Reasoning and
Acquisition System (AURA) [12], which enables educators to encode knowledge
from science textbooks in a way that it can be used for answering questions by
reasoning.

A team of biologists is currently using AURA to encode a popular biology
textbook that is used in advanced high school and introductory college courses in
the United States [15]. The knowledge base called KB_Bio_101 is an outcome of
this effort and contains concept taxonomy for the whole textbook and detailed
rules for 20 chapters of the textbook. The current focus in the project is to
expand the KB_Bio_101 to cover all the 56 chapters of the book by December
2013. In the longer-term, KB_.Bio_101 will be expanded both in expressiveness
and coverage. In terms of expressiveness, the Project Halo team is investigating
the use of defaults, exceptions, negations, disjunctions and a process language.
In terms of scope, the KB will likely be expanded to cover multiple textbooks
potentially spanning a full undergraduate curriculum.

AURA uses a knowledge representation and reasoning system called Knowl-
edge Machine (KM) [8]. KM supports a variety of representation features that
include a facility to define classes and organize them into a hierarchy and define
concept partitions (disjointness and covering axioms), ability to define relations
(also known as slots) and organize them into a relation hierarchy, support for
nominals, a facility to define horn rules, a procedure language, a situation mecha-
nism, and a STRIPS representation for actions. KM performs reasoning by using
inheritance, description-logic style classification of individuals, backward chain-
ing over rules, and a heuristic unification. In addition, KM can use its situation
mechanism and STRIPS representation of actions to simulate their execution.
While the AURA team has experimented with the use of all of these features,
the current core of AURA leverages only a small subset. The Project Halo team
has invested significant effort to identify these core features and to specify them
in a declarative manner. One example of such an effort is the work to specify the
heuristic unification in KM using an answer set programming framework [7]. The
net result of these efforts is that the team is now able to export the KB _Bio_101



in a variety of standard declarative languages, for example, first order logic with
equality [9], SILK [11], description logics (DLs) [5] and answer set programming
[10].

The KB_Bio_101 is a central component of an electronic textbook application
called Inquire Biology [2] aimed at students studying from it. SRI has worked
with teachers and students to collect a large number of questions that are of
practical interest for this application. Working from those questions, the team
has formulated logical reasoning tasks that must be performed by a reasoner.

The KB_Bio_101 presents a unique opportunity for us to test our reasoners
and to motivate further development. Recognizing that logical reasoning is only
one component of the overall task of answering questions, the team at SRI is in
the process of formulating similar challenges for knowledge representation [1] and
natural language generation [6] which are also centered on KB_Bio_101. Taken
collectively, these multiple challenges position us to make major leaps in Al in
general, and knowledge-based question answering in particular.

2 Representation of Graphs in a Standard DL Syntax

There are two problems that need to be addressed to provide a representation of
graphs in the DLs: defining a syntax for describing graphs and defining a family
of graph expressiveness layers. We explain this in more detail next.

In principle, role value maps would be needed in order to truthfully represent
the content of the KB_Bio_101. Role-value maps are a standard-way of express-
ing graph-structured descriptions in DL syntax. Unfortunately, unrestricted role
value maps quickly lead to undecidability. There are decidable variants of role
value maps, e.g. the restricted role-value-maps in a description logic with existen-
tial restrictions and terminological cycles (£L£ with cyclical TBoxes) of Baader
[4], and we will check the applicability of this work to KB_Bio_101.

In recent work on description graphs [14] and description graph logic pro-
grams [13], a DL knowledge base is extended using a graph structure. While this
proposal allows representation of graphs, it does not extend the conventional DL
syntax in a graceful manner in that the conventional syntax can be completely
abandoned in favor of this new syntax. The OWL export of KB_Bio_101 extends
the conventional syntax of OWL to encode graph structures.

Restrictions in description graphs prohibit the use of certain forms of cycles
are too severe for KB_Bio_101 which needs cyclicity in addition to the ability
to express graphs. While the work on description graphs acknowledges the need
for more expressive formalisms that go beyond tree structures, the nature of
KB_Bio_101 is sufficiently different from the setting in description graphs that it
requires further research and could prove to be a data set that drives research
beyond the current state.



3 Reasoning with Graph-Structured Descriptions

Similarity reasoning and relationship reasoning are two tasks that are of great
practical interest to our application. In a similarity reasoning task, we are given
two graph structured descriptions A and B, and the task is to compute new
descriptions that correspond to their intersection and difference.

In the relationship reasoning task, we first create an ABOX by instantiating
each concept in the TBOX, and then given two individuals A and B, we wish to
compute all possible paths of a certain length between those individuals.

4 Summary

An initial version of the KB_Bio_101 in OWL is now available. We are interested
in identifying collaborators interested in exploiting this KB in the context of
their tool set. We will work with them to first define an acceptable translation,
and then participate in an experimental evaluation of the results of the reasoning
tasks suggested above.
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