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Preface

There were 13 papers submitted (9 long papers, 2 short papers and 2 statements of interest)
each of which was reviewed by at least three members of the program committee. The program
committee selected 11 papers for oral presentation.

Exploiting Large Knowledge Repositories workshop. Large knowledge repositories (LKR)
are being created, published and exploited in a wide range of fields, including Bioinformat-
ics, Biomedicine, Geography, e-Government, and many others. Some well known examples of
LKRs include the Wikipedia, large scale Bioinformatics databases and ontologies such as those
published by the EBI or the NIH (e.g. UMLS, GO), and government data repositories such as
data.gov. These repositories are publicly available and can be used openly. Their exploitation
offers many possibilities for improving current information systems, and opens new challenges
and research opportunities to the information processing, databases and semantic web areas.

The main goal of this workshop is to bring together researchers that are working on the
creation of new LKRs on any domain, or on their exploitation for specific information processing
tasks such as data analysis, text mining, natural language processing and visualization, as well
as for knowledge engineering issues, like knowledge acquisition, validation and personalization.

Automatic Text Summarization for the Future workshop. Due to the great proliferation of on-
line documents and information, it becomes necessary to develop automatic tools capable of
filtering redundant and irrelevant information, thus presenting the most important one in an
efficient and effective manner. This is the goal of Automatic Summarization, which aims at
producing a concise document, keeping the essential information.

Research into Automatic Summarization began in the 50s with the purpose of summarizing
scientific texts. Recently, new challenges have appeared in this research area. In the context
of the Internet, not only is information being constantly updated, but there is also a lack of
quality control of what is being published on the Web. Social networks, blogs, reviews, etc. are
non-traditional texts of informal nature, and they therefore constitute a big challenge for the
new generation of summaries.

Another challenge for automatic summarization is the generation of abstracts, where it is
necessary to take into consideration natural language generation techniques and be able to
adapt them from one domain to another. In addition to these, efforts are needed to produce
summaries in languages other than English and in multiple languages.

The main goal of this workshop is to bring together researchers working on Automatic
Summarization, encouraging research into little explored areas such as new textual gentres as
well as old, forgotten ones, or summarization in languages other than English.
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Maria Liakata University of Wales, Aberystwyth
Elena Lloret Universitat d’Alacant
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Generation of Patent Abstracts: 

A Challenge for Automatic Text Summarization 

Leo Wanner, ICREA and DTIC, UPF 

 

It is well known that patents drive the modern economies. But they do even more: 

patents also serve as a valuable and unique source of up-to-date scientific and 

technological information. It is assumed that only 10% to 15% of the content presented 

in patents are described in other publications as well. The worldwide stock of patents 

thus comprises about 85% to 90% of scientific knowledge. Given that central parts of 

patents are authored in an idiosyncratic and complex language which is difficult to read 

and comprehend, and since author-written patent abstracts have the goal to obfuscate 

the precise nature and the real scope of the inventions rather than to clarify them, an 

efficient access to this knowledge, for instance, via concise and transparent summaries, 

appears crucial. However, partially due to the aforementioned language idiosyncrasy, 

which implies extremely long sentences with complex repetitive linguistic 

constructions, common extraction-oriented automatic text summarization techniques 

cannot be expected to show an acceptable performance when applied to patents. Other, 

more content-oriented (or abstractive) summarization techniques are needed. In my talk, 

I will present the recent and ongoing research on patent summarization carried out by 

the Natural Language Processing Group of the Department of Information and 

Communication Technologies, UPF as member European consortia. I will first describe 

the techniques for the summarization of patent claims developed in the scope of the 

PATExpert project and outline then how these techniques are about to be improved in 

the TOPAS project by considering information from other sections of a patent, notably 

the description of the invention. In the last part of my presentation, I will summarize the 

remaining challenges and suggest some lines of future research which are crucial if we 

want automatic patent summarization to be a real alternative to (semi-)manual 

abstracting, which still dominates the patent domain. 

 



Towards an ontology based large repository for
managing heterogeneous knowledge resources

Nizar Ghoula and Gilles Falquet

ICLE, Centre Universitaire d’Informatique, University of Geneva, Switzerland
{Nizar.Ghoula,Gilles.Falquet}@unige.ch

Abstract. Knowledge based applications require linguistic, terminolog-
ical and ontological resources. These applications are used to fulfill a set
of tasks such as semantic indexing, knowledge extraction from text, in-
formation retrieval, etc. Using these resources and combining them for
the same application is a tedious task with different levels of complex-
ity. This requires their representation in a common language, extract-
ing the required knowledge and designing effective large scale storage
structures offering operators for resources management. For instance,
ontology repositories were created to address these issues by collecting
heterogeneous ontologies. They generally offer a more effective indexing
of these resources than general search engines by generating alignments
and annotations to ensure their interoperability. However, these reposi-
tories treat a single category of resources and do not provide operations
for reusing them. The aim of this research is building a large repository
of knowledge resources. This repository is a collection of heterogenous
resources represented in different languages and offers a set of operations
to generate new resources based on the existing ones.

Key words: Resources repository, Operations, Ontology of resources, Knowl-
edge representation

1 Introduction

Knowledge extraction and representation is a widely explored research problem.
Most of the proposed solutions to this problem are based on the usage of aux-
iliary knowledge resources [1]. This knowledge currently exists in resources of
different types such as terminologies, glossaries, ontologies, multilingual dictio-
naries or aligned text corpora. These resources are represented using various
formalisms and languages such as predicate logic, description logic, semantic
networks and conceptual graphs, etc. As part of an application that requires the
use of external resources, a designer is often required to perform painstaking
research and pre-treatment in order to collect and build adequate resources to
his application needs. Resolving this problem relies on finding at first the right
resources before extracting the required knowledge and then representing it in
a common formalism. It is then important to have repositories offering access
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to more diverse resources in different formalisms. Moreover, the right knowledge
resource for an application must be constructed and adapted to the application.
This adaptation may involve operations such as selecting a part of a resource,
composing it with another one, translating it to another language or representing
it in a different formalism [2] [3] [4].

In this paper, we present a model and a taxonomy of abstract operations for
managing and extracting knowledge from resources. We consider the possibility
of combining these operators to perform complex processes such as semantic
enrichment or generating a new resource by merging some other resources.

2 Methodology

A central point of our approach is to build a repository of knowledge resources.
This repository should offer the possibility to store and integrate heterogenous
knowledge resources and organize their usage in common context. It should also
offer operators for managing and combining these resources. For this we have
proposed a three steps methodology:

– propose a method and a formalism allowing to represent heterogeneous ter-
minological, linguistic and ontological knowledge resources;

– define the major representation languages by means of the repository’s con-
cepts (Resource, Entity, Relation, etc.);

– define a set of operations performed on these resources to generate new
resources bases on some criteria;

– propose multiple implementations per operator depending on the resource
type and the representation language;

– implement a resources repository to study and resolve scalability problems
that arise by evaluating the usability of such a system.

Our approach is not focused on a particular domain, it aims to represent
different resources from diverse domains and manipulate them using different
operations. We distinguish two categories of resources. The first category is about
autonomous resources like ontologies, corpora or terminologies. These resources
are widely used in multiple applications of knowledge management. The second
one represents enrichment resources like annotations or alignments. They link
two or more autonomous resources and they result from the application of a
process on autonomous resources.

3 State of the art

For managing heterogeneous resources in large knowledge repositories we need
to resolve the problem of resources representation and storage at first and then
address the problem of defining and implementing resources management opera-
tors (collected from existing approaches and classified by type such as alignment
operators, annotation services, translation mechanisms, etc.).



Towards an ontology based repository for managing heterogeneous resources 3

3.1 Knowledge resources repositories

Some large repositories have been created to offer a more effective indexing for
knowledge resources than common search engines. For example, Swoogle1 in-
dexes more than 10 000 ontologies; DAML repository2 provides search based
on ontology components (classes, properties, . . . ) or metadata (URI, funding
source, . . . ); BioPortal3 has similar searching and browsing tools [5] and offers
the possibility to annotate and align different ontologies. Many other portals [6]
[7] offer access to linguistic or ontological resources. However, these portals are
dedicated each for a specific category of resources (Swoogle is focused on ontolo-
gies, ACL4, CLARIN5 or META-NET6 are focused on corpora and linguistic
resources).

A repository containing heterogeneous types of knowledge resources is needed.
Hence, multiple languages for representing these resources are required. For this
purpose, it is necessary to develop a set of knowledge resources operators that
can import, export and process these resources while keeping a trace of their
origin (the provenance of the resources, for example externally imported or gen-
erated from the combination of multiple ones).

3.2 Resources representation models

There are many models for knowledge representation, but they usually focus
on one or two aspects only: ontological, terminological, lexical, textual, docu-
mentary, etc. It is more difficult to find models representing various aspects of
knowledge or resources of different kinds. For the integration of heterogeneous re-
sources, [8] have proposed a model of terminologies and ontologies. This remains
faithful to the representation of each resource model without using common ab-
stract entities. For example, instead of considering a term or a concept as an
abstract entity these classes have different representations depending on the re-
source, which creates redundancy in the instances. A model of the multilingual
aspect in ontology has been proposed by [9], its development is an association
between a meta-model of ontologies and a linguistic model. Another model to
unify the management of linguistic resources in multilingual environment has
been developed to centralize the management of linguistic resources within a
platform called Intuition [10]. This model is characterized by its exploration of
the structure of linguistic forms. The application of this model allows to rep-
resent ontological entities and identify lexical units by taking into account the
syntactic and semantic multilingual relations. This model cannot represent pure
linguistic resources. [11] proposed a Linguistic Meta-Model (LMM) allowing a

1 http://swoogle.umbc.edu
2 http://www.daml.org/ontologies
3 http://bioportal.bioontology.org
4 http://www.aclweb.org
5 http://www.clarin.eu/external/
6 http://www.meta-net.eu
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semiotic-cognitive representation of knowledge and linguistic resources. It rep-
resents individuals and facts in an open domain perspective.

In our case, we need to preserve the originality of all resources and treat
them within their original context and representation language. This is why we
propose a meta-model treating a resource as an entity in the repository. Each
resource can have different derivations which are also resources represented in
different languages.

3.3 Resources re-engineering

In the context of mapping linguistic and ontological resources, [12] have pro-
posed an approach to integrate and merge Wikipedia and WordNet to enrich
an ontology (YAGO7). The ontology is extracted from these two resources by
adding new facts8 extracted from Wikipedia as individuals, classes from the con-
ceptual categories in Wikipedia and each ”synset” of WordNet. This approach
shows that the combination of multiple resources makes possible building or ex-
tending existing resources. Another methodology [13] focuses on a pattern based
approach for re-engineering non-ontological resources into ontologies. This type
of approach is a perfect component or a framework to add in the repository.
It offer a comparative study of re-engineering methods of non-ontological re-
sources. By means of this framework we can design a decision support algorithm
for choosing the best reuse method based on the type of the resource since all
reuse methods are supposed to be implemented by means of services or operators
in the repository.

4 A meta-model for integrating heterogeneous resources

Since there exist many different (and incompatible) ways to express knowledge
in resources (from formal logic to semi-formal or natural languages). Moreover,
the same resource may be involved in processes that can only handle specific
representation formalisms. For instance, an ontology alignment algorithm might
be implemented for OWL ontologies, while another algorithm might be about
resources in a WordNet-like model. It can be the same for other processes like
automated text annotation, multilingual text alignment, word sense disambigua-
tion, etc.

We have proposed a MOF-based model9 to unify the representation of het-
erogeneous resources in a common formalism [14]. This model allows to describe
the metadata of any kind of knowledge resource and then associate different
representations (derivations) of the resource’s content in many languages (for-
malisms) which are by them selves represented in the repository by means of a

7 Yet Another Great Ontology
8 relative to all existing data in a knowledge base
9 MOF is an acronym for Meta-Object Facility: http://www.omg.org/mof/
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common terminology (namespace of the repository). The implementation of this
model includes an ontology, called TOK Onto10.

Depending on the user’s needs, a resource in the repository can be represented
differently using multiple languages, each language uses a subset of the resource’s
entities and link them in a different way compared to another language (for
example, a class hierarchy representation links the concepts of an ontology using
the subClassOf relation which leads to a different derivation of this resource,
otherwise a semantic network representation of that resource will lead to the use
of another set of relations). Table 1 shows some example of languages that have
been described in the current version of the repository.

Table 1. Examples of resource content models (languages) and their principal compo-
nents

Model Components

Concept hierarchy Concept, ISA Relation, . . .

WordNet Like Concept, Term, Lexical Form,
Hypernym Relation,
Meronym Relation,
Term Form Relation, . . .

Graph ontology Class, Taxonomic Relation, Relation,
Relation Label, etc.

Translation memory Text Segment, Language, Transla-
tion Relation, Language Relation

Ontology Alignment Concept, Correspondence Relation, . . .

For example, to represent an ontology we can focus on the hierarchy of classes
if we need it in a task of classification. We can also represent the same ontology
by focusing on axioms and complex expressions using logics if we need it for a
reasoning task.

5 Taxonomy of operations on knowledge resources

The aim of a resources repository is not only to collect heterogenous knowledge
resources but especially to offer instruments for reusing them. In order to for-
malize the definition of processes over these resources, we have defined a set of
generic primitive operations. We represented then an abstract class of opera-
tors in the repository’s ontology in order to manage multiple implementations
for each operator and to represent restrictions about each implementation. We
define a process as a sequence of operators applied on resources’ derivations.
By means of processes descriptions we managed to construct a process dictio-
nary that stores each instance of a process and apply it each time there is an

10 http://cui.unige.ch/isi/onto/tok/OWL Doc/
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evolution in the involved resources. Therefore, we must develop a subsequent
meta-operators. The definition of these operators depends on the treatment of
the resources.

5.1 Representation operators

These are the basic construction operators for representations. The abstraction
and reification operations create the resources in the repository and map them
to their original derivation in the repository (representation of the resource in
its original language). Language mapping operations creates new derivations in
other languages.

Importation or abstraction We denote by iRL the import operation that pro-
duces an instance of a resource R in the resources repository and by creating the
content of the resource in its original languageL. This operation can be followed
by a derivation which produces a derivation of the resource in a representation
language.

Exportation or reification We denote by eRL the export operation that trans-
forms a derivation of a resource R expressed in a language L and its metadata
into an external file in a certain formalism related to the derivation’s language.
Reification is generally used at the end of a process (sequence of operations)
to produce the new resource. Consequently this operator can have as much in-
stances as the possible combinations from the representation languages imple-
mented in the repository (for example OWL, UML, DL, Graphs, etc.) to the
possible required formats (txt, xml, rdf, ttl, n3, etc.).

Derivation This abstract operator is used to create new representations of
a resource in different languages (represented already in the repository). For
instance, an UML class diagram could be derived into a Class diagram represen-
tation, then mapped to WordNet-like lexical ontology model (by dropping all the
associations except part-of and subclass). Since a derivation may “forget” infor-
mation, in general µL2L1

is not the inverse of µL1L2
. It is not always necessary

to preserve the entire contents of a resource when deriving a new representation
of its content (this can be compared to generating a view in the relational ap-
proach). In particular, if the representation language is less expressive than the
original language it is obvious that some knowledge will be lost.

5.2 Enrichment operators

The enrichment operations generate new alignments or annotations on existing
resources. They are generally based on sophisticated algorithms (more precisely
heuristics) and use auxiliary resources like lexical ontologies.
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Alignement Alignment allows to express explicitly the correspondences be-
tween resources [15]. An alignment method consists of defining a distance be-
tween the entities of a resource and calculating the best match between them
by minimizing the distance measure or maximizing the similarity measure [16].
An alignment operator takes as input two resources Ri and Rj represented in
a language L1 and a set of auxiliary resources represented in other languages
L2, . . . to produce an alignment resource represented in a language Lal.

The signature of this operator is :

OpAlign : L1, L1, [L2, . . .]→ (L1, Lal)

Lal is a language that includes the alignment relations used to represent the
correspondences (v,≡, etc.), OpALIGN is the operator used for the alignment.

A typical example of the need for simplified languages is the ontology align-
ment task. Most of the current alignment algorithms can align ontologies repre-
sented in OWL language, but they do not take advantage of all the semantics
expressed in such ontologies [17]. They are based on the textual labels attached
to each class and the structure of the ontology. The structure of a used resource
is generally a graph representing the class hierarchy and a set of properties relat-
ing two classes, e.g. there is an axiom of the form Class1 v property only/some
Class2. In this case, it is much more appropriate to represent an OWL ontology
by its graph instead of the full description logic model. This will adapt the re-
sources for the alignment algorithms that are able to align any type of ontology
expressed as a labelled graph.

Annotation The annotation operator is used to describe elements of a resource
R1 in terms of a resource R2, this description is through adding a set of rela-
tionships between entities of these resources according an annotation language.

The signature of this operator is:

OPAnn : L1, L2 → L1, L2, Lann

where L1 is the language of the resource’s derivation to annotate and L2, . . .
are the languages of the resources’ derivations that serve as reference in the
annotation. Lann is the annotation language. For example, word sense disam-
biguation is a kind of annotation operation. Starting from a natural language
text and a reference lexical ontology (and possibly other resources), it produces a
set of correspondences between the text words and their meanings (the concepts
of the ontology).

5.3 Selection and combination operations

These operations are intended to produce new resources’ derivations by selecting
and combining entities of one or more resources.
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Selection This type of operation selects entities from a resource’s derivation
to generate a new resource’s derivation in the same language. This filtering is
specified by a boolean function applied on each entity. The computation of the
filtering function for a resource entity may depend on other entities from the
same resource or others entities associated to it by means of annotations or
alignments. In addition, the selection may generate a natural alignment between
entities of the original and new resource’s derivations. Each selected entity is
associated to its original entity.

The signature of a selection operation is of the form

OpSel : L1 → L1

where L1 is the language of the input resource and the resulting selection.
For instance, in a description logic ontology, this operator can select indi-

viduals in the ABox (Assertional Box), leaving the TBox (Terminological Box)
untouched (as in a database selection) or it can select a subset of the TBox,
and hence drop the ABox entities that depend on unselected TBox concepts or
roles (as in a database projection).

Composition Composition operations may be applied on alignments and anno-
tations. It is an operator that generates new derivation of the composed resources
in the same language.

The composition of two alignment resources (from S1 to S2 and from S2 to S3

results in a new alignment resource from S1 to S3. The semantics (relation type)
of the resulting alignment depends on the relation types of the given alignments.
If A1 and A2 have the same relation type R and R is transitive, then A1 ◦ A2

has type R.

Merge The idea of the merge operation is to build a new resource by taking
all the entities of two given resources [18] [3]. Depending on the representation
language, the operation can take different forms. For example, using the merge
operator on two ontologies in the language DL (description logic) is reduced to
perform the union operation of their vocabularies and axioms:

– (merge) disjoint union of the vocabularies and axioms plus equivalence and
subsumption axioms corresponding to the given alignment;

– (replace) if named concept C of an ontology O1 is aligned (equivalence) with
the named concept D of an ontology O2 then the operators drops every
axiom that defines C (C ≡ . . . and C v . . .), keeps the axioms that define D
and add the axiom C ≡ D. This is a way to replace the definitions given in
O1 by those in O2 (used, for instance, when O2 is considered as more reliable
than O1).

The signature of the merge operator has the form:

OpMerge : L1, L1, [Lal]→ (L1)[Lal]
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This operator takes as parameters a list of resources represented in the same
language and uses auxiliary resources such alignments between them. Merging
two alignments or annotations can occur only if they are about a common re-
source. First, for each resource Ri to merge, we must consolidate and merge
all correspondences whose source is Ri and represented in the same alignment
language Lal. A multiple inputs and outputs alignment resource is constructed
and represented within the language Lal. Both the set of resources to merge and
the constructed alignment provide required ingredients for the merge.

6 Conclusion and Further work

Our main objective is to build a large repository for integrating heterogeneous re-
sources represented in different languages. We have identified three major steps
for implementing this repository. First we have defined an upper level model
for representing knowledge resources and dealing with different representation
languages. Then we have defined a set of abstract operators having multiple
implementations in order to combine the content of the repository and generate
new resources from existing ones. We will focus on defining examples and a set of
use cases in order to validate this approach and finally address the scalability is-
sues. To ensure the usage of the repository by means of knowledge representation
and resources management operators we are currently focusing on the following
issues: (1) define a model for each processing task using resources, these tasks
models should be the result of a reflection on a set of use cases; (2) define and
implement a set of heuristics for the automatic detection of entity mappings to
construct alignments between resources during the execution of any task.

For the third part of this research we will focus on the experimentation
and the implementation of the repository. An implementation of a prototype
is intended to prove the research results and define software requirements by
studying the available technologies and APIs that can be used. For instance, we
should address the following issues:

– evaluation and study of RDF storage approaches must be driven to select
the best storage API to use for storing knowledge resources especially focus
on the scalability issues;

– for the sake of generality we should investigate the possibilities for providing
resources management operators using web services;

– define the interface that should be used for the repository’s portal and the
define the criteria of accessibility and user profiles.
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13. Garćıa-Silva, A., Gómez-Pérez, A., Suárez-Figueroa, M.C., Villazón-Terrazas, B.:
A pattern based approach for re-engineering non-ontological resources into ontolo-
gies. In: Proceedings of the 3rd Asian Semantic Web Conference on The Semantic
Web. ASWC ’08, Berlin, Heidelberg, Springer-Verlag (2008) 167–181

14. Ghoula, N., Falquet, G., Guyot, J.: Tok: A meta-model and ontology for hetero-
geneous terminological, linguistic and ontological knowledge resources. In Huang,
J.X., King, I., Raghavan, V.V., Rueger, S., eds.: Web Intelligence, IEEE (2010)
297–301

15. Kalfoglou, Y., Schorlemmer, M.: Ontology mapping: the state of the art. Knowl.
Eng. Rev. 18(1) (2003) 1–31

16. Euzenat, J., Meilicke, C., Stuckenschmidt, H., Shvaiko, P., Trojahn, C.: Journal
on data semantics xv. Springer-Verlag, Berlin, Heidelberg (2011) 158–192

17. Shvaiko, P., Euzenat, J.: Ontology matching: State of the art and future challenges.
IEEE Transactions on Knowledge and Data Engineering 99(PrePrints) (2011)

18. Noy, N.F., Musen, M.A.: Anchor-PROMPT: Using Non-Local Context for Se-
mantic Matching. In: Workshop on Ontologies and Information Sharing at the
Seventeenth International Joint Conference on Artificial Intelligence (IJCAI-2001),
Seattle, WA (2001)



 
 

Enhancing the expressiveness of linguistic structures  

J. Mora, J. A. Ramos, G. Aguado de Cea 
 

Ontology Engineering Group – Universidad Politécnica de Madrid. Spain 
{jmora, jarg, lupe}@fi.upm.es 

Abstract. In the information society large amounts of information are being 
generated and transmitted constantly, especially in the most natural way for 
humans, i.e., natural language. Social networks, blogs, forums, and Q&A sites 
are a dynamic Large Knowledge Repository. So, Web 2.0 contains structured 
data but still the largest amount of information is expressed in natural language. 
Linguistic structures for text recognition enable the extraction of structured 
information from texts. However, the expressiveness of the current structures is 
limited as they have been designed with a strict order in their phrases, limiting 
their applicability to other languages and making them more sensible to 
grammatical errors. To overcome these limitations, in this paper we present a 
linguistic structure named “linguistic schema”, with a richer expressiveness that 
introduces less implicit constraints over annotations. 

Keywords: Pattern Matching, Pattern Recognition. 

1   Introduction 

Text understanding covers a series of tasks such as document classification [13], 
machine learning [9], information retrieval [3], etc. To perform these tasks, two 
processes are generally carried out: the recognition of structures and the interpretation 
of them. In the first one, the aim is to find some specific structures (for example, the 
pattern AGENT buys OBJECT in the text of a web page). Depending on the results 
found in the search (for example, AGENT=Pepe and OBJECT=flores, AGENT=Paco 
and OBJECT=bombones) the interpretation process triggers the action corresponding 
to the task performed (learning task, classification task, etc.). In other words, during 
the interpretation process, the document is classified (for example, Goods 
Transactions), something is learnt (for instance, Pepe and Paco are instances of 
Person), some information is retrieved (for example, flores and bombones are goods 
sold in the Web), etc. Generally speaking, the process of structure recognition is 
common and independent of the interpretation process, although this process can be 
instantiated in a battery of structures that might be needed for a later specific 
interpretation. However, the recognition process itself does not vary. It is in the above 
mentioned structures on which this work is focused: studying and upgrading their 
representations and the expressiveness of these representations. This expressiveness 
will determine the searches: the greater the expressiveness, the more searches can be 
conducted and the more complex these searches can be. Large scale corpora present 
greater opportunities in terms of quantity and variety. On a par with these possibilities 



they present new challenges with respect to the variety of grammatical constructions 
used, freedom of language (as opposed to controlled vocabularies), and diversity in 
topics for the interpretation process. However, these factors increase the ambiguity in 
the recognition of structures in the text. Therefore, the language of representation for 
these structures and its components, operators and hypotheses is of paramount 
importance. 

Although recognition structures are widely used, and many examples with different 
interpretations can be found, it is not so easy to find a specification of the language in 
which these linguistic structures are expressed, nor the formalization used to express 
the restrictions involved. Furthermore, these representations of structures have been 
focused more on human legibility than on machine interpretation, although 
computational systems need a formal form of representations to work. In fact, these 
systems use a formal representation, but this is implicit and has not been fully 
explained. For that reason, sharing the structures, defined following a specific 
representation, is not a trivial issue. 

In this paper we present a well defined proposal of formal representation to express 
linguistic structures of recognition. For the purpose of this work, we have named them 
“linguistic schemas”, in which the meaning of all the elements appearing in the 
structures is made explicit. Moreover, a formal representation of these linguistic 
schemas, which is also interpretable by a computational application, is specified. The 
main aim is to provide these recognition structures with the capability of being reused 
and shared by different tools and systems, and to allow this formal representation to 
be explicit, well defined and computationally interpretable. This proposal aims at 
solving the complex problem of expressiveness in linguistic structures for NLP. 

Thus, section 2 presents the representation specifications of linguistic structures. 
Section 3 offers a view of the linguistic scenario in which we can find the need for 
these new linguistic structures. The representation of the linguistic schemas is 
presented in section 4 and they are exemplified. Section 5 analyzes the expressiveness 
of the existing recognition structures comparing them with the new one developed 
and presents the results and future work. Finally references are also included. 

2   Linguistic structures in use 

Linguistic patterns are used in Computational Linguistics to understand natural 
language texts. Among the most outstanding projects it is worth noting the program 
PHRAN (PHRasal Analysis) [2, 16], which tackles the implementation of an 
approach based on knowledge. PHRAN deals with pattern-concept pairs (PCPs), 
whose linguistic components are phrasal patterns that may present different 
abstraction levels. This means that the pattern may be composed by a word, a literal 
string, as “Digital Equipment Corporation” or a general phrase as “<component> 
<send> <data> to <component>”, enabling any object with the semantic category 
“component” to appear in the first and last position, any verbal form of “send” to 
appear in the second position, the word “to”, in the fourth position, etc. There is also a 
conceptual template associated to each phrasal pattern, in which the meaning of the 
phrasal pattern is described. 



In the field of information acquisition from machine readable dictionaries (MRDs), 
Hearst [5] developed a set of lexical-syntactic patterns restricted to identifying 
hyponymy relations in texts. Kim and Moldovan [7] created the FP-structures 
(Frame-Phrasal pattern structure), which are pairs composed by a frame of meaning 
and a phrasal pattern, as the one used in PALKA (Parallel Automatic Linguistic 
Knowledge Acquisition System). 

More recently, the development of systems for automatic knowledge extraction has 
generated a substantial amount of works focused both on representations and systems. 
A detailed analysis can be found in the compilatory study by [17]. 

All in all, the lexical-syntactic patterns are generally expressed by means of 
operators in the Backus-Naus Form (BNF) in order to compose regular expressions in 
context-free grammars. Jacobs et al. [6] make this explicit when they take the 
following operators to express lexical-semantic patterns: 

Lexical features that can be tested in a pattern: token "name" (ej. “AK-4T”), 
root (ej. “shoot”), lexical category (ej. “adj.”) 

 Variable assignment from pattern components: ?X = 
 Logical combination of lexical feature tests: OR, AND, NOT 
 Wild cards: $ - 0 or 1 token, * - 0 or more tokens, + - 1 or more tokens 
 Grouping operators: <> for grouping, [] for disjunctive grouping 
 Repetition: * - 0 or more, + - 1 or more 
 Range: *N - 0 to N, +N - 1 to N 
 Optional constituents: {} - optional 

 
Linguistic patterns, be they lexical-syntactic, semantic or, as in the case of 

PALKA, structures of phrase frames, are always ordered sets of components that 
express characteristics or constraints on the phrase elements. In every case, the phrase 
element order and the pattern component order will be the same, even if not explicitly 
indicated, as all of them are patterns for English, a language with a strict phrase order 
[12] compared to other Romance languages, for instance. However, when the texts 
processed by the system are written in a natural language without these constraints, 
these patterns, which are equivalent to regular expressions, do not fulfill the 
objectives; then, a wider representation enabling not to specify the order in which the 
phrase elements should appear, is required. Therefore one of these wider patterns will 
match the same phrases as a set of ordered patterns, which correspond to different 
permutations of the same pattern components. 

This problem is partially solved by Hazez [4], as he takes morphemes, words, 
grammatical categories or a syntactic pattern as linguistic patterns. These linguistic 
patterns are managed as segments to which certain set operators, such as union and 
intersection, and other operators that express position and content are applied. 

Linguistic patterns based on annotations can be found in other cases, as in Specia 
and Motta’s work [14], but the annotations used are always simplified. Thus, in the 
following example taken from Specia and Motta, based on the relation extraction 
between phrasal components, and performed by the system Minipar [8], everything is 
simplified to a triplet over which the patterns are established: <noun_phrase, 
verbal_exp., noun_phrase>. In this same line, syntactic patterns are applied to 
disambiguate [11]. Table 1 contains a comparison of the pattern features in these 
approaches. 



Table 1. Comparison of pattern features 

Phrasal Pattern Lexical-syntactic 
pattern 

(Hazez) (Specia and 
Motta) 

Elements 
literal string, 
general phrase, 
semantic category 
identifier 

token "name", root, 
lexical category, 
conceptual category, 
variable 

variables, 
morphemes, words, 
grammatical 
categories, linguistic 
pattern 

triplet of token 
annotations 

Operators 
order (in general 
phrase) 

OR, AND, NOT, $, *, 
+, <>, [], *N, +N, {}, 
order (in sintaxis) 

set operators (∪,∩, 
etc.), position, 
content (⊃,⊂, etc.) 

 

Hypothesis 
 closed world  search triplets 

3   Linguistic scenario 

The purpose of this work is the understanding of Spanish texts annotated 
electronically by software tools. In order to enable the automatic application of these 
patterns to large scale corpora, we have established some constraints over the phrases 
in several levels, specifically in orthographical, morpho-syntactic, and syntactic 
levels. However, the possibility of including annotations of any other level (such as 
semantic, pragmatic or discursive) remains open. 

As for the works about annotation and creation of linguistic patterns to extract 
information from texts in Spanish, the initiatives grow in number and importance as 
the multilinguality significance increases in the Internet. In the framework of the 
European project SEKT1, one of the use cases was focused on the Spanish legal 
terminology for the creation of ontologies in the legal domain. For this task Hearst’s 
taxonomic relation patterns [5] were translated into Spanish and new patterns were 
created with the purpose of using the knowledge obtained to enrich ontologies [15]. 

Related with knowledge extraction for ontology enrichment and population in 
Spanish we can find another classification attempt in Álvarez de Mon y Rego y 
Aguado de Cea [1]. These authors extended Hearst’s patterns by focusing on certain 
patterns with classification verbs such as clasificar, figurar, distinguir or dividir, that 
allow a more complete extraction of concepts hierarchically related. 

Nica’s et al. [11] work about desambiguation has been also applied to Spanish for  
extracting syntactical-semantic patterns (formalizations of the argument-predicate 
structure related with a verb) from an annotated corpus [10]. 

We decided to represent linguistic structures in XML format to work 
computationally with these structures in an easier way as XML is the language most 
widely used for knowledge representation and many tools can process it. However, 
files in XML cannot be easily read by humans because of the verbosity of its syntax. 

                                                           
1 http://www.sekt-project.com/ 



4   Linguistic schemas 

A linguistic schema is a set of constraints over the tokens of a phrase (token 
contraints) and over the relations between these tokens (phrase constraints). Token 
constraints are expressed as a set of values of characteristics of annotations of a token. 
Phrase constraints are expressed using operators (optimality, grouping, etc.) over 
token constraints or other phrase constraints. 

As previously stated, the complete representation of the schemas is stored in XML 
files for an easier computational processing. Although these files can be read by a 
person, this task is rather tedious and can be untractable if the number or size of the 
schemas grows significantly. 

For this reason a shortened and user-friendly annotation is defined. This annotation 
may serve as a mnemonic of the schemas that appear in a file. It does not comply with 
the XML conventions and may not contain all the information available in the 
schema. However, the annotation is much easier to read, and, if used correctly, it may 
identify the schema that is referred to without any short of ambiguity. 

Furthermore, this notation has been extended with additional operators, which are 
not present in the XML notation, to increase the expressiveness and improve the 
shortness. These operators are replaced by combinations of the operators available in 
the XML notation. As an example, the optionality operator (see section 4.2) applied to 
a token would be replaced with a disjunction between this token and the negation of 
the same token. 

A brief summary of the notation proposed (for a friendly representation) is: 
Token constraints (Elements): constant (ej. “shirt”), identifier (ej. “ANIMAL”) 
Phrase constraints (Operators): 
 Order operators: A ⊕ B – A appears before B, A + B – A appears 
immediately before B 
 Disjunction operators: A | B – A and B can appears, A / B – A or B can 
appear 
 Grouping operator: ( ) – group 
 Repetition operator: * - 1 or more times 
 Negation operator: ¬ A – A doesn’t appear 
 Optionality operator: [] – optional 
General hypothesis: Open world 

4.1 Terms 

For the purposes of this work, a term in a linguistic schema is the set of constraints, in 
other words, the set of elements applied to one single token. In the user-friendly 
syntax, these terms may be displayed with two different types of symbols: constants 
and identifiers. 
• Constants are words written as they appear in the text, for example clasifica. 
• Identifiers are used to retrieve values instead of restricting them, and they appear 

as strings in uppercase, for example “ACTOR”. 



Terms with identifier and/or lemma 

In those cases in which an identifier ("ACTOR") or a lemma (clasificar) is specified 
this will be shown in the set of constraints of a token.. For example, when a token has 
as a constraint the lemma clasificar, and its morpho-syntactic value is “main verb”, 
only the lemma will be shown. If both data about the same term are used in the 
information, then the identifier will be shown. For example, when a token has as a 
constraint the lemma “clasificar” and as text the identifier “CONJUGATED_FORM”, 
then only the identifier “CONJUGATED_FORM” will be shown. If a set of 
identifiers is specified for a token, then the identifier whose value has previously 
appeared will be used, according to the annotation standard used. For instance, if two 
identifiers are assigned to a token, such as the values of gender (“GENDER”) and 
syntactic function (“FUNCTION”), only the former will be shown, i.e., “GENDER”. 

It is possible to use the identifier to refer to any of the non constant terms. For 
instance, the next schema can be written using the identifiers A, B, C and Z: 

A + come + B + y + C + en + Z 
This schema would match a phrase such as “Pepe come pan y chocolate en el patio 

de la escuela”, and in this matching the identifiers will take the values corresponding 
to this specific phrase: A=Pepe, B=pan, C=chocolate, Z=patio. 

 
Terms with the category specified in any annotation level 

For those terms for which no identifier or lemma are specified, but the value of, at 
least, a category in an annotation level is defined, the name of that category will be 
shown. Taking as reference the previous example, the values “verb” or “direct object” 
will appear instead of “come” and “B”. 

If an abbreviated form is specified for any category in the standard used2 and 
possibly with information about additional attributes (for example “Fused_Prep-At” 
for “Fused Preposition-Article”), then the most specific abbreviated form will be 
shown for each annotation level, being the most specific form the one that includes 
more information about the additional attributes. Thus, when we want to identify a 
token that is an ordinal pronoun, but of which we do not want to obtain any other 
information, its lemma or value for any other category (as in the phrase “el primero es 
el grande”) is described as “Ordinal_pronoun” as we only want to restrict this word to 
this type of pronoun. 

4.2 Operators 

As previously mentioned, operators define the relations among the different parts of a 
schema. It is necessary to point out that the order in which the parts of the phrase 
must appear is not specified by the element appearance order in the schema; therefore, 
if it is necessary to set this order, then it must be specified explicitly. This can be done 
with two symbols: 

 With the symbol ‘+’: the expression “symbol1 + symbol2” means that “symbol2” 
must appear immediately after “symbol1”. 

                                                           
2 http://pln.oeg-upm.net/annotation/ontotag 



 With the symbol ‘⊕’: the expression “symbol1 ⊕ symbol2” means that 
“symbol2” must appear after “symbol1”, immediately or not. 

There are other symbols besides the previous ones which express different 
relations. These symbols are the following: 

 ‘*’: expresses repetition. 
For example, “symbol*” means that “symbol” may appear more than once. 

 ‘(’ and ‘)’: groups several symbols. 
For example, “(symbol1 + symbol2)*” means that “symbol1” may appear several 
times, all of them followed by “symbol2”. 

 ‘[’ and ‘]’: means that whatever is between both square brackets is optional. 
For example, “[symbol]” means that “symbol” may appear or not in the phrase. 

 ‘|’: means that either what is in the left side or what is in the right side must 
appear. 
For example “a|an” means that “a” or “an” must appear. 

 ‘/’: means that either what is on the left side or what is on the right side must 
appear, but not both of them. 
For example “a/an” means that “a” or “an” must appear, but not “a” and “an” at 
the same time. 

 ‘¬’: means that the next element must not appear in the phrase. When combined 
with the symbols + and ⊕, it may indicate that the said symbol must not appear 
in some specific positions of the phrase. 
For example, “¬symbol” means that “symbol” may not appear in the phrase. 

Examples of linguistic schemas 

To show the versatility and possibilities of the linguistic schemas we include some 
examples, expressed in the user-friendly notation. 

We want to identify who buys things to María, and which those things are. Hence, 
we express these constraints in a linguistic schema setting the main verb (“compra”) 
and the indirect object (“a María”). The rest of the phrase and the order of appearance 
are not restricted. These constraints may be expressed with the next linguistic schema: 

X compra Y a + María 
 
This schema would match phrases like “Pepe compra a María flores”, “Pepe a 

María flores compra”, “Pepe compra flores a María en domingo”, “A María Pepe le 
compra flores” and “Juan a María compra bombones de licor en Santander”. 

It is worth mentioning that the previous schema would be equivalent to the next 
one, since linguistic schemas have no implicit order, as it happens in the case of 
lexical-syntactic patterns. Also, the name assigned to the identifier does not change 
the recognition capabilities of a linguistic schema:  

SOMEONE a + María SOMETHING compra 
This schema would match with exactly the same phrases as the previous one. 

However, it would take 24 lexical-syntactic patterns (P(4,4) = 4! = 24) to match the 
same phrases using patterns, as there are four pattern components in the previous 
example, (1) SOMEONE, (2) a+María, (3) SOMETHING and (4) compra. Moreover, 



these patterns could also have additional elements in the phrase, resulting in a larger 
list of lexical-syntactic patterns. 

Because of this combinatorial explosion and the open world assumption, 
processing a schema requires more computational power than a pattern. However, our 
proposal for a schema represents a set of patterns in a more compact way, enabling a 
further optimization and more efficient algorithms. 

The application of these linguistic schemas to Spanish does not mean that they 
cannot be used for other languages. For the lexical-syntactic pattern 

X buys Y for María 
the equivalent linguistic schema would be: 
X + buys + Y + for + María 

An example can be seen in pln.oeg-upm.net/process/linguisticschemas. 

5 Comparison and discussion  

Once we have described and exemplified the notation proposed, we will compare the 
expressiveness of our notation with the lexical-syntactic pattern notation, accepted by 
Jacobs et al.[6]. 

The first point is that the notation we propose assumes the open world assumption. 
This assumption means that everything that is not described in the schema is not 
restricted, thus, it can appear or not. 

Table 2. Comparison of Lexical-syntactic patterns and Linguistic schemas 

Lexical-syntactic patterns Linguistic schemas 
Lexical features:  
token "name" text value 
Root lemma value 
lexical category values of these categories 
conceptual category 
Combination of lexical features:  
OR operator ‘|’ 
AND implicit 
NOT operator ‘¬’ 
Wild cards:  
$, *,  + These operators are unnecessary taking 

into account the open world hypothesis 
Variable assignment from pattern 
components: 

 

?X = identifiers 
Grouping operators:  
<> ‘( )’ 
[] combination of ‘( )’ and ‘/’ 
Repetition:  
* combination of ‘[ ]’ and ‘*’ inside 



+ ‘*’ 
Range:  
*N, +N Extensional representation 
Optional constituents:  
{} ‘[ ]’ 

 
In the Table 2, we can see the notation with the regular expressions used by Jacobs 

et al. (left column) and the correspondences to our notation (right column). 
In the case of range, the term “Extensional representation” involves iterating n 

times the term optionally. That is, it can be represented, but it does not have an 
operator or a sign that compresses this expression. 

Besides covering completely the expressiveness of the previous notation, the new 
notation contributes the following functionalities: 
- It takes into account the values of all the characteristics of the annotations (not 

only lexical and conceptual categories). 
- It includes identifiers to be used in any value of the annotation (not only the four 

lexical characters provided by Jacobs). 
- It includes operators of exclusive disjointness ‘/’ in and out of the group. 
- It includes operators of order ‘+’ and ‘⊕’. 
- It allows applying these operators to sub-schemas (not only to the four lexical 

characters dealt in Jacobs’). 
- The open world assumption allows ignoring which tokens can appear or not in 

phrases. For this reason wild cards are not necessary. 
We consider that this comparison shows that any lexical-syntactic pattern 

expressed in traditional notation can be expressed in terms of the notation proposed as 
a linguistic schema. 

This representation permits, first, describing constraints about text annotations and, 
second, dealing with other previously created linguistic structures. 

With these characteristics we have designed linguistic structures which describe 
phrases in languages that do not have a rigid morpho-syntactic order, such as Spanish. 

 
As future work, the implementation of an assistant (already designed) for editing 

schemas will make linguists work easier and will contribute to a greater 
automatization. 

The assistant should allow the definition of many schemas comfortably. 
Presumably, this combination of quality and quantity should allow a greater 
automation of NLP tasks, improving the results when processing large scale corpora. 
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1 Introduction 

In information technology, a repository is a central place in which an aggregation of 

data is kept and maintained in an organized way. Repository is a place where things 

are collected. Depending on how the term is used, a repository may be directly 

accessible to users or may be a place from which specific databases, files, or 

documents are obtained for further relocation or distribution in a network. As an 

example scenario, institution A, institution B and institution C are working in a 

domain D. Repositories which contain information about that domain can be scattered 

in different places. One of the main problems that we can find in such a scenario is 

related to the existence of different perceptions and to the use of different 

representations and terms in each repository in each institution. Our problem is how 

to combine different repositories from different institutions and how to manage 

knowledge between these different repositories. Heterogeneity in data, in semantic 

and in perception between each institution is the major problem we need to solve. We 

use ontologies to solve those problems. Using ontologies we can shared different 

conceptualizations, different terminologies, and different meanings between systems 

[18]. However, tasks on distributed and heterogeneous systems demands support from 

more than one ontology. 

We can distingue four types of heterogeneity [1]: (1) Paradigm heterogeneity that 

occurs if distinct agents express their knowledge using different modelling paradigms; 

(2) Language heterogeneity which occurs if distinct agents express their knowledge in 

different representation languages; (3) Ontology heterogeneity that occurs if distinct 

agents make different ontological assumptions about their domain of knowledge; (4) 

Content heterogeneity which occurs if distinct agents express different knowledge the 

same reality.  Ontology integration [4], [9-12] is one way to solve the problem of 

heterogeneity and it can be done using several approaches. For example, ontology 

merging, ontology matching or ontology alignment. The integration of ontologies 

creates a new ontology by reusing other available ontologies through assembling, 

extending, or specializing operations. In integration processes the source ontologies 

and the resultant ontology can have different amounts of information [2]. We need to 

map ontologies in order to make compatible different terminologies (sets of terms). 

While having some common ground, either within an application area or for some 

high-level general concepts, this could alleviate the problem of data and semantic 

heterogeneity [5].  

Ontology alignment or ontology matching [3], [13], [14] is the process of determining 

correspondence between concepts. Given two ontologies i = (Ci, Ri, Ii, Ai) and j= (Cj, 

Rj, Ij, Aj), we can define different types of (inter ontology) relationships among their 

terms. If two ontologies have at least one common component (relation, hierarchy, 

type, etc.) then they may be compared. Since the characteristics (attributes) of 

concepts  capture the details of those concepts, they provide a good opportunity to 

find similarities [1].  
 

http://searchdatamanagement.techtarget.com/definition/data


In this paper we describe an approach to solve the problem of data and semantic 

heterogeneity using a common ontology derived from several different ontologies, 

using an ontology alignment process. This paper is organized as follows: 

(1) Introduction; (2) In this section we present several definitions of the terms used in 

operations involving ontologies, in order to avoid possible misunderstandings; (3) In 

this section we present the case study that underlies the work described in the paper; 

(4) This section describes the implementation of the proposed solution; (5) In this 

section we refer the used technologies and preliminary results of our work ; and (6) 

the paper ends with the Conclusions. 

2 Operations Involving Ontologies – Used Terminology  

To avoid potential misunderstandings, we present the definitions of the terms used 

throughout this paper. 

 Ontology Combination is the process of using two or more ontologies and can be 

used to implement alignment, merge or integration of different ontologies. The 

combined ontologies usually hold data which is relevant to all ontologies in-

volved.[6], [7] 

 Ontology Merging is the process of building a single ontology through the merg-

ing of several source ontologies. Usually the source ontologies cover similar or 

overlapping domains. [8] 

 Ontology Alignment is the process of determining correspondence between con-

cepts and the process of creating a new ontology from two or more ontologies by 

overlapping the common parts. The domains of the source ontologies are different 

from the domain of the resulting ontology, but there is a relation between these 

domains. [3], [13], [14]   

 Ontology Matching is the process of reaching global compatibility between two 

or more ontologies so that the resulting ontology is consistent and coherent. [3] 

 Ontology Mapping is the process of relating similar concepts or relations from 

different sources through some equivalence relation. Mapping allows finding cor-

respondences between the concepts of two ontologies. If two concepts correspond, 

then they mean the same thing or closely related things. Currently, the mapping 

process is regarded as a promise to solve the problem between ontologies since it 

attempts to find correspondences between semantically related entities that belong 

to different ontologies. It takes as input two ontologies, each consisting of a set of 

components (classes, instances, properties, rules and axioms). [15], [16], [17] 



 

3 Heterogeneity And Interoperability Problems 

In this section, we describe the problem we are trying to solve and an approach to 

solve it. Considering some reality, different groups of people (different communities) 

have different opinions, use different sets of data about it and have diverse 

perceptions about that reality. Figure 1 represents several communities that faced 

reality with different perceptions (Perception_1, Perception_2, and Perception_N). 

Perceptions are converted into data that is saved into separate storage devices not 

interconnected. Repositories db1, db2, and dbN contain different data, different 

concepts, different terms, and different semantics. It depends on people in the group 

who look at reality (policy makers) and people who create and store data (users that 

use technology). Users who deal with computers has a very important role in 

controlling and changing the terminology and semantic of the data. Each group 

(community) uses technology to find data. It is very difficult for those different 

groups to get similar results and the problem happens if people need to use data from 

another group in order to share, collaborate and use it to get a more global solution. 

 
 

 

 

 

Fig. 1.  The Problem of Different Perceptions 

The solution presented in this paper is based on different knowledge about the same 

reality based on different perceptions and uses a mechanism that works with a set of 

common concepts, common terms, common semantics, common languages, and a set 

of common queries (See Figure 2). Users in each community still can use their 

different concepts, terms, and perceptions as inputs for querying the system. 

According to the proposed solution, we aim to get similar answers (output) from such 

a common layer that acts like an interface between the different systems and the users.  

 

 

 

 

 

Fig. 2. Towards a Solution of Different Perceptions 



4 Using Ontologies to implement the solution 

Ontology is defined as a formal, explicit specification of a shared conceptualization 

[18]. Tasks on distributed and heterogeneous systems demand support from more than 

one ontology. Multiple ontologies need to be accessed by different systems. Different 

perceptions about the same reality led to dissimilar ontologies for the same domain. 

Thus, various organisms with different ontologies do not fully understand each other. 

To solve this problem, it is necessary to use ontology alignment geared for interoper-

ability.   

4.1 Ontology Alignment 

Ontology Alignment [13], [14]  is the process of creating a new ontology from two or 

more ontologies by overlapping common parts and determining correspondences 

between ontology entities. Entities of the source ontologies are different from entities 

of the resulting ontology, but there is a relation between these entities. Based on the 

fundamental concepts above and on Figure 2, the solution for solve the problem is to 

use ontology alignment (see Figure 3) to create a new ontology (a common ontology) 

by overlapping the common parts of the original ontologies. Common part is a com-

mon word recognized and used with the same meaning by different communities. CO 

(Common Ontology) is expected to overcome the differences that exist in the differ-

ent source ontologies.  In Figure 3 we use ontology UV1 from institution A, UV2 from 

institution B, and ontology UVn from institution N. CO will contain terms that will be 

equated with each term in the source UVs.   

 

 

 

 

 

Fig. 3. Ontology Alignment 

4.2 Dictionary and Search engine analysis 

To get the CO terms we analyzed several dictionary such as WordNet
1
 and Thesau-

rus
2
 (See Table 1). 

 

                                                           
1
   Wordnet is a large lexical database or electronic dictionary for English. WordNet implements measure of 

similarity and relatedness among terms. Measures of similarity use information found in an is–a hierar-

chy of concepts, and quantify how much concept A is similar to concept B. 
http://wordnet.princeton.edu/  

2   Thesaurus is a reference work that lists words grouped together according to similarity of meaning 

(Synonym or antonym). http://en.wikipedia.org/wiki/Thesaurus/ and http://thesaurus.com/  

http://wordnet.princeton.edu/
http://en.wikipedia.org/wiki/Thesaurus
http://thesaurus.com/


 

Search string Synonym 

Wordnet 2.1 Thesaurus 

People Group, Family, Masses, Mass, 

Family Line 

Citizens Community, Family, Folk, Folks, General 

Public, Heads, Persons, Population, Society 

Person Individual, Someone, Somebody Human, Identity, Individual, Individuality 
 

Table 1. Synonym results found by Wordnet and Thesaurus using “People“ and “Person“ as 

search string 

There are four senses for the term people in Wordnet (version 2.1).          

Sense 1 people -- ((plural) any group of human beings (men or women or children) 

collectively) => group, grouping  

Sense 2 citizenry, people -- (the body of citizens of a state or country) => group, 

grouping  

Sense 3 people -- (members of a family line; "his people have been farmers for gen-

erations) => family, family line, folk  

Semantic Web Search Engines such as Swoogle
3
, Watson

4
, and Sindice

5
 (See Table 2) 

accept queries in a format that varies from one tool to another.   

 
Search 

string 

Semantic Search Engine 

Swoogle Watson Sindice 

Number of 
references 

Time Number of 
Terms 

Time Number of 
references 

Time 

People 1,818 0.456 12,348 0 12,709,732 2.19 

Person 16,320 0.237 3,046 0 77,724,899 0.04 

Group 3,812 0,381 3,742 0 690,570 0.68 

Family 2,209 0,565 7,326 0 7,081,244 2.24 

Individual 1,010 0,469 854 0 237,692 2.05 
 

Table 2. Different results found by several search engines using “People“, “Person“, “Group“, 

“Family“ and “Individual“ as search strings 

 

Different from other types of platforms that can be used to find suitable ontologies, 

which usually only provide browse functionalities, Semantic Web Search Engines 

(SWSE) permit another degree of automation. For instance, a query on Sindice for 

ontologies including the term “People”, returned more than 12.699.661 results in 2.72 

second, where near 4.568.172 documents (0.03 second) of them were RDF files. Data 

from Table 2 was taken on June 20, 2012. 

4.3 A Case Study 

To demonstrate the capabilities of the described mechanisms we implemented an 

alignment process between original ontologies using data about poverty. Poverty is 

not the focus of our research. We just use that case as a real scenario that allows us to 

demonstrate the validity of our approach. We combine different existing terminolo-

                                                           
3   Swoogle is the first Web search engine dedicated to online semantic data. Its development was partially 

supported by DARPA and NFS (National Science Foundation). http://swoogle.umbc.edu/  
4  Watson development was partially supported by the NeOn (http://www.neon-project.org) and the 

OpenKnowledge (http://www.openk.org) project.  

http://kmi-web05.open.ac.uk/WatsonWUI/ 
5    http://sindice.com/ 

http://thesaurus.com/browse/community
http://thesaurus.com/browse/family
http://thesaurus.com/browse/population
http://thesaurus.com/browse/society
http://thesaurus.com/browse/human
http://thesaurus.com/browse/identity
http://thesaurus.com/browse/individual
http://thesaurus.com/browse/individuality
http://swoogle.umbc.edu/
http://www.neon-project.org/
http://www.openk.org/


gies about the same reality (poverty in this case) used by different communities in 

order to get a common set of terms that can be transparently used by those communi-

ties, while maintaining the original terms in the data sources. We use Indonesia as the 

country for the example because in that country there are several institutions in charge 

of dealing with poverty data, generating problems due to differences in the criteria 

used by them to make their surveys, even considering that the semantics of these dif-

ferent criteria are the same. For example, let’s consider the two institutions, BKKBN
6
 

(institution A) and BPS
7
 (institution B), that are responsible for collecting data on 

poverty. Each institution has a different system and use different sets of terms to de-

scribe the same domain and different criteria to classify people as poor or not. In fact, 

institution A uses 24 criteria and institution B has 14 criteria to define poverty. 

Institution A: “Normally all family members have meal two or more times a day” 

Institution B: ”Minimum two  times per day the family have food” 

Meal and food have the same meaning, as well as suit and clothes or clinic and   hos-

pital. To be similar () or not equal (≠) depend on several factors, such as the pro-

grammer’s interpretation, the needs of the system itself, and last but not least the do-

main/area that we are talking about. One term has always a strong relationship with 

the domain. In this research, we focus on poverty domain, identifying terms that are 

most commonly used by users.   

Table 3 shows some examples of criteria and terms in the domain of poverty from two 

different institutions. Currently, both institutions are working separately to collect and 

manage data on poverty. Each institution sends data to the government based on its 

perception. Institution A (BKKBN) is more focused on family welfare and institution 

B (BPS) is more concerned with basic needs. The major problem of this situation is 

the great impact on aid distribution. 

 
 Criteria from Institution A Criteria from Institution B 

Classes Area, Assets, Contraceptive, Education, 

FoodConsume, GovernmentAid, Hospital, 
HealthProblem, HouseCondition, Person 

Asset, BirthControlMethod, EducationLevel, 

Food, GeographicArea, GovernmentHelp, 
HealthCondition, Clinic, HouseParameter, 

JobArea, Person. 

Object 

Properties 

isComposedBy, hasFrequentlyEat, 

PassTheStudyFrom, hasRarelyEat, has 
Assets, hasChildren, hasfamily, 

hasHouseCondition, hasJobPositionAs 

EnergyUsedForCooking, hasEduBackground, 

hasFrequentlyEaten, 
hasLargestFloorMadeFrom, hasRarelyEaten,  

Data 
properties 

Address, has Age, FrequentlyEatenADay, 
hasMarriageStatus, hasSalary, 

hasaGoodHouseCondition  

hasAge, DistrictCode, FloorArea, FullName, 
HouseCondition, JobsArea, NameOfFood, 

FloorArea, Salary ≈ hasWage, hasStatus. 
 

Table 3. Example of Classes, Object Properties, and Data properties From Two Institutions 

 

 

                                                           
6    Badan Keluarga Berencana Nasional (BKKBN) or National Population and Family Planning Board is a 

governmental agencies that appointed to conduct a survey of poverty in Indonesia. 

http://www.bkkbn.go.id 

 
7    Badan Pusat Statistik (BPS) or Central Berau of Statistic is a non departmental government institution 

directly responsible to the President of Indonesia. http://www.bps.go.id 

http://www.bkkbn.go.id/
http://www.bps.go.id/


 

Based on the criteria of both institution (see Table 1), we identify an example of 

Classes, ObjectProperties, and DataProperties to be used by institutions A and B (see 

Table 3). We can see that: 

  Terms (classes) in Ontology UV1 = {Area, Assets, Contraceptive, 

Education, FoodConsume, GovernmentAid, Hospital , HealthProblem, 

HouseCondition, Person} 

 Terms (classes) in Ontology UV2 = {Asset, BirthControlMethod, 

EducationLevel, Food, GeographicArea, GovernmentHelp, HealthCondition, 

Clinic, HouseParameter, JobArea, Person}. 

By using WordNet, Thesaurus, and Swoogle, we identify common classes in CO, 

namely People, Birth Control, Education, Food, Health, Property, Work, Hospital, 

and House Condition.  On the next stage, by overlapping the common parts, we de-

termine the correspondence between classes in Ontology UV1 (User view 1) and clas-

ses in ontology UV2 (User view 2) with classes in CO. Figure 4, automatically gener-

ated in Protégé
8
, show the relation between CO and UVs. 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 4. The relation between UV’s and CO 

5 Used Technologies and Preliminary Results  

Web Ontology Language (OWL) is a language for create ontologies to the web.  

OWL was designed for processing information and to provide a common way to pro-

cess the content of web information.  SPARQL
9
 is a graph-matching query language. 

SPARQL can be used to express queries across diverse data sources. In Figures 5-7 

we can see examples of the results of SPARQL queries. Based on Figure 5 we can see 

that Ontology UV1 (data taken form Institution A) consists of classes Person, Food, 

Job, Floor and Area. UV1 also includes the object properties “RarelyEat” (Chicken 

instance), “JobName” (Farmer instance) and TypeOfFloor (Soil instance). With 

SPARQL we get as result from UV1 two people included in these criteria.  

 

 

 

                                                           
8 http://protegewiki.stanford.edu/wiki/Protege4GettingStarted 
9 http://www.w3.org/TR/rdf-sparql-query/ 



 

 

 
 

 

 

 

 

 

Fig. 5. SPARQL result using UV1  

 

 

 
 

 

 

 

 

 

 

 

 

               

 

 

Fig. 6. SPARQL result using UV2 
 

As we can see in Figure 6 ontology UV2 (data taken from Institution B) consists of 

classes Person, Food, GeographicArea, and Floor (subclass of class House Condition) 

and also consists of object properties hasRarelyEaten (Chicken instance), isLivingIn 

(Widodomartani instance) and hasLArgestFloorAreaMadeFrom (Soil instance). Using 

SPARQL we get as result from UV2 one person included in these criteria. It should be 

highlighted that poverty data in UV1 and UV2 was taken from the same village, 

Widodomartani. Based on the criteria used by Institution A and Institution B, imple-

mented in the ontologies UV1 and UV2, the results returned by SPARQL queries are: 

Siswo Utomo and Ashari are poor people considering the ontology UV1, and Tukiyah 

is a poor person when considered the ontology UV2.  

With common term in CO (see Figure 7), we can see that Siswo Utomo, Ashari and 

Tukiyah are poor people. With ontology alignment we determine the correspondence 

among concepts and implement the process of creating a new ontology based on two 

ontologies (UV1 and UV2) by overlapping the common parts. 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. SPARQL result in CO 

 

Our future work will include functionalities that will allow users ask queries using  

JSP
10

 (JavaServer Pages) and Jena
11

 ontology API against OWL/RDF files. Through 

the ontology API, Jena provides a consistent programming interface for ontology 

applications.  

6 Conclusion 

Different communities have different perceptions and use different sets of terms (ter-

minologies) to represent the same reality. The problem of it is how to share a different 

perception between communities and how to make a correspondence between differ-

ent terms. In this research we used ontology alignment as a process to create a new 

ontology (common ontology) using a common set of terms by overlapping the com-

mon parts of the source ontologies. Using this approach it is possible to share differ-

ent conceptualizations, different terminologies, and different meanings between dif-

ferent systems. We believe that ontology alignment is one of the best approaches to 

solve the problem of data and semantic heterogeneity.  
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Abstract. A proposal for designing and developing a European Repository of 
Knowledge on Advanced Food Composition Tables (FCTs), based on the exist-
ing national FCTs, is proposed in this paper. The requirements of the system, the 
interoperability strategies, and the cooperation of each national FCT for main-
taining and updating the repository are discussed. 

Keywords: Knowledge repositories, Food Composition Tables (FCTs), Joint 
Programming Initiative in A Healthy Diet. 

1 Introduction 

The study of the interaction between diet and the genome is crucial to prevent and treat 
cardiovascular diseases, some cancers, type 2 diabetes, etc. The assessment of a per-
son's diet is a tedious task, and in practice, a portion of the intake information is evalu-
ated and then the habitual participants' intake is extrapolated. In order to obtain enough 
statistical power to avoid measurement errors and changes in diet, it is necessary to 
obtain repeated measures of dietary information from a large number of participants 
over time. For extracting information regarding participants' diet, nutritionist use Food 
Frequency Questionnaires (FFQ), 24 hour dietary recalls (24HDRs), dietary records or 
dietary histories [1]. These surveys collect consumed foods or dishes, which can be 
transformed into energy and nutrient intake using Food Composition Tables (FCTs). 
 
When conducting large multicenter studies in which individuals from several countries 
are involved, one limitation is the difficulty of data acquisition, harmonization and 
standardization in the different populations. In 2008, one pioneer initiative on this re-
gard was carried out by the “European Food Information Resource AISBL” (EuroFIR 



AISBL)1, an International non-profit association (AISBL), whose aim was: “the devel-
opment, management, publication and exploitation of food composition data, and the 
promotion of international cooperation and harmonization through improved data 
quality, database searchability, standards development, dissemination and training for 
all users and stakeholders”. The research objective approached here is a proposal of a 
knowledge network repository, with four basic types of knowledge (food composition, 
dish composition, dietary patterns and diet-disease effects) which can enhance the Eu-
roFIR project with new methods and techniques in the fields of large knowledge repos-
itories, data mining, and ontology engineering. 
 
Last June 14 in The Hague, the Joint Programming Initiative2 (JPI) in “A Healthy Diet 
for a Healthy Life” conference was held and the 2010-2020 roadmap for harmonizing 
and structuring research efforts in the area of food, nutrition and health was presented. 
The goal of the JPI conference was to define the Strategic Research Agenda for the 
period 2011-2020 and beyond3, which main aims are to provide a holistic approach to: 
(i) identify the key factors that affect diet-related diseases, (ii) discover new relevant 
parameters and mechanisms and (iii) define strategies that contribute to the develop-
ment of actions, policies and innovative products suitable to reduce the burden of diet-
related diseases. The JPI Agenda developed the corresponding subroadmap for each 
one of the three key interacting research areas that were identified and described in the 
previous Vision Document4 of the JPI. The Research Areas (RA) are the following: 
RA1-Determinants of diet and physical activity; RA2-Diet and food production; and 
RA3-Diet-related chronic diseases. 
 
Each research area roadmap in the Agenda presents two prime initiatives: for 2012-
2014 and 2015-2019. The prime initiative for RA1 (2012-2014) is “Establish a Euro-
pean transdisciplinary research network on determinants of dietary and physical ac-
tivity behaviors and the relation with health and best practice implementation strate-
gies for sustainable changes”. This initiative is a research challenge where the prepar-
atory work is the collection, integration and assessment of monitoring systems, data-
bases, determinants and outcome assessments. And one of the research needs to face 
the challenge is to establish and maintain an integrated trans-disciplinary database, with 
potential for secondary analysis by interested researchers with specific research hy-
pothesis, assuming the initial data are collected according to best practice in biological, 
behavioral, socio-economic and environmental science traditions. 
 

                                                           
1  EuroFIR. http://www.eurofir.net/. (Last access in August 6, 2012). 
2  JPI Conference: https://www.healthydietforhealthylife.eu/hdhlconference/ (Last access in 

August 6, 2012). 
3  The JPI Strategic Research Agenda for the period 2011-2020 and beyond. 

https://www.healthydietforhealthylife.eu/index.php?index=25. (Last access in August 6, 
2012). 

4  The JPI Vision Paper (September 2010) https://www.healthydietforhealthylife.eu/ in-
dex.php?index=24. (Last access in August 6, 2012). 



Technically speaking, the research challenge of creating a European FCT (EFCT) in-
volves a technological challenge in the field of large databases and large repositories. 
The Scientific Advisory Board of the JPI, called DEDIPAC, claimed that the EFCT 
should not be a “data” or “information” database, but a knowledge network repository 
with contributions of at least 27 European countries. The specific challenge to face is 
to organize the existing knowledge, their supporting infrastructures and their associated 
management requirements of the databases containing national Food Composition Ta-
bles (FCT) and their integration in a large knowledge repository. Traditionally, FCTs 
were tables where a portion of each single food was decomposed in energy, macronu-
trients and other components that are not nutrients. The standard size of the portion is 
100 g, but some FTCs take the edible part of the food (i.e., discarding the peel in 
oranges; in this case, 100 g of edible orange), and other FTCs take the whole food (i.e., 
the whole 100 g of orange, including the peel). Moreover, macronutrients are grouped 
in families, as lipids, proteins, carbohydrates; and no nutrients are minerals, vitamins 
and aminoacids. Usually, each FTC register contains around 50 components. However, 
the number of components may vary in each FTC. Regarding national and private (ac-
ademic or enterprise) FCT creation, although they can be standardized and biochemi-
cally proved, they are usually different from country to country (or depending on the 
academic organization or enterprise aims and resources). 
 
With the evolution of the information and communication technologies, FCTs were 
converted in databases and, later, Web services were added to allow on-line access to 
them. But the drawbacks of the traditional FTC were inherited by the FCT databases 
and emerged some specific problems as, for example, the lack of service due to site 
saturation or network breakdowns, the restricted access only to active members (who 
have paid the corresponding fee), the lack of programmed access (a set of procedures 
to manage queries coming from applications), the native language, and so on. That is 
the situation of the European FCT provided by the FAO5 or EuroFIR6. 
 
The aim of this paper is to discuss a proposal for designing and developing a European 
Repository of Knowledge on Advanced FCTs and related knowledge (food composi-
tion, dish composition, dietary patterns and diet-disease effects, and semantic connec-
tions between them) based on the existing national FCTs, their system interoperability 
strategies, and the cooperation of each national FCT for maintaining and updating the 
repository. 
 
For achieving this aim, the following strategies are discussed in this paper: (i) a process 
for retrieving data from the different national resources and populate the Repository 
(Section 2); (ii) the viability of the current software resources and protocols that can be 
used to integrate the different FTC databases (Section 3); and (iii) new methods and 

                                                           
5  FAO. Food Composition Tables–Europe. http://www.fao.org/infoods/tables_europe_en.stm. 

(Last access in August 6, 2012). 
6  EuroFIR How to access FCDBs. http://www.eurofir.net/food_information/food_composi-

tion_databases /how_access_fcdbs. (Last access in August 6, 2012). 



techniques for generating and extracting knowledge form the Repository (Section 4). 
Finally, some conclusions are provided. 

2 Designing a Process for Retrieving Data and Populate the 
Repository 

The process for retrieving data from the different national resources and populate the 
Repository can be very complex because the national FTC databases has been devel-
oped according to each country objectives, culture, funding and interests. Thus, data 
structures, nomenclatures, number of food components included or, even, formats and 
units (English or International Metric systems: e.g. quantities in grams vs. quantities in 
ounces) are not shared. Moreover, each database has different access protocols and 
restrictions (i.e., public vs. private access, human interface vs. programed interface or 
both, etc.) Therefore, before starting to discuss how we could apply the technical ap-
proach, previous political work should be done searching agreements for data sharing, 
open access protocols and medical and nutritional interests. Despite the above men-
tioned complexity, the process outlines can be described in a workflow composed by 
four steps: 
 
STEP1: defining a Minimal Set of FCT data (MS-FCT). The MS-FCT is the common 
data that holds every FCT database in the same or approached format (no need of 
transformation or conversion). On the other hand, the Standard Set of FCT data (SS-
FCT) must be defined. The SS-FCT is the standardized data that every FCT database 
should contain according strategic objectives of the knowledge repository (homogene-
ity, integration, interoperability). 
 
STEP2: defining the knowledge levels in the repository. Initially, we have defined the 
following levels (see Fig. 1): 

1. Level 1: Food Composition. Basic knowledge about the composition of each food 
but with the following variations: national FCT source, determination methods for 
each component, local and regional variations of the food, and original language. 

2. Level 2: Dish Composition. Knowledge about the composition of dishes in single 
food, the standard portions (in Metrical and English measures) and their correspond-
ing images, the corresponding recipes (the same food mixture is different ac-cording 
the cooking process), and the local and regional variations in recipes and portions. 

3. Level 3: Dietary patterns. Knowledge about discovered dietary patterns in nutri-
tional studies using data mining strategies. From dietary patterns, it would be possi-
ble to generate dietary models to apply in the kind of studies described in the JPI 
research areas prime initiatives. 

4. Level 4: Diet-disease effects. Knowledge about associations and interactions be-
tween diet and disease (via genetic and phenotypic factors), recommendations for 
specific populations (i.e., celiac), high risk food for specific diseases, lowering risk 
food for specific diseases, etc. 



All together should run in cooperation with every national FCT database trust, provid-
ing full access to authorized sources, level of service and frequent updates to guarantee 
the quality and accuracy of the provided knowledge in the repository. 

 

 

Fig. 1. Repository environment and functional structure. From each EU partner database, or set 
of databases (FCT, Dietary monitoring systems, Standardized Determinants and Standardized 
Outcome Assessments), a MS-FCT is provided. After some homogenization and integration 

processes, a SS-FCT is generated to update the Repository. The Queries path shows how que-
ries between levels flow. Semantic relationships are defined only to immediate levels and show 

how to extract knowledge from the repository. 

STEP3: studying, designing, developing and applying current software resources and 
protocols to integrate the different EU partners’ FTC databases and other data (Fig.1), 
generating the corresponding sets of MS-FCT, for retrieving data from the different 
national resources. 
 
STEP4: populating and maintaining the Repository, mainly injecting standardized data 
from the different national resources under the SS-FCT approach, but also using direct 
built-in methods and interfaces. It should be noted that the information is generated on 
national resources and not in the Repository. 



3 The Viability of the Current Software Resources and 
Protocols 

FCTs allow mapping foods or dishes with their corresponding energy and nutrients. In 
Nutritional Epidemiology, this is crucial due to the proved relation that exists between 
diet and some diseases [2], as for example, cardiovascular diseases [3-5], diabetes [6-
7], and obesity [8-10], whose study requires large amounts of data for a statistical anal-
ysis. Then, the development of the proposed Large Knowledge Repository is certainly 
a colossal and challenging task evolving current technology and new technologies that 
undoubtedly have an initial cost but may pay off in the long term. 
 
Previous works by our group [11], developed some medium scale projects in the area 
of medical informatics for automatizing nutritional questionnaires and calculating the 
nutritional composition of meals using several FCTs which used an ontology for trans-
lating the components in different FCTs to a common name. That ontology, named 
Nutriontology (NO), is running on an independent platform, which also contains all 
FTCs physical databases, applying interoperability strategies to manage the database 
access. Moreover, NO is part of a set of ontologies managed by an upper level ontology 
named NutriGenOntology (NGO). Other independent generic Web platform, named 
“Project”, manage the set of automatized nutritional questionnaires and the partici-
pant’s (and other data) database corresponding to one nutritional study. Thus, the com-
munication between NO and a project are performed by Web services. Really, Project 
is a template which is instantiated in a particular platform as new nutritional studies are 
started and, then, the platform adopts the study name or acronym (i.e., Fituveroles, 
Obenutic, Obenomics, etc.) Therefore, we consider that this pilot system carried out by 
our group, which combines ontologies and web services in the appropriate manner, can 
be a start-up for achieving an integrated European FCT. 
 
Besides, currently information repositories technology is rendered as insufficient for 
accomplish the integration and interoperability levels expected in such repositories, 
and the heterogeneity in the data is not efficiently managed. For example, the Semantic 
MediaWiki7 do already consider the unit conversion problem at a very basic level. An-
other option, taking in account the very large scale of our proposal, is to define two 
wide strategies in both levels (Fig.1): level 1 with integration and interoperability; level 
2 with homogenization. To integrate the different FTC databases, one suitable solution 
is combining semantic mappings for modelling FTC structures and semantic operations 
for retrieving data from the different national resources, and then, generating the cor-
responding MS-FTCs. Homogenization in the second level, under the SS-FCT ap-
proach, could foster the enhancement and specialization of existing data mining meth-
ods and techniques. Other solutions may be considered since some intelligent systems 
can cope with heterogeneity and interoperability in all levels. Then, it is too early for 

                                                           
7  Semantic MediaWiki repository. http://semantic-mediawiki.org/wiki/Help:Cus-

tom_units#Converting_between_proportional_units. (Last access in August 5, 2012). 



comparing the cost of addressing heterogeneity and interoperability versus the cost of 
homogenization in the proposed repository. 

4 Developing new methods and techniques for generating and 
extracting knowledge form the Repository 

 
It is necessary to define a standard language (i.e., XML-based language) for represent-
ing the Minimal Set of FCTs data and Standard Set of FCTs data, both including the 
basic four types of knowledge the Repository has to manage: food composition, dish 
composition, dietary patterns and diet-disease effects. But, the characteristics of these 
types of knowledge and the challenges derived from them must be identified. 
 
The food composition knowledge tell us what elements are in one standard portion 
(100 g. of edible portion or net intake) of each food: macronutrients (proteins, fat and 
carbohydrates), micronutrients (aminoacids, minerals and vitamins), other components 
(water, alcohol, caffeine, etc.), and the corresponding total energy of the whole portion. 
In the biochemical analysis made for composing the FCT, each sample is taken from 
raw food, wherever possible with minor exceptions, to avoid nutrient alterations in 
cooking processes. Therefore, the primary source of the information is the food com-
position biochemical analysis performed by each national food authority. This kind of 
analysis is make once unless a new and better biochemical technique appears in market. 
The secondary source of information is the own FCT. It could be subject to change due 
to adding new food entries (the most usual) or reviewing the existing ones (very rarely). 
Moreover, there are some standards about FCT structure and organization. The derived 
challenge is, firstly, to homogenize FCT entries in a common set of components, no-
menclatures and formats/units under the MS-FCT approach but keeping national dif-
ferences; and secondly, to integrate and combine all national FCT entries in a maximal 
concept as it is the SS-FCT. The last one would cover lacks of data for each individual 
food in a FCT combining data from the rest of FCTs. 
 
The dish composition knowledge describes the three main aspects of each dish: what 
food contains and in which quantity/proportion contributes each individual food, what 
cooking process has been applied, and what is the size of the portion. The proportion 
of each individual food determines the calculations of edible portions for obtaining the 
food composition from the FCT. The list of each individual food is not static due to 
national, regional, local and, of course, home variations, but keeping the main compo-
nents (i.e., apple pie will not be more apple pie when apple is replaced by peach). Each 
kind of cooking process alters the properties of the food (i.e., vitamin or fiber degrada-
tion, fat substitution, etc.). Then, FCTs cannot be applied directly, but with cooking 
revisions. The size of the portion is the description of how big is and what quantity of 
food contains a dish. Here, a specific problem arises from the term “dish”, because we 
can have solid, liquid and semi-liquid food. Then, when we are describing a portion of 
solid food, we are using the traditional meaning of physical dish (or similar) and 



measures in grams or ounces/pounds. However, when we are describing a portion of 
liquid and semi-liquid food, we have to use different container as glass or cup, and 
measures in milliliters or liquid ounces/pints. Usually, portions are categorized as 
small, medium and big, where each category has assigned one quantity in weight or 
volume, but the quantity depends of the nature of food itself. Moreover, there are not 
any standard (or the facto standard) about dish structure and portions, but the cooking 
alterations are well studied and weighted. Therefore, the primary source of the infor-
mation is composed by, in one hand, published tables of cooked food proprieties; and, 
on the other hand, published collections of recipes in books, journals, Web, etc. The 
derived challenge in this case is to define a Minimal Common Recipe Catalog (MCRC) 
which can be used in the scientific environment for assessing dish composition in the 
Repository. The MCRC should include the “official” composition of each dish plus 
cooking variants, standardized portions and units according the food state (solid, liquid, 
semi-liquid). 
 
The dietary patterns knowledge show us common profiles of food intake in persons to 
whom dietary assessment questionnaires were administered. Dietary patterns usually 
are inferred from the participants in nutritional studies and, later, can be reviewed and 
organized to have well-established patterns. Therefore, the primary source of the infor-
mation is the set of discovered dietary patterns, and the second source is the collection 
of scientific publications describing other patterns. The derived challenge in this case 
is to achieve a standard catalog of well-established patterns for making comparisons in 
each nutritional study. 
 
The diet-disease effects knowledge show us the associations and interactions between 
diet and diseases, when diet may act as risk or protector factor over individuals with 
(genetic) susceptibility to particular disease. Really, associations and interactions are 
not analyzed taking in account a particular meal or food, but specific dietary patterns. 
So, dietary patterns and disease are strongly related. Therefore, the main source of the 
information is the set of statistically significant diet-disease associations and interac-
tions discovered in the nutritional studies and published in journals. The derived chal-
lenge in this case is having the maximum and accurate knowledge as possible about 
diet-disease associations and interactions. 

5 Conclusions 

A framework for designing and developing a European repository of Knowledge for 
Food Composition Tables is proposed with in this paper and the scenarios and the steps 
for constructing this repository are also described. The main outline is to construct the 
knowledge base in a scalable way, moving from standardized knowledge towards pop-
ulation-dependent knowledge. The main challenge is to integrate repositories belong-
ing to different national states (many issues due to the use of different data structures, 
different nomenclatures, and different formats and units). Moreover, FCTs are ex-
tended with three additional types of knowledge, dish composition, diet patterns and 



diet-disease effects, coming from other biomedical/biological data sources, for mining 
associations and interactions between diseases and food by means of dietary patterns. 
 
A pilot approach was carried out by our group, which developed some medium scale 
projects in the area of medical informatics for automatizing nutritional questionnaires 
and calculating the nutritional composition of meals using several FCTs which used an 
ontology for translating the components in the different FCTs to a common name. 
Based on the success of this approach, we propose a solution to the integration of all 
European FCTs based on ontologies and web services, and asynchronous web technol-
ogies for assuring the minimal response time in knowledge queries, and for providing 
modular services, and the maximal underlying data organization. 
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Abstract. This paper presents our preliminary evaluation of the auto-
matic semantic annotation of open registries. Conversely to traditional
application of semantic annotation to scientific abstracts (e.g., PubMed),
open registries contain descriptions that mix terminologies of Computer
Science, Biomedicine and Bioinformatics, which makes their automatic
annotation more prone to errors. Moreover, the extensive use of acronyms
and abbreviations in these registries may also produce wrong anno-
tations. To evaluate the impact of these errors in the quality of the
automatically generated annotations we have built a Gold Standard
(GS) with single-word annotations. Additionally, we have adapted a
knowledge-based disambiguation method to measure the hardness in dis-
tinguishing right from wrong annotations. Results show that for some
semantic groups the disambiguation can be performed with good preci-
sion, but for others the effectiveness is far from being acceptable. Future
work will be focused on developing techniques for improving the semantic
annotation of these poorly represented semantic groups.

1 Introduction

In recent years, open metadata registries have become a popular tool for re-
searchers trying to locate resources in different domains, mainly in Life Sciences
and Open Linked Data. These registries allow users to provide metadata about
the resources in order to facilitate their discovery, which can be structured meta-
data, such as tags or categories, or free text descriptions. Although sophisticated
standards have been proposed for annotating the resources, most of the meta-
data available in the registries are expressed in natural language, which makes
more difficult the discovery of these resources in traditional search engines. De-
scriptions contain useful information about the resources and, moreover, they
implicitly describe the features of the resources. Therefore, to facilitate the dis-
covery of the most appropriate web resources, all these metadata has to be
normalized in order to be automatically processed.

Semantic annotation techniques are frequently used to normalize the meta-
data. Semantic annotation (SA) is the process of linking the entities mentioned



in a text to their semantic descriptions, which are stored in knowledge resources
(KRs) such as thesauri and domain ontologies, like UMLS R© Metathesaurus R©

and EDAM ontology [20] in Life Sciences. During the last years, we have wit-
nessed a great interest in massively annotating biomedical information. Most of
them are based on dictionary look-up techniques. These approaches try to find
in the documents each text span that exactly matches some lexical forms of the
terminological resource. Other approaches, like MetaMap [2] and EAGL [22], al-
low partial matching between text spans and lexical forms. Their main drawback
is that precision is usually very low and they suffer from scalability issues. These
annotators only base the matching on isolated text spans without taking into
account the context of the matching, which is the main source of errors when
annotating open collections.

Another issue that has to be taken into account in metadata normalization
is that metadata in web resources registries usually contains vocabulary taken
from different domains. For instance, in Life Sciences registries, the metadata
contains words about medicine, bioinformatics and computers, with a high degree
of overlapping between them. However, if the domains are not equally covered
by the knowledge resources, some senses of some words can be disregarded and,
therefore, the precision of the semantic annotations and, as consequence, also
the quality of the retrieved resources may be affected. Thus, the quality of the
semantic annotations becomes crucial in the discovery process.

There are two main problems that need to be addressed. One of them is
ambiguity, since a term can be mapped to more than one concept or sense. The
second one is the lack of coverage of the terminological resources. A term can be
ambiguous but this might not be reflected in the terminological resource. As a
consequence, there is no guarantee in many cases that even though the mapping
is not ambiguous that is correct.

In this paper we study these issues in the context of the semantic annotation
of open registries of Life Science resources, using the currently largest biomedical
knowledge resource, that is, the NLM’s UMLS [5].

2 Methods

We propose to study the effectiveness of unsupervised Word Sense Disambigua-
tion (WSD) approaches. The definition of the concept is turned into a bag-of-
words representation in which the words are weighted according to their rele-
vance to the concept and related concepts. This concept profile is compared to
the context of the ambiguous word and if it is over a trained threshold according
to a similarity measure, then it is assigned the given concept. In this work, the
window for the context of the ambiguous word is all the terms in the description
of the registry.

The concept profiles are prepared based on the NLM’s UMLS [5], which
provides a large resource of knowledge and tools to create, process, retrieve,
integrate and/or aggregate biomedical and health data. The UMLS has three
main components:



– Metathesaurus, a compendium of biomedical and health content terminolog-
ical resources under a common representation which contains lexical items
for each one of the concepts, relations among them and possibly one or more
definitions depending on the concept. In the 2009AB version, it contains over
a million concepts.

– Semantic network, which provides a categorization of Metathesaurus con-
cepts into semantic types. In addition, it includes relations among semantic
types.

– SPECIALIST lexicon, containing lexical information required for natural
language processing which covers commonly occurring English words and
biomedical vocabulary.

Concepts are assigned a unique identifier (CUI) which has linked to it a set of
synonyms which denote alternative ways to represent the concept, for instance,
in text. Concepts are assigned one or more semantic types.

In the following section, we present the generation of the WSD profiles and
present the similarity measures that will be used to compare the concept profiles
and the context of the ambiguous words.

2.1 WSD profiles

Word sense disambiguation (WSD), given an ambiguous word in context, at-
tempts to select the proper sense given a set of candidate senses. An example
of ambiguity is the word domain which could either refer to works or knowledge

without proprietart interest or, in biology, the taxonomic subdivision even larger

than a kingdom or a part of a protein. The context in which domain appears
is used to disambiguate it. WSD is an intermediary task which might support
other tasks such as: information extraction (IE) [2], information retrieval (IR)
and summarization [21].

WSD methods are based either on supervised learning or knowledge-based
approaches [23]. Supervised methods are trained on examples for each one of the
senses of an ambiguous word. A trained model is used to disambiguate previously
unseen examples. Knowledge-based (KB) methods rely on models built based on
the information available from available knowledge sources. In the biomedical do-
main, this would include the Unified Medical Language System (UMLS). In this
scenario, the candidate senses of the ambiguous word are UMLS concepts. KB
methods either build a concept profile [18], develop a graph-based model [1] or
rely on the semantic types assigned to each concept for disambiguation [11].
These models are compared to the context of the ambiguous word being disam-
biguated. The candidate sense with highest similarity or probability is selected
as the disambiguated sense.

Due to the scarcity of training data, KB methods are preferred as disam-
biguation methods. KB methods rely on information available in a terminolog-
ical resource. Performance of knowledge-based methods depends partly on the
knowledge resource, which usually is not built to perform WSD or IR tasks [14].



In our first WSD approach, the context words surrounding the ambiguous
word are compared to a profile built from each of the UMLS concepts linked to
the ambiguous term being disambiguated. This approach has been previously
used by McInnes [18] in the biomedical domain with the NLM WSD corpus.

This algorithm can be seen as a relaxation of Lesk’s algorithm [16], which
is very expensive since the sense combination might be exponentially large even
for a single sentence. Vasilescu et al. [24] have shown that similar or even better
performance might be obtained disambiguating each ambiguous word separately.

A concept profile vector has as dimensions the tokens obtained from the
concept definition or definitions if available, synonyms, and related concepts
excluding siblings.

Stop words are discarded, and Porter stemming is used to normalize the
tokens. In addition, the token frequency is normalized based on the inverted
concept frequency so that terms which are repeated many times within the UMLS
will have less relevance.

A context vector for an ambiguous term includes the term frequency; stop
words are removed and the Porter stemmer is applied. The word order is lost in
the conversion.

2.2 Similarity measures

We have compared the context vector of the term under evaluation (A) and the
concept profile vector (B) based on the several similarity measures presented
below. The length of the vectors is usually large due to the vocabulary size. But
the context and profile vectors only have values for a limited number of entries
and the others will have a value of zero.

One of these measures is the cosine similarity, shown in equation 1. The
candidate concept with the highest cosine similarity is selected as candidate
concept. This approach is used with UMLS based concept profiles [13,18].

Cosine =
A · B

‖A‖‖B‖
(1)

Entailment, presented below, looks at the overlap between the two vectors
and normalizes based on the number of tokens in the context vector. Compared to
the cosine similarity, the overlap is based on counting the matches between both
vectors instead of estimating the dot product. The matches are done considering
the non-zero entries. This overlap is normalized by the length of context vector
only to avoid a negative impact of a long concept profile.

Entailment(A,B) =
|A ∩ B|

|A|
(2)

The Jaccard coefficient measures similarity between sample sets, and is de-
fined as the size of the intersection divided by the size of the union of the sample
sets. Compared to entailment, the length of the concept profile is considered.



Jaccard(A,B) =
|A ∩ B|

|A ∪ B|
(3)

Chi-square allows comparing two distributions. In our work, we compare the
concept profile to the context vector. Chi-square has been used as a similarity
measure in text categorization by Chen et al. [6] and we follow their formulation
in this work.

χ2

υ
= h

[

n
∑

i=1

A2

i

sum(A)(Ai + Bi)
+

n
∑

i=1

B2

i

sum(B)(Ai + Bi)

]

− h (4)

sum(A) =

n
∑

i=1

Ai (5)

sum(B) =

n
∑

i=1

Bi (6)

h = sum(A) + sum(B) (7)

2.3 Data set

In this paper, our aim is to analyze the impact of the automatic semantic anno-
tations in the quality of the results of a retrieval system. To do that, we use a
dictionary look-up semantic annotator [3] to automatically annotate the meta-
data of the resources registered in three Life Sciences registries: BioCatalogue [4],
myExperiment [10] and SSWAP [9].

The semantic annotator is able to deal with several ontologies in order to
cover as much as possible the different vocabularies that appear in the resources
descriptions. In this work, the semantic annotator uses as knowledge resources
(KRs): UMLS, EDAM (an ontology designed for Life Science open registries),
myGrid (reference ontologies of BioCatalogue) and the entries of the Wikipedia
that have as category some sub-category of the Bioinformatics category. A de-
tailed description of the semantic annotator can be found in [19].

A preliminary analysis of the automatically generated semantic annotations
suggests that concepts matching several words are usually unambiguous and are
associated to a right sense. However, single word concepts are much prone to
ambiguity and errors.

For this reason, we have manually created a Gold Standard (GS) with those
annotations matching a single word. The GS has been curated by two people
who have analyzed each combination of concept-word in each semantic anno-
tation in the resources description, selecting the most appropriate concept in
each case. The GS contains for each semantic annotation, represented as a triple
(concept, word, contextvector), a bit indicating if the sense is correct (1) or not
(0). This GS contains 8863 single-word semantic annotations.



The whole catalogue contains 72958 semantic annotations, from which 42686
where annotated only with concepts from UMLS, 12269 were annotated with
concepts from UMLS and the other KRs and 18003 were annotated with concepts
from the other KRs but not from UMLS.

3 Results

We intend to evaluate the concept profiles and the similarity measures for filter-
ing annotations in our data set. From our data set, we have selected the semantic
groups of interest and split the set for each one of the semantic groups sets into
2/3 for training and 1/3 for testing. The semantics groups are the following:
CONC (Concepts & Ideas), DISO (Disorders), LIVB (Living Beings) and PHYS
(Physiology) as defined in the UMLS Semantic Network [17]3, while the groups
CHED (Chemicals & Drugs) and PRGE (Proteins & Genes) follow the defini-
tion under the CALBC challenge4. CALBC groups definition is closer to our
interests compared to the ones defined by the UMLS Semantic Network in these
two cases.

Table 1 shows the distribution of semantic annotations of the GS per semantic
group. Positive instances are the ones that are labeled with the specified semantic
group and the negative ones are instances that should not be labeled with the
semantic group. The distribution is usually skewed towards the negative class, i.e.
the concept does not represent the correct sense of the word, except for the PRGE
group in which the positive examples are more frequent. For example, in the
service SMART registered in BioCatalogue, the word domain refers to protein
domain and it has been annotated with the concepts C1514562:PRGE, that
refers to the protein domain, and C1883221:CONC, that refers to the general
concept of domain. Therefore, C1514562 is the correct concept in this case and
it is represented as a positive instance in the GS.

Semantic Group Training Positive Negative Testing Positive Negative

CHED 527 148 379 263 70 193
CONC 2139 598 1541 1068 283 785
DISO 180 6 174 90 4 86
LIVB 408 166 242 203 83 120
PHYS 169 44 125 84 22 62
PRGE 654 460 194 326 232 94

Table 1. Semantic group data set distribution

We would like to be able to decide if an annotation is correct given the
measures presented above. We have trained a threshold for each of the measures
based on the training set. This threshold is used to decide if the instance should

3 http://semanticnetwork.nlm.nih.gov/SemGroups
4 http://www.ebi.ac.uk/Rebholz-srv/CALBC/challenge guideline.pdf



be labeled with the semantic group or not. The optimization measure has been
the F-measure, while other measures could be considered. On the other hand,
due to the skewness of the data, other measures as accuracy would not be as
effective.

Table 2 shows the filtering performance of the different measures. Overall the
similarity measures seem to perform similarly except for chi-square that performs
better on average over the other measures. Chi-square shows a larger difference
compared to other measures for the LIVB and PHYS semantic groups.

SG Measure Threshold Precision Recall F-measure

CHED chisquare -3642.0724 0.4898 0.6857 0.5714
cosine 0.9698 0.5169 0.6571 0.5786
entailment 0.9269 0.4783 0.6286 0.5432
jaccard 0.9961 0.4538 0.7714 0.5714

CONC chisquare -121.9878 0.2939 0.8693 0.4393
cosine 1.0000 0.2647 1.0000 0.4186
entailment 1.0000 0.2647 1.0000 0.4186
jaccard 1.0000 0.2647 1.0000 0.4186

DISO chisquare -41397.6546 0.2500 0.2500 0.2500
cosine 0.9956 0.1212 1.0000 0.2162
entailment 0.9407 0.2000 0.5000 0.2857
jaccard 0.9768 0.0000 0.0000 0.0000

LIVB chisquare -3416.2337 0.7349 0.8133 0.7722
cosine 0.9995 0.4774 0.8916 0.6218
entailment 0.9302 0.6173 0.6024 0.6098
jaccard 0.9996 0.4774 0.8916 0.6218

PHYS chisquare -884.3186 0.4884 0.9545 0.6462
cosine 1.0000 0.2619 1.0000 0.4151
entailment 0.9662 0.3415 0.6364 0.4444
jaccard 0.9855 0.4063 0.5909 0.4815

PRGE chisquare -173.5428 0.7099 0.9914 0.8273
cosine 1.0000 0.7117 1.0000 0.8315
entailment 1.0000 0.7117 1.0000 0.8315
jaccard 1.0000 0.7117 1.0000 0.8315

Table 2. Semantic group results on the test set

4 Discussion

The results are interesting but there is still room for improvement. Among the
evaluated measures, chi-square seems to perform better on average compare to
the other measures. Cosine has been the preferred similarity measure in many
biomedical disambiguation work [13] and would be interesting to evaluate chi-
square in similar studies.



The best performing groups are LIVB and PRGE. In the case of LIVB,
there are not only the species which have shown already easy to annotate [8],
even though this semantic group includes in addition several population groups
which seem more difficult to annotate. On the other hand, the best F-measure is
obtained when all the cases are annotated as PRGE. This means that in addition
to being difficult to annotate, the skewness is in favour of this semantic group.

DISO has a small set of positive cases related to the term diabetes. Most of
the wrongly assigned terms are abbreviations like CA (California) or SIB (Swiss
Bioinformatics Institute). Other mentions like brain, have been already identified
in previous work [12] and different proposals for lexicon cleansing could be used.
This semantic group has a reduced set of annotations which are relevant in our
data set, which might indicate that the open registries include almost no mention
of diseases.

CONC has the largest number of candidate instances from which only a small
part is relevant to this semantic group and appears in large part of the example
cases. In this first work, the context vector might be too broad to help decision
making over annotations.

PHYS shows a large difference in performance with the chi-square measure.
Looking at the examples, there is a limited number of terms used which seem to
be always linked to PHYS. Examples of these terms are pathway, transcription

and transport. Other terms annotated as PHYS rarely are labeled as PHYS in
the gold standard. Among these terms, we find interactions, size or status.

Annotation of chemical entities has already proved to result in low perfor-
mance [7]. CHED annotations seem to be complicated to filter properly. Again,
there are sets of common terms that can be pre-filtered for this domain that
in many cases are not related to the topic of interest. Examples of these terms
are products, CA or date.

5 Conclusions and Future Work

We have introduced the problem of determining the correct sense of ambiguous
terms depending on their context in the semantic annotations in open registries
and evaluated the use of knowledge based methods used in disambiguation in
the automatic annotation of these registries.

Better performance is required to use the filtered annotations in a retrieval
system. We have worked with a large window, all the words in the definition
of the registries, in the development of the context vector. A more restrictive
window might provide a more focused context. In addition, we have seen that
there are terms which seem to have a preferred sense in this data set. Chi-square
performs better than other evaluated measures but has not been evaluated in
biomedical WSD and could provide better performance than existing work.

We have evaluated knowledge-based WSD methods since, when we started
this work, no training data was available. Given the current data set, trained
conditional random fields approaches [15] could be evaluated on the annotated
set.



Some direct follow-ups of this work are the refinement of particular details
of the semantic annotator, such as the detection of locutions as entities that do
not have to be annotated, the disambiguation of acronyms, the use of lexical
patterns to recognise fragments that are entities as a whole, e.g. the citations,
or the disambiguation of single words that are simplifications of multi-words.
In addition, we are also considering the use of lexicon cleansing techniques to
improve the lexicon.
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Redundancy reduction for multi-document summaries
using A* search and discriminative training

Ahmet Aker, Trevor Cohn and Robert Gaizauskas

University of Sheffield, UK

Abstract. In this paper we address the problem of optimizing global multi-
document summary quality using A* search and discriminative training. Differ-
ent search strategies have been investigated to find the globally best summary. In
them the search is usually guided by an existing prediction model which can dis-
tinguish between good and bad summaries. However, this is problematic because
the model is not trained to optimize the summary quality but some other periph-
eral objective. In this work we tackle the global optimization problem using A*
search with the training of prediction model intact and demonstrate our method to
reduce redundancy within a summary. We use the framework proposed by Aker
et al. [1] as a baseline and adapt it to globally improve the summary quality. Our
results show significant improvements over the baseline.

1 Introduction

Extractive multi-document summarization (MDS) aims to present the most important
parts of multiple documents to the user in a condensed form [9, 13]. This is achieved by
identifying a subset of sentences from the document collection which are concatenated
to form the summary. Two common challenges in extractive MDS are: search – finding
the best scoring summary from the documents – and training – learning the system
parameters to best describe a training set consisting of pairs of documents and reference
summaries.

In previous work the search problem is typically decoupled from the training prob-
lem. McDonald [14], for example, addresses the search problem by using Integer Lin-
ear Programming (ILP). In his ILP problem formulation he adopts the idea of Maximal
Marginal Relevance (MMR) [5] to maximize the amount of relevant information in the
summary and at the same time to reduce the redundancy within it. Others have also
addressed the search problem using a variation of ILP [7, 8] but as well as using dif-
ferent approaches such as stack decoding algorithms [20], genetic algorithms [16] and
submodular set function optimisation [12].

By separating search from training these approaches assume the existence of a pre-
dictive model which can distinguish between good and bad summaries. This is prob-
lematic because the model is not trained to optimize the summary quality but some
other peripheral objective. The disconnect between the training and prediction settings
compromises the predictive performance of the approach.

An exception is the work of Aker et al. [1], which proposes an integrated frame-
work that trains the full prediction model directly with the search algorithm intact.



Their training algorithm learns parameters such that the best scoring whole summary
under the model has a high score under an evaluation metric. However they only opti-
mize the summary quality locally and do not take into account global features such as
redundancy within the summary.

This paper addresses the redundancy problem within the integrated framework pro-
posed by Aker et al. [1] and thus presents a novel approach to global optimization of
summary quality. We present and evaluate our approach for incorporating a redundancy
criterion into the framework. Our approach adapts the A* search to global optimization.
The core idea of this approach is that redundant sentences are excluded from the sum-
mary if their redundancy with respect to the summary created so far exceeds a threshold.
In our experiments this threshold is learned automatically from the data instead of being
set manually as proposed in previous work.

The paper is structured as follows. Section 2 presents the work of Aker et al., [1],
in detail. In Section 3 we describe our modifications to the framework proposed by
Aker et al. and our proposed approach to address redundancy in extractive summariza-
tion. Section 4 describes our experimental setup to evaluate the proposed approach, and
Section 5 the results. Finally, we conclude in Section 6.

2 Background

In this section we first review the work of Aker et al. [1] in detail, which is essential for
the understanding of our modifications to their framework.

2.1 Summarization Model

A summarization model is used to score summaries. Summaries are ranked according
to these scores, so that in search, the summary with the highest score can be selected.
Aker et al. use the summarization model s to score a summary:

s(y|x) =
∑
i∈y

φ(xi)λ (1)

where x is the document set, composed of k sentences, y ⊆ {1 . . . k} is the set of
indexes selected for the summary, φ(·) is a feature function that returns a set of features
values for each candidate summary and λ is the weight vector associated with the set of
features. In search we use the summarization model to find the maximum summary ŷ:

ŷ = argmax
y

s(y|x) (2)

2.2 Search

In Aker et al. the creation of a multi-document summary is formulated as a search
problem in which the aim is to find a subset of sentences from the entire set to form
a summary. The search is also constrained so that the subset of sentences does not
exceed the summary length threshold. In search, a search graph is constructed with
edges representing the connections between the sentences and states with summaries.



Each node is associated with the information about the summary length and summary
score. The authors start with an empty summary (start state) with length 0 and score 0
and follow an outgoing edge to expand it. A new state is created when a new sentence
is added to the summary. The new state’s length is updated with the number of words
of the new sentence. The score of the state is computed under the summarization model
described in the previous section. A goal state is any state or summary where it is not
possible to add another sentence without exceeding the summary length threshold. The
summarization problem is then finding the best scoring path (sum over the sentence
scores on this path) between the start state and a goal state.

Aker et al. use the A* search algorithm [17] to efficiently traverse the search graph
and accurately find the best scoring path. In A* search a best-first strategy is applied
to traverse the graph from a starting state to a goal state. The search requires a scoring
function for each state, here s(y|x) from Equation 1, and a heuristic function that esti-
mates the additional score to get from a given state to a goal state. The search algorithm
is guaranteed to converge to the optimal solution if the heuristic function is admissible,
that is, if the function used to estimate the cost from the current node to the goal never
overestimates the actual cost. The authors propose different heuristics with different
run-time performances. The reported best performing heuristic is the “final aggregated
heuristic”. We use this heuristic as baseline and for our modification purposes.

2.3 Training

In Aker et al. training problem is formulated as one of finding model parameters, λ,
such that the predicted output, ŷ closely matches the gold standard, r. The quality of the
match is measured using ROUGE [10]. In the training the standard machine learning
terminology of loss functions, which measure the degree of error in the prediction,
∆(ŷ, r) is adopted. The loss is formulated as 1−R with R as being the ROUGE score.
The training problem is to solve

λ = argmin
λ

∆(ŷ, r) (3)

where ŷ and r are taken to range over the corpus of many document-sets and sum-
maries. The prediction model is trained using the minimum error rate training (MERT)
technique [15]. MERT is a first order optimization method using Powell search to find
the parameters which minimize the loss on the training data [15]. MERT requires n-
best lists which it uses to approximate the full space of possible outcomes. A* search is
used to construct these n-best lists and MERT to optimize the objective metric such as
ROUGE that is used to measure the summary quality.

3 Addressing redundancy

To address redundancy within a summary we adopt the framework of Aker et al. [1]
described in the previous section in that we re-use their summarization and training of
the prediction model.



3.1 A* search with redundancy reduction

In this section we present our approach to dealing with redundancy within multi-document
summaries, which implement the idea of omitting or jumping over redundant sentences
when selecting summary-worthy sentences from the input documents. When sentences
from the input documents are merged and sorted in a list according to their summary-
worthiness, the generation of a summary starts by first including a top summary-worthy
sentence into the summary, then the next one until a desired summary length is reached.
If a sentence from the list is found to be similar to the ones already included in the sum-
mary (i.e. to be redundant), then this sentence should not be included into the summary,
but rather jumped over. We integrate the idea of jumping over redundant sentences into
the A* search algorithm described by Aker et al. The difference between our imple-
mentation and the one of Aker et al. is the integration of a function jump(y, y) into the
search process. We use this function to jump over a sentence with the index y when it
is redundant with respect to the summary y. Thus compared to Aker et al. we do not
only skip a sentence if it is too long as it is the case in Aker et al., but also when it is
redundant compared to the summary created so far. In our work we replace the jump
conditions of Aker et al. with:

lengthConstraintsOK ∧ jump(y, y) == F (4)

where lengthConstraintsOK represents the situation when the next sentence does not
violate the summary length in Aker et al. and jump(y, y) == F the case where the next
sentence is not redundant and therefore not to be jumped over.

Jump based on redundancy threshold (JRT): We use the similarity score of a sentence
xi with respect to the summary y and a similarity or redundancy threshold R to decide
whether to jump over the sentence or not. In general we jump over a sentence xi if its
similarity score is above R (see Algorithm in 1). The similarity scores are computed
using the sim(., .) function shown in Equation 5.

Algorithm 1 Jump when similarity score is above a threshold R, jump(y, xi)
Require: require a similarity or redundancy thresholdR
1: if sim(y, xi)≤ R then
2: return F
3: end if
4: return T

sim(y, xj) =
1

n

n∑
l=1

|ngrams(y, l)
⋂
ngrams(xj , l)|

|ngrams(xj , l)|
(5)

where ngrams(y, n) is the set of n-grams in summary y and ngrams(xj , n) in sentence
xj respectively. This method returns 0 if y and xj do not share any n-grams. When
all n-grams of xj are found in the list of n-grams of y the method returns 1. Note that
we use this function to only see how many n-grams of xj are found in y. The other



direction is less important for our purpose. The idea of omitting redundant sentences
if their redundancy score exceeds a threshold has already been introduced in previous
work [4, 11, 18, 19]. However, in contrast to these studies, in which the redundancy
threshold is set manually, we learn it automatically.

Fig. 1. Learning the redundancy thresholdR. The learning procedure starts in the box denoted with Start.

To learn the redundancy threshold R we make use of the entire framework (search
and training) and proceed as shown in Figure 1. In the beginning (the top left of the
figure) we create a random R ∈ (0, 1]. In addition to this R we generate two further
values: R+ 0.1 ≤ 1 and R− 0.1 > 0. These two additional numbers are used to move
R towards its optimum value. All three Rs are used to generate n best summaries using
A* search. In the A* search we also require a prediction model to score the sentences.
For this we start with an initial prediction model (initial feature weights W ). For each
of the R values (denoted with r in the figure) we then create an n best list using A*
search leading to 3 × n summaries. If there are summaries from a previous step we
extend the new n best list with them, so that in training the entire history of n best lists
is provided. For each summary its corresponding R value is known. Next, these n best
summaries are input to MERT to train new weights W ′, i.e. a new prediction model.
After obtaining W ′ we can pick up the summary from the n best summaries created for
each document set MERT has used to come up with W ′. We sum the R values of those
summaries (in total m for m document sets) and divide the sum by m to obtain the new
R′. We replace R with R′ and W with W ′ and repeat the entire process until no new
summaries are added to the n best list, when the process stops. Depending on which R
was used to generate the best summaries (R, R+0.1 or R− 0.1), the optimal value for
R ((R that leads to best summaries under the ROUGE metric)) will choose its direction
either towards > 0 or ≤ 1.



4 Experimental settings

In this section we describe the data used in the experiments, our summarization system
and the training and testing procedure.

4.1 Data

For training and testing we use the freely available image corpus described in [3]. The
corpus contains 296 images of static located objects (e.g Eiffel Tower, Mont Blanc) each
with a manually assigned place name and object type category (e.g. church, mountain).
For each place name there are up to four model summaries that were extracted manually
from existing image descriptions taken from the VirtualTourist travel community web-
site. Each summary contains a minimum of 190 and a maximum of 210 words.

4.2 Summarization system

To generate summaries for each of the 296 document sets we use an extractive, query-
based multi-document summarization system. It is given three inputs: a query (place
name, e.g. Westminster Abbey), the object type associated with an image (e.g. church)
and a set of web-documents retrieved using the place name as query. The summarizer
uses the following features described in [2, 1]:

– sentencePosition: Position of the sentence within its document. The first sentence
in the document gets the score 1 and the last one gets 1

n where n is the number of
sentences in the document.

– inFirst5: Binary feature indicating whether the sentence is one of the first 5 sen-
tences of the document.

– isStarter: A sentence gets a binary score if it starts with the query term (e.g. West-
minster Abbey) or with the object type, e.g. The church.

– LMProb: The probability of the sentence under a bi-gram language model. We
trained a separate language model on Wikipedia articles about locations for each
object type, e.g., church, bridge, etc. When we generate a summary about a location
of type church, for instance, then we apply the church language model on the related
input documents.1

– DepSim: Similar to LMProb we trained a separate dependency pattern model using
Wikipedia articles about locations for each object type. As in LMProb we use these
models to score the input sentences. A sentence is scored based on the number of
patterns it contains from the model.

– sentenceCount: Each sentence gets assigned a value of 1. This feature is used to
learn whether summaries with many sentences are better than summaries with few
sentences or vice versa.

– wordCount: Number of words in the summary, to decide whether the model should
favor long summaries or short ones.

1 For our training and testing sets we manually assigned each location to its corresponding object
type.



Table 1. ROUGE scores. In each row the results were obtained with the prediction model trained on the metric of that row.

Recall Aker et al. [1] JRT
R2 0.094 0.109*
RSU4 0.146 0.167*

Table 2. Example summary about the query Akershus Castle.

Norwegian Royalty have been buried in the Royal Mausoleum in the castle. During the 17th and 18th century the castle
fell into decay, and restoration work only started in 1899. The Akershus castle and fortress are located on the eastern
side of the Oslo harbor. The fortress was first used in battle in 1306. The original Akershus Castle is located inside the
fortress. Akershus Fortress (Norwegian: Akershus Festning) is the old castle built to protect Oslo, the capital of Norway.
The fortress was built in 1299, and the meaning of the name is ’the (fortified) house of (the district) Aker’. In the 1600s a
castle (or in norsk, “slott”) was built. In the reign of Christian IV the medieval stronghold was converted into a Renaissance
castle and the fortifications were extended. Guided tours of the fortress in the summer, all year on request. The services are
announced in the newspapers and are open to all. During World War II, several people were executed here by the German
occupiers. The fortress was reconstructed several times to withstand increasing fighting power. The castle is well positioned
overlooking Oslo’s harbour. The fortress was strategically important for Oslo and therefore for Norway as well.

5 Results

We use 191 document sets for training and 105 for testing. When training the prediction
model we use ROUGE as a metric to maximize because it is also used for automatic
summary evaluation in DUC2 and TAC.3 In particular, following DUC and TAC we use
ROUGE 2 (R-2) and ROUGE SU4 (R-SU4) for both in training and testing. R-2 com-
putes the number of bi-gram overlaps between the automatic and model summaries.
R-SU4 measures uni-gram overlaps between two text units but also bi-grams composed
of non-contiguous words, with a maximum of four words between the words. The re-
sults of our experiments are shown in Table 1.

As shown in Table 1 the results achieved with the JRT method where we learn a
redundancy thresholdR automatically are better than the ones obtained using the setting
without the idea of jump. The JRT method significantly4 (p < 0.001) outperforms the
method of Aker et al..5

The values of the learnt redundancy threshold R differ for different ROUGE met-
rics: for R2 this is 0.5338 and for RSU4 0.4675. The different R values are expected
given the different properties of R2 and RSU4. Compared to R2 the redundancy thresh-
old for RSU4 is more strict which reflects the way RSU4 works. As mentioned in Sec-
tion 4, RUS4 measure the uni-gram overlap between two text units but also bi-grams
where gaps of up to four words are allowed between the words. This means that RSU4
is able to capture more similarities between sentences than R2, where single word over-
laps are not captured. In R2 gaps within a bi-gram are allowed. For example bi-grams

2 http://duc.nist.gov/
3 http://www.nist.gov/tac/
4 We use a two-tail paired T-test to compute significance test.
5 We have also studied different alternative methods to the JRT one to be used in the jump(., .)

function such as favoring the following sentence to the current one if it is less redundant than
the current one or combining the redundancy scores with the actual raw scores of the sentences
and jumping only over the current sentence if the combined score is less than the combined
score of the following sentence. However, the results by these alternative methods led only to
moderate improvement over the baseline. For this reason we do not report those results.



Table 3. Readability evaluation results: Each cell shows the percentage of summaries scoring
the ranking score heading the column for each criterion in the row as produced by the summary
method indicated by the subcolumn heading – Aker et al. (RW ) and JRT . The numbers indicate
the percentage values averaged over the three people.

5 4 3 2 1
Criterion RW JRT RW JRT RW JRT RW JRT RW JRT
clarity 6.2 22.4 41.7 73.5 29.2 2.0 20.8 0 2.1 2.0
coherence 6.2 28.6 18.8 42.9 33.3 24.5 37.5 4.1 4.2 0
focus 6.2 26.5 33.3 61.2 29.2 12.2 29.2 0 2.1 0
grammar 4.2 12.2 58.3 67.3 12.5 4.1 20.8 14.3 4.2 2.0
redundancy 4.2 8.2 8.3 61.2 2.1 12.2 41.7 18.4 43.8 0

Table 4. Readability evaluation results: Each cell shows the percentage of summaries scoring the
ranking score >= 4 for each criterion in the row as produced by the summary method indicated
by column heading – Aker et al. (RW ) and JRT . The numbers indicate the percentage values
averaged over the three people.

Criterion RW JRT
clarity 47.9 95.9
coherence 25 71.5
focus 39.5 87.7
grammar 30.2 79.5
redundancy 12.5 69.4

AB andA??B are identical in RSU4, but not in R2. Consequently, a stricter redundancy
threshold is required in RSU4 than in R2. This fact illustrates also that there cannot be a
single R for every ROUGE metric and highlights the importance of learning it for each
of the ROUGE metrics separately.

From the example summary about the query Akershus Castle shown in Table 2 we
can see that the summary does capture a variety of facts about the castle such as when
the castle was built, where it is located, etc. This type of essential information about the
castle occurs only once in the summary. What is repeated in most of the sentences are
referring expressions such as the name of the place (Akershus Castle) or the object type
(the castle or the fortress). Sentences containing referring expressions are more likely
to contain relevant information about the castle in the model summaries than sentences
which do not contain such expressions. The redundancy thresholds are set to allow
some repetition in the summary, which means that MERT learned to allow referring
expressions to be repeated in the summary, so it can maximize the ROUGE metrics.

We also evaluated our summaries using a readability assessment as in DUC and
TAC. DUC and TAC manually assess the quality of automatically generated summaries
by asking human subjects to score each summary using five criteria – grammaticality,
redundancy, clarity, focus and structure. Each criterion is scored on a five point scale
with high scores indicating a better result [6]. In the evaluation we asked three people to
assess the summaries. Each person was shown 100 summaries (50 from each summary
type selected randomly from the entire test set of 105 places). The summaries were
shown in a random way. The results of the manual evaluation are shown in Table 3.
Table 4 shows percentage values of summaries which achieved scores at levels four or
above.



We see from Table 3 that JRT type summaries perform much better than in the
Aker et al. setting where summaries are generated without redundancy detection. The
percentage values at levels 5 and 4 (see Table 4) show that the JRT summaries have
more clarity (95.9% of the summaries), are more coherent (71.5% of the summaries),
have better focus (87.7% of the summaries) and grammar (79.5% of the summaries)
and contain less redundant information (69.4% of the summaries) than the ones gener-
ated in thewordLimit setting (47.9%, 25%, 39.5%, 30.2% and 12.5%). The substantial
improvement in redundancy from the Aker et al. setting to JRT demonstrated that in-
corporating a jump into a summarization system adds to redundancy reduction but also
improves other quality aspects of the summary.

6 Conclusion

In this paper we proposed and evaluated an automatic method for improving the global
quality of extractive multi-document summaries by means of reducing the redundancy
within summaries. We used the framework proposed by Aker et al. [1] as a baseline
because it uses a combined search and training approach to maximize the summary
quality locally and adapted it for global optimization. We demonstrated that our pro-
posed method, JRT , for redundancy reduction improves the quality of the summary
over the baseline as indicated by the ROUGE metric and manual evaluation. In JRT
we jump over sentences which are more similar than a similarity threshold R learnt
automatically. We have seen that the properties of different ROUGE metrics require
different redundancy thresholds, so that R must be learned for each ROUGE metric
separately. The automatically determined R values appeared to be neither too strict nor
too generous as they allow referring expressions to be redundant in the output summary
but not whole factual assertions. This reflects the fact that in the model summaries the
sentences containing referring expressions are also those which contain the most rele-
vant information about a query.

In future work we intend to address several issues arising from this work. First, we
intend to incorporate semantic knowledge into computation of the redundancy scores.
Currently, when learning the R value we purely use surface level comparison and com-
pute the redundancy score between a sentence and a summary using uni and bi-gram
lexical overlaps. By doing this we can only capture the repetition of information units if
they are expressed in the same way. We believe that the results can be further improved
if techniques to detect semantic overlaps are also used. Second, we aim to address the
issue of information flow, which is currently missing in the output summaries. From
the example summary we can see that the summary reads like the bag of sentences. By
integrating flow into the A* search algorithm we hope to improve the readability of the
summaries.
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Abstract. In this paper, we propose a domain and genre-independent
approach to identify the discourse relation called attributive, included in
Grimes’ relation list [7]. An attributive relation provides details about an
entity or an event or can be used to illustrate a particular feature about
a concept or an entity. Since attributive relations describe attributes or
features of an object or an event, they are often used in text summariza-
tion (e.g. [2]) and question answering systems (e.g. [12]). However, to our
knowledge, no previous work has focused on tagging attributive relations
automatically. We propose an automatic domain and genre-independent
approach to tag attributive relations by utilizing dependency relations
of words based on dependency grammars [3]. In this paper, we also show
how attributive relations can be utilized in text summarization. By us-
ing a subset of the BLOG061 corpus, we have evaluated the accuracy of
our attributive classifier and compared it to a baseline and human per-
formance using precision, recall, and F-Measure. The evaluation results
show that our approach compares favorably with human performance.

1 Introduction

According to [15], “Discourse relations - relations that hold together different
parts (i.e. proposition, sentence, or paragraph) of the discourse - are partly re-
sponsible for the perceived coherence of a text”. In a discourse, different kinds
of relations such as contrast, causality or elaboration may be expressed. For
example, in the sentence “If you want the full Vista experience, you’ll want a
heavy system and graphics hardware, and lots of memory”, the first and second
clauses are related through the discourse relation condition. The use of discourse
relations have been found useful in many applications such as document sum-
marization (e.g. [1, 2, 13]) and question answering (e.g. [10, 12]). However, these
relations are often not considered in computational language applications be-
cause domain and genre-independent robust discourse parsers are very few.

1 http://ir.dcs.gla.ac.uk/test collections/blog06info.html



In this paper, we propose a domain and genre-independent approach to iden-
tify the discourse relation called attributive, included in Grimes’ relation list [7].
An attributive relation provides details about an entity or an event. For example,
in Mary has a pink coat., the sentence exhibits an attributive relation because it
provides details about the entity coat. Attributive relations can also be used to
illustrate a particular feature about a concept or an entity - e.g. Picasa makes
sure your pictures are always organized. The sentence of this example also con-
tains an attributive relation since it is describing a particular feature of the entity
Picasa. Even though attributive relations are often used in summarization (e.g.
[13]) and question answering systems (e.g. [12]), to our knowledge, no previous
work has focused on tagging attributive relations automatically. We propose an
automatic domain and genre-independent approach to identify whether a sen-
tence contains an attributive relation by utilizing dependency relations of words
based on dependency grammars [3]. In this paper, we also show how attributive
relations can be utilized in text summarization and how our tagger has been
evaluated in that context.

2 Related Work

Currently, to identify discourse relations automatically from multi-documents,
only a few approaches are available. The most notable ones are the SPADE
parser [14], Jindal et al.’s approach [8], and HILDA [6].

The SPADE parser [14] was developed within the framework of RST (Rhetor-
ical Structure Theory). The SPADE parser identifies discourse relations within a
sentence by first identifying elementary discourse units (EDU)s, then identifying
discourse relations between two EDUs (clauses) by following the RST theory.
However, the attributive relation is not included within these relations.

Another discourse parser is presented in [8]. This parser focuses on tagging
the comparison relation. In order to label a clause as containing a comparison re-
lation, [8] used a set of keywords and annotated texts, and generate patterns for
comparison sentence mining. A Näıve Bayes classifier is then used using the pat-
terns as features to learn a 2-class classifier (comparison and non-comparison).
This approach is used in our summarization system (Section 4.2) to tag intra-
clausal comparison relations; but again, it does not deal with attributive rela-
tions.

Another notable work is that of [6] who designed the discourse parser called
HILDA2 (HIgh-Level Discourse Analyzer) which can tag discourse relations at
the text level. First, this parser extracts different lexical and syntactical features
from the input texts. Then the parser is trained using the RST Discourse Tree-
bank3 (RST-DT) corpus. This parser consists of two SVM classifiers. The first
classifier finds the most appropriate relation between two textual units and the
second classifier verifies whether two adjacent text units should be merged to

2 HILDA: http://nlp.prendingerlab.net/hilda
3 http://www.isi.edu/ marcu/discourse/Corpora.html



form a new subtree. However, the source of the parser is not publicly available
and again does not tag attributive relations.

Other notable works on discourse parsing and discourse segmentation are
proposed by (e.g. [11, 16]). However, the attributive relation is not tagged by
any of these approaches. Discourse parsing systems are being developed in other
languages than English such as [4] for Spanish.

3 A Method based on Dependency Relations

According to [12], an attributive relation provides details about an entity or
event. It can be used to illustrate a particular attribute or feature about a
concept or an entity. For example, Subway sells custom sandwiches and salads.
- contains an attributive relation since it provides an attribute about Subway.
This relation has been used successfully by [12] in question answering and natural
language generation. However, currently, no automatic approach is available to
identify attributive relations.

To develop our method to identify attributive relations, we have performed
a corpus analysis of 200 attributive sentences from the BLOG06 corpus4.

A first analysis of our development set showed that 83% of the time, attribu-
tive relations occur within a clause; as opposed to many other discourse relations
that span across clauses. Due to this, our approach is based on the analysis of
single clauses. To identify attributive relations automatically, similarly to Fei et
al.’s work [5], we have used dependency relations of words based on dependency
grammars [3].

Table 1. Sample Dependency Relations between Words (taken from [5])

Relation Name Description Examples Parent Child

subj subject I will go go I
obj object tell her tell her
mod modifier a nice story story nice

Dependency relations of words are defined based on dependency grammars
[3]. They refer to the binary relations between two words where one word is
the parent (or head) and the other word is the child (or modifier). In this rep-
resentation, one word can be associated with only one parent but with many
children (one word can modify only one other word, but a word can have several
modifiers). Therefore, when the dependency relations of a sentence is created
it will be in the form of a tree (called a dependency tree). Typical dependency
relations are shown in Table 1.

4 BLOG06 is a TREC test collection, created and distributed by the University of Glas-
gow to support research on information retrieval and related technologies. BLOG06
consists of 100,649 blogs which were collected over an 11 week period (a total of 77
days) from late 2005 and early 2006. The total size of collection is 25 gigabytes. In
this corpus, blogs vary significantly in size, ranging from 44 words to 3000 words.



Different words of a sentence can be related using dependency relations di-
rectly or based on the transitivity of these relations. For example, the dependency
relations of the sentence “The movie was genuinely funny.” as produced by the
Stanford parser5 is shown in Figure 1.

Fig. 1. Dependency Relations for the Sentence: The movie was genuinely funny.

The head of the arrow points to the child, the tail comes from the parent,
and the tag on the arrow indicates the dependency relation type. For example, in
Figure 1, both words movie and funny are modifiers of the word was. While, the
word movie is the subject of the word was, the word funny is a direct adjectival
complement (acomp) to the word was. With the help of dependency relations, it
is possible to find how different words of a sentence are related.

In order to develop our classifier, we have first parsed the sentences of our
development set using the Stanford parser. A manual analysis of these parses
showed that to be classified as an attributive sentence, the topic of the sentence
needs to be the descendant of a verb and be in a subject or object relation with
it. However, the topic and the verb can be related in several ways; which we
describe by 3 heuristic rules:

Heuristic 1: The Topic is a Direct Nominal Subject: The topic is a direct
nominal subject, a noun phrase that is the syntactic subject of the verb (e.g.,
subj in the Stanford parser).

Fig. 2. Example of Heuristic 1 to Tag the Attributive Relation

For example, the sentence “Picasa displays the zoom percentage” contains
an attributive relation where the topic “Picasa” is directly related to the
verb “displays” using the dependency relation subj (shown in Figure 2).
This is the most frequently encountered dependency relation which occurs
within a clause in our attributive development set and accounts for 42% of
the development set.

Heuristic 2: A Noun is the Syntactic Subject and the Topic is a Mod-
ifier of the Noun: A noun is the syntactic subject of the sentence and the
topic is a modifier of the noun. This heuristic rule accounts for modifiers
that can be a noun compound modifier (e.g., nn in the Stanford parser),

5 http://nlp.stanford.edu/software/lex-parser.shtml



a propositional modifier (e.g., prep in the Stanford parser) or a possession
modifier (e.g., poss in the Stanford parser).

Fig. 3. Example of Heuristic 2 to Tag the Attributive Relation

For example, the sentence “Frank Gehry’s flamboyant, titanium-clad Guggen-
heim Museum has a similar relationship to the old, masonry city around it.”
contains an attributive relation where the noun “Museum” is the subject
of the sentence and the topic “Frank Gehry” is a possession modifier of the
noun “Museum” (a partial dependency tree is shown in Figure 3). These
dependency relations account for 38% of the development set.

Heuristic 3: A Noun is the Syntactic Direct Object and the Topic is
a Modifier of the Noun: A noun is the syntactic direct object of the verb
(e.g., obj in the Stanford parser) and the topic is a modifier of the noun.
Under this heuristic rule, a modifier can be a noun compound modifier (e.g.,
nn in the Stanford parser).

Fig. 4. Example of Heuristic 3 to Tag the Attributive Relation

For example, the sentence “You can buy two Subway sandwiches for $7.99
on sunday.” contains an attributive relation where the noun “sandwiches”
is the object of the verb “buy” and the topic “Subway” is a modifier of the
noun ‘sandwiches” (a partial dependency tree is shown in Figure 4). These
relations account for 16% of the development set.

Given a sentence and a topic, our rule-based classifier tries to determine if
any of the 3 heuristics shown above are applicable. If this is the case, it tags the
sentence as attributive.

The next section will discuss how attributive relations can be used in blog
summarization and how our approach has been evaluated in that context.

4 Evaluation

To evaluate our attributive tagger, we have performed both an intrinsic and an
extrinsic evaluation.



4.1 Intrinsic Evaluation

For the intrinsic evaluation, we have evaluated the performance of our attributive
classifier against a manually created gold standard using precision (P), recall (R),
and F-Measure (F). For this evaluation, since no standard dataset was available,
we have developed our own test set containing 400 sentences from the BLOG06
corpus; where two annotators manually tagged 200 sentences as attributive and
200 as non-attributive. Discrepancy between annotators was settled through
discussion to arrive at a consensus. It must be noted that both the development
and the test sets contain no common sentences.

In this evaluation, we have also calculated and compared the baseline and
human performance with our classifier’s performance. These were computed as
follows: the baseline method tags a sentence as attributive if the topic of the
sentence is the direct nominal subject (i.e. heuristic rule 1 in Section 3). This
method was chosen because it was the most frequently encountered dependency
relation in our attributive development set (42% of the times). On the other
hand, to evaluate the human performance to tag attributive relations, we asked
two human participants to annotate 100 sentences from the test corpus. These
100 sentences were randomly selected from the corpus where 50 sentences are
positive examples (e.g. attributive) and 50 sentences are negative examples (e.g.
non-attributive). At the end, human performance was compared with the gold
standard using precision, recall and F-measure.

Table 2. Intrinsic Evaluation of the Attributive Tagger

Precision Recall F-Measure

Attributive Classifier 77% 76% 77%

Baseline 39% 67% 49%

Human Performance 79% 88% 83%

Table 2 shows the evaluation results of our attributive classifier. The table
also shows the baseline and human performance for identifying attributive rela-
tions. We can see that the performance of the human participants (F-Measure
= 83%) is much higher than the baseline (F-Measure = 49%). Our attributive
classifier (F-Measure = 77%) performs better than the baseline and is a little
weaker than human participants.

From the evaluation results, we can see that the precision and the overall
F-Measure score of human participants are not very high (around 80%). We
suspect that the reason behind this is that even though attributive relations
are useful in natural language research, this relation is not well recognized and
humans may not be very familiar with it. To verify this, we have calculated the
inter-annotator agreement in tagging attributive sentences using Cohen’s kappa.
The results show that inter-annotator agreement is moderate according to [9]
with a kappa value of 0.51, which seems to support our hypothesis.



4.2 Extrinsic Evaluation

To do the extrinsic evaluation, we have tested our attributive relation identifica-
tion approach with our BlogSum summarizer [13] and have evaluated its effect
on the summaries generated. Let us first describe the summarizer we used and
how the tagger was used.

BlogSum BlogSum is a domain-independent query-based blog summarization
system that uses intra-sentential discourse relations within the framework of
schemata. The heart of BlogSum is based on discourse relations and text schemata.

Text schemata are patterns of discourse organization used to achieve differ-
ent communicative goals. Text schemata were first introduced by McKeown [12]
based on the observation that specific types of schemata are more effective to
achieve a particular communicative goal. Schema-based approaches were also
used by other researchers in the context of question answering and text genera-
tion to generate relevant and coherent text. However, schema-based approaches
are usually domain-dependent where the domain knowledge is pre-compiled and
explicitly represented in knowledge bases or is used for structured documents
(e.g. Wikipedia articles).

BlogSum works in the following way: First candidate sentences are ranked
using the topic and question similarity to give priority to topic and question rele-
vant sentences. Since BlogSum works on blogs, which are opinionated in nature,
to rank a sentence, the sentence polarity (e.g. positive, negative or neutral) is
calculated using a subjectivity score. The subjectivity score of a sentence is also
used to calculate its relevance to the question. To extract and rank sentences,
our approach calculates a score for each sentence using the features shown below:

Sentence Score = Question Similarity + Topic Similarity + |SubjectivityScore|

where, question similarity and topic similarity are calculated using cosine
similarity based on words tf.idf and subjectivity score is calculated using a
dictionary-based approach using the MPQA lexicon6, which contains more than
8000 entries of polarity words.

Then sentences are categorized based on the discourse relations that they
convey. This step is critical because the automatic identification of discourse re-
lations renders BlogSum independent of the domain. This step also plays a key
role in content selection and summary coherence as schemata are designed us-
ing these relations. For predicate identification, BlogSum considers 28 discourse
relations including the attributive relation. Then four different approaches are
used to identify these predicates: a) the SPADE parser [14] (see Section 2); b) a
comparison relations classifier adapted from [8] (see Section 2); c) a topic-opinion
discourse relation tagger, and d) our own attributive tagger described in Section
3. It is to be noted that an analysis of 221 random summary sentences from the

6 MPQA: http://www.cs.pitt.edu/mpqa



BLOG06 corpus shows that 32% of the sentences were tagged by our attributive
tagger.

In order not to answer all questions the same way, BlogSum uses different
schemata to generate a summary that answers specific types of questions. Each
schema is designed based on giving priority to its associated question type and
subjective sentences as summaries for opinionated texts are generated. Each
schema specifies the types of predicates and the order in which they should
appear in the output summary for a particular question type.

Fig. 5. A Sample Discourse Schema used in BlogSum

Figure 5 shows a sample schema that is used to answer reason questions
(e.g. “Why do people like Picasa?”). According to this schema, one or more
topic-opinion or attribution predicates followed by zero or many contingency or
comparison predicates followed by zero or many attributive predicates can be
used7.

Finally the most appropriate schema is selected based on a given question
type; and candidate sentences fill particular slots in the selected schema based
on which discourse relations they contain.

Extrinsic Evaluation within BlogSum To evaluate the performance of our
tagger in an extrinsic evaluation, we used it within BlogSum. In these experi-
ments, we used the original ranked list of candidate sentences before applying
the discourse schema, called OList, as a baseline, and compared them to the
BlogSum-generated summaries with and without the tagger. We used the Text
Analysis Conference (TAC) 2008 opinion summarization dataset8 which is a
subset of BLOG06. The TAC 2008 opinion summarization dataset consists of 50
questions on 28 topics; on each topic one or two questions were asked and 9 to 39
relevant documents were given. For each question, one summary was generated
by OList and two by BlogSum and the maximum summary length was restricted
to 250 words.

7 Following [12]’s notations, the symbol / indicates an alternative, * indicates that
the item may appear 0 to n times, + indicates that the item may appear 1 to n
times.

8 http://www.nist.gov/tac/



With this dataset, we have automatically evaluated how BlogSum performs
using the standard ROUGE-2 and ROUGE-SU4 measures. For this experiment,
on each question, two summaries were generated by BlogSum; one using the
attributive tagger and the other without using the attributive tagger. In this
experiment, ROUGE scores are also calculated for all 36 submissions in the
TAC 2008 opinion summarization track. Table 3 shows the evaluation results.

Table 3. Extrinsic Evaluation of the Attributive Tagger

System Name ROUGE-2 (F) ROUGE-SU4 (F)

TAC Average 0.069 0.086

OList - Baseline 0.102 0.107

BlogSum without Attributive Tagger 0.113 0.115

BlogSum with Attributive Tagger 0.125 0.128

TAC Best 0.130 0.139

The table shows that BlogSum performs better than OList, and performs bet-
ter with the use of the attributive tagger using both ROUGE-2 and ROUGE-SU4
metrics. Without using the attributive tagger, BlogSum misses many question
relevant sentences whereas the inclusion of the attributive tagger helps to in-
corporate those relevant sentences into the final summary. This result indicates
that our attributive tagger helps to include question relevant sentences without
including noisy sentences thus improving the summary content. These results
also confirms the correctness and usefulness of our tagger.

Compared to the other systems that participated to the TAC 2008 opin-
ion summarization track, BlogSum performed very competitively; its F-Measure
score difference from the TAC best system is very small. Both BlogSum and
OList performed better than the TAC average systems.

5 Conclusion and Future Work

In this paper, we have presented a domain and genre-independent approach
to identify attributive discourse relations which provides attributes or features
of an object or an event. We have utilized dependency relations of words to
identify these relations automatically. Evaluation results show that our approach
achieves an F-Measure of 77% on our test-set of blogs, which compares favorably
with humans and is much higher than the baseline. We have also showed that
attributive relations can be used successfully in an application such as blog
summarization to generate informative and question-relevant summaries.

As future work, we would like to evaluate the accuracy of each heuristic and
analyze further the performance of our classifier with the goal of improving its
performance and deal with attributive relations than span across clauses.
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Using biomedical databases as knowledge
sources for large-scale text mining

Fabio Rinaldi, Institute of Computational Linguistics,
University of Zurich, Switzerland

Abstract

In this paper we discuss how terminological knowledge extracted from biomed-
ical databases can be used effectively in large-scale processing of the biomedical
literature. We briefly present an integrated information extraction and text mining
environment which is capable of reliably identifying and disambiguating several
categories of relevant domain entities, which can then constitute relevant index-
ing entries in order to allow efficient retrieval of relevant documents and passages.
Additionally the system generates ranked lists of candidate interactions among the
detected entities, which can be useful for several purposes, from assisted literature
curation to question answering systems.

1 Introduction
The rapid increase of novel scientific results in the domain of molecular biology ren-
ders it necessary to collect this information in structured repositories, so that it be-
comes easily accessible to the end users. Well-known databases like UniProt, Mint,
IntAct, BioGrid, collect information about proteins and their interactions. PharmGKB
[4, 12] curates knowledge about the impact of genetic variation on drug response for
clinicians and researchers. The Comparative Toxicogenomics Database (CTD) collects
interactions between chemicals and genes in order to support the study on the effects of
environmental chemicals on health [5]. A significant amount of manual effort is needed
in order to extract from the literature the information required to accurately fill those
databases (a process referred to as “curation”). Text mining solutions are increasingly
requested to support the process of curation of biomedical databases.

The OntoGene project1 focuses on the improvement of biomedical text mining
through the usage of advanced natural language processing techniques. Our approach
relies upon information delivered by a pipeline of NLP tools, including sentence split-
ting, tokenization, part of speech tagging, term recognition, noun and verb phrase
chunking, and a dependency-based syntactic analysis of input sentences [11, 8]. The
results of the entity detection feed directly into the process of identification of interac-
tions.

1http://www.ontogene.org/
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Different implementations of the OntoGene system have been used for participa-
tion in several well-known text mining shared tasks, such as BioCreative, CALBC and
BioNLP, obtaining always competitive results. For example, in the BioCreative 2009
challenge the OntoGene system obtained the best results for protein-protein interac-
tions [10]. More recently, within the scope of the SASEBio project (Semi-Automated
Semantic Enrichment of the Biomedical Literature), we have developed a user-friendly
interface (ODIN: OntoGene Document INspector) which can be used by database cura-
tor to inspect the results of the text mining system. The interface is designed to simplify
the interaction of the user with the text mining system, allowing for example modifica-
tion of incorrect results. The system can then learn based upon this interaction.

In the rest of this short paper we briefly describe the OntoGene pipeline architecture
and the ODIN interface for assisted curation.2

2 Information Extraction
Biomedical terminological resources can be leveraged for construction of large-scale
knowledge bases. One example is KaBOB (Knowledge Base of Biology), a large RDF
store based upon 17 prominent biomedical daabases. KaBOB contains 5.6-billion RDF-
triples [1]. Similar kinds of integrated data networks can be used for knowledge dis-
covery purposes through usage of semantic web technologies (see for example [2]).

In our own work we have used such databases as knowledge sources for the process
of semi-automated information extraction. In the rest of this section we describe the
OntoGene Text Mining pipeline which is used to (a) provide all basic preprocessing
(e.g. tokenization) of the target documents, (b) identify all mentions of domain entities
and normalize them to database identifiers, and (c) extract candidate interactions.

2.1 Preprocessing and Detection of Domain Entities
Several large-scale terminological resources are used by the OntoGene system in order
to detect names of relevant domain entities in biomedical literature (proteins, genes,
chemicals, diseases, etc.) and ground them to widely accepted identifiers assigned by
the original database, such as UniProt Knowledgebase, National Center for Biotech-
nology Information (NCBI) Taxonomy, Proteomics Standards Initiative Molecular In-
teractions Ontology (PSI-MI), Cell Line Knowledge Base (CLKB), etc.

From the original databases we extract preferred names and synonyms for each
term, together with its unique identifier. This information is used to annotate the in-
put documents using an efficient lookup procedure. A term normalization step is used
to take into account a number of possible surface variations of the terms. The same
normalization is applied to the list of known terms at the beginning of the annotation
process, when it is read into memory, and to the candidate terms in the input text, so
that a matching between variants of the same term becomes possible despite the differ-
ences in the surface strings [8]. For more technical details of the OntoGene terminology
recognition process, see [7].

2Readers interested in more details are invited to consult the journal publications available from the
OntoGene web site.
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The terminological resource obtained as described above is used to annotate biomed-
ical text in a relatively straightforward way. First, in a preprocessing stage, the input
text is transformed into a custom XML format, and sentences and tokens boundaries
are identified. For this task, we use the LingPipe tokenizer and sentence splitter which
have been trained on biomedical corpora. The tokenizer produces a granular set of to-
kens, e.g. words that contain a hyphen (such as ‘Pop2p-Cdc18p’) are split into several
tokens, revealing the inner structure of such constructs which would allow to discover
the interaction mention in “Pop2p-Cdc18p interaction”. Tagging of terms is performed
by sequentially processing each token in a sentence and, if it can start a term, annotate
the longest possible match (partial overlaps are excluded). In the case of success, all
the possible IDs (as found in the term list) are assigned to the candidate term.

Ambiguity is a serious problem for several types of entities. For example names of
some proteins and genes can refer to several different database identifiers. For example,
hemoglobin can refer to human hemoglobin or to mouse hemoglobin (or to any other
species). Besides, even in humans there are several different types of hemoglobin. Us-
ing knowledge about the organisms which are the focus of the experiments described
in each paper we can disambiguate to a large extent entities such as proteins and genes.
In the OntoGene pipeline we apply an approach which we first described in [3]. We
first create a ranked list of ’focus’ organisms based on all mentions of proteins, genes,
cell lines and organisms in the paper. In the disambiguation process we remove all the
IDs that do not correspond to an organism present in the list. Additionally, the scores
provided for each organism can be used in ranking the candidate IDs for each entity.
Such ranking is useful in a semi-automated curation environment where the curator is
expected to take the final decision. However, it can also be used in a fully automated
environment as a factor in ranking any other derived information, such as interactions
where the given entity participates.

2.2 Detection of Interactions
Mentions of relevant domain entities in a given text span are used by the OntoGene
system to create candidate interactions. The selected text span can vary from a sentence
to a larger observation window. Simple co-occurrence in the selected text span is a low-
precision, but high-recall indication of a potential relationship among those entities. In
order to obtain better precision the OntoGene system uses the syntactic structure of
the sentence, and the global distribution of interactions in the original database. In this
section we describe in detail how candidate interactions are ranked by our system,
according to their relevance for the original database.

The OntoGene system creates an initial ranking of the candidate relations from the
selected text span using only the frequency of the respective entities with the following
formula:

relscore(e1, e2) = (f(e1) + f(e2))/f(E)

where f(e1) and f(e2) are the number of times the entities e1 and e2 are observed in
the abstract, while f(E) is the total count of all identifiers in the abstract. An additional
zone-based boost might be used in some cases (e.g. for entities mentioned in the title).

3



Figure 1: Example of sentence analysis and detection of an interaction.

The OntoGene pipeline makes use of an internally developed dependency parser [13]
in order to parse all sentences in the input documents. The information derived from
the dependency analysis is used to improve on the baseline ranking for candidate inter-
action. Besides, the syntactic analysis provides useful information for the extraction of
the interaction type. Given two terms identified in the same sentence, a collector tra-
verses the tree from each of the two terms upwards to the lowest common parent node,
recording all intermediate nodes and dependency paths along the route. An example of
such a traversal can be seen in Figure 1. Such traversals have been used in many PPI
applications, they are commonly called tree walks or paths.

Each candidate interaction is assigned a score, obtained by combining several fea-
tures, including: (1) Syntactic path, which encodes the information provided by the
dependency structure between the two entities in the candidate interaction; (2) Known
interaction: in order to better distinguish between ’novel’ interactions (more important
for the curation process) and ’older’ interactions (already known, thus less important
for the curation process), we penalize interactions that are already reported in the ref-
erence databases, in proportion to their ’age’ (date at which the interaction was first
reported); (3) Novelty score: we also use linguistic clues in order to to distinguish be-
tween sentences that report the results detected by the authors (e.g. “Here we report
that...”) from sentences that report background results. Interactions in ’novelty’ sen-
tences are scored higher than interactions in ’background’ sentences; (4) Zoning: differ-
ent structural zones of the paper have often different levels of relevance. We observed
that novel interactions are often mentioned in the abstract and the conclusions, while
the introduction and methods section are less likely and therefore get lower scores; (5)
Pair salience: the frequency of mentions in the paper of each of the entities in the can-
didate pair is an important indicator of the relevance of that interaction in the paper.
Scores from each feature are then combined and normalized to the [0,1] range, in
order to produce a ranking for the candidate interactions.

The results of the OntoGene text mining system are made accessible through a cu-
ration system called ODIN (“OntoGene Document INspector”) which allows a user
to dynamically inspect the results of the text mining pipeline. An experiment in in-
teractive curation has been performed recently in collaboration with the PharmGKB
database [4, 12]. The results of this experiment are described in [6]. [9] provides fur-
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Figure 2: Entity annotations and candidate interactions on a sample PubMed abstract

ther details on the architecture of the system. Figure 2 shows a screenshot of ODIN.

3 Conclusion
In this paper we briefly described the OntoGene text mining system, targeted at the
extraction of entities and relationships from the biomedical literature. The OntoGene
pipeline leverages upon manually curated resources and is capable of reliably identify-
ing entity and relationships which can optionally be delivered using standard semantic-
web formats such as RDF or OWL. The long-term vision of the project is a deeper
integration of databases and literature.
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Abstract. In this paper we describe how the UMLS Metathesaurus—the most
comprehensive effort for integrating medical thesauri and ontologies—is being
used within the context of the Ontology Alignment Evaluation Initiative (OAEI).
We also present the obtained results in the Large BioMed track of the OAEI
2011.5 campaign where the reference alignments are based on UMLS. Finally,
we propose a new reference alignment based on the harmonisation of the outputs
of the systems participating in the OAEI Large BioMed track.

1 Introduction

The Ontology Alignment Evaluation Initiative1 (OAEI) is an international campaign for
the systematic evaluation of ontology matching systems —software programs capable
of finding correspondences (called alignments) between the vocabularies of a given set
of input ontologies [22, 7, 9, 23]. The matching problems in the OAEI are organised
in several tracks, with each track involving different kinds of test ontologies [7]. The
ontologies in the largest test case in the OAEI 2011 contain only 2,000–3,000 classes;
however, ontology matching tools have significantly improved in the last few years and
there is a need for more challenging and realistic matching problems for which suitable
reference alignments exist [22, 7].

UMLS-Metathesaurus (UMLS) [1] is currently the most comprehensive effort for
integrating medical thesauri and ontologies, including the National Cancer Institute
Thesaurus (NCI) [12, 11], the Foundational Model of Anatomy (FMA) [19] and the
Systematized Nomenclature of Medicine Clinical Terms (SNOMED CT) [24], which
are large-scale and semantically rich ontologies. NCI, FMA and SNOMED CT are grad-
ually superseding the existing medical classifications and are becoming core platforms
for accessing, gathering, and sharing biomedical knowledge and data. Hence, matching
such large ontologies represents a very interesting challenge for the OAEI initiative.

In this paper we describe how the UMLS correspondences between NCI, FMA
and SNOMED CT have been used as reference alignments for the new Large BioMed
track2 in the OAEI initiative. Furthermore we present the results obtained in the OAEI
2011.5 campaign for this track and we propose a new reference alignment based on the
harmonisation of the outputs of the participating ontology matching systems.

1 http://oaei.ontologymatching.org/
2 http://www.cs.ox.ac.uk/isg/projects/SEALS/oaei/



Table 1. The notion of “Joint” in the MRCONSO file from the UMLS distribution.

CUI Language Source Entity

C0022417 ENG

FMA
Joint

Set of joints
SNOMED CT Joint structure

NCI
Joint

Articulation

Table 2. UMLS-based alignment between FMA, NCI and SNOMED CT for the notion of “Joint”.

Ontology pair Generated Alignments

FMA ∼ NCI

〈1,FMA:Joint ,NCI :Joint , 1.0, equiv〉
〈2,FMA:Joint ,NCI :Articulation, 1.0, equiv〉
〈3,FMA:Set of joints,NCI :Joint , 1.0, equiv〉

〈4,FMA:Set of joints,NCI :Articulation, 1.0, equiv〉

FMA ∼ SNOMED CT
〈5,FMA:Joint ,SNOMED :Joint structure, 1.0, equiv〉

〈6,FMA:Set of joints,SNOMED :Joint structure, 1.0, equiv〉

SNOMED CT ∼ NCI
〈7,SNOMED :Joint structure,NCI :Joint , 1.0, equiv〉

〈8,SNOMED :Joint structure,NCI :Articulation, 1.0, equiv〉

2 The UMLS-based reference alignments

Ontology alignments are often conceptualised as tuples with the form 〈id, e1, e2, n, ρ〉,
where id is a unique identifier for the mapping, e1, e2 are entities in the vocabulary of
the integrated ontologies, n is a numeric confidence measure between 0 and 1, and ρ is a
relation between e1 and e2, typically subsumption (i.e., e1 is more specific than e2) and
equivalence (i.e., e1 and e2 are synonyms) [8]. The OAEI initiative uses an RDF format
to represent the alignments3 [6] containing the aforementioned elements. Alternatively,
OAEI alignments are also represented as OWL 2 subclass and equivalence axioms with
the mapping identifier (id) and confidence (n) added as OWL 2 annotation axioms [4].

Although the standard UMLS distribution does not directly provide sets of align-
ments (in the OAEI sense) between the integrated ontologies, it is relatively straight-
forward to extract alignment sets from the information provided in the distribution files
[15]. Concretely, we have processed the MRCONSO4 file, which contains every entity
in UMLS together with its concept unique identifier (CUI), its source vocabulary (e.g.
FMA), its language (e.g. English), and other attributes not relevant for the OAEI. Table
1 shows an excerpt from the MRCONSO file associated to the notion of “Joint”.

It follows from Table 1 that the notion of “Joint” is shared by FMA, SNOMED CT
and NCI. In particular, FMA contains the entities Joint and Set of joints, NCI the
entities Articulation and Joint, and SNOMED CT only the entity Joint structure.
All these entities have been annotated with the same CUI C0022417 and therefore,
according to UMLS’s intended meaning, they are synonyms. Then, for each pair of
entities e1 and e2 from different sources and annotated with the same CUI, we have

3 http://alignapi.gforge.inria.fr/format.html
4 http://www.ncbi.nlm.nih.gov/books/n/nlmumls/ch03/



Table 3. UMLS-based alignments

Ontology pair Original alignments Unsatisfiabilities Refined alignments
FMA ∼ NCI 3,024 655 2,898
FMA ∼ SNOMED CT 9,072 6,179 8,111
SNOMED CT ∼ NCI 19,622 20,944 18,322

Table 4. Results for the Large BioMed track in the OAEI 2011.5 campaign.

System Size Unsat. Refined UMLS Original UMLS Time (s)P R F P R F
LogMap 2,658 9 0.868 0.796 0.830 0.875 0.769 0.819 126
GOMMAbk 2,983 17,005 0.806 0.830 0.818 0.826 0.815 0.820 1,093
GOMMAnobk 2,665 5,238 0.845 0.777 0.810 0.862 0.759 0.807 960
LogMapLt 3,466 26,429 0.675 0.807 0.735 0.695 0.796 0.742 57
CSA 3,607 >105 0.514 0.640 0.570 0.528 0.629 0.574 14,068
Aroma 4,080 >105 0.467 0.657 0.546 0.480 0.647 0.551 9,503
MapSSS 2,440 33,186 0.426 0.359 0.390 0.438 0.353 0.391 >105

generated the corresponding (equivalence) UMLS-based alignments with a confidence
value of 1.0 (see Table 2).

The integration of new resources in UMLS combines expert assessment and so-
phisticated auditing protocols [1, 3, 10]. However, it has been noticed that UMLS-based
alignments lead to a large number of unsatisfiable classes if they are represented as
OWL 2 axioms and integrated with the input ontologies [15, 14]. For example the in-
tegration of SNOMED CT and NCI via UMLS-based alignments leads to more than
20,000 unsatisfiable classes. To address this problem, we have presented in [14] a re-
finement of the (original) UMLS-based alignments that do not lead to (many) unsatis-
fiable classes (see Table 3). This refinement is based on the alignment repair module of
the ontology matching system LogMap [14, 16].

3 Results of the Large BioMed track in the OAEI 2011.5

In this section we briefly present the obtained results in the Large BioMed track of the
OAEI 2011.5 campaign.5 We have only evaluated the FMA-NCI matching problem,
where the used versions of FMA and NCI contains 78,989 and 66,724 classes, respec-
tively. The original and refined UMLS-based alignments (see Table 3) has been used as
reference to evaluate the efficiency of participating ontology matching systems.

Table 4 summarizes the obtained results where systems has been ordered according
to the F-measure against the refined UMLS-based reference alignment. LogMapLt —a
simple ontology matcher—has been used as a base-line. Besides precision (P), recall
(R), F-measure (F) and runtimes we have also evaluated the coherence of the align-
ments when reasoning together with the input ontologies.6 Note that we have evaluated

5 http://www.cs.ox.ac.uk/isg/projects/SEALS/oaei/2011.5/
6 We have used the OWL 2 reasoner HermiT [20]



Fig. 1. Harmonised alignments for the FMA-NCI matching problem of the OAEI 2011.5.

GOMMA [17] with two different configurations. GOMMAbk uses UMLS-based back-
ground knowledge, while GOMMAnobk has this feature deactivated.

GOMMA (with its two configurations) and LogMap are a bit ahead in terms of F-
measure with respect to Aroma [5], CSA [25] and MapSSS [2], which could not top the
results of the base-line LogMapLt. GOMMAbk obtained the best results in terms of re-
call, while LogMap provided the best results in terms of precision and F-measure. The
use of the original UMLS-based reference alignment did not imply important variations.
Since the original set contains more mappings, precision and recall slightly increases
and decreases, respectively. It is worth mentioning, however, that GOMMAbk improves
its results when comparing with the original UMLS-based reference alignment and pro-
vides the best F-measure.

Regarding mapping coherence, only LogMap generated an ‘almost’ clean output in
all three tasks. Although GOMMAnobk also provides highly precise output correspon-
dences, they lead to a huge amount of unsatisfiable classes.

4 Towards a silver standard reference alignment

The original UMLS-based reference alignment, as shown in Section 2, contains errors
(i.e. lead to large number of unsatisfiable classes when integrated with the input ontolo-
gies). On the other hand, the refined UMLS-based reference alignment is based on the
(incomplete) alignment repair techniques of the ontology matching systems LogMap
[14, 16], which may fail to detect and discard the appropriate alignments. Thus, in or-
der to turn the extracted UMLS-based reference alignments into an agreed-upon gold
standard expert assessment would be needed, which is almost unfeasible for large align-
ment sets. We have opted to move towards a silver standard by harmonising the outputs
of different matching tools over the relevant ontologies. Similar silver standards have
been developed for named entity recognition problems [21, 13].



We have harmonised the outputs of the systems participating in the OAEI 2011.5
FMA-NCI matching problem. Each system has been associated a weighted vote based
on its precision w.r.t. the refined UMLS-based reference alignment (see Table 4). For ex-
ample, LogMap and MapSSS have been associated the weights 0.868 and 0.426, respec-
tively. Note that systems participating with two versions (e.g. GOMMA and LogMap)
have been only considered once in the voting process.

Figure 1 summarises the evolution of the F-measure, Precision and Recall for the
harmonised alignment depending on the minimum required votes. For example the har-
monised alignment set requiring 4.0 points of weighted votes has a precision of 0.971
and a recall of 0.369 w.r.t. the refined UMLS-based reference alignment. As expected
precision increases and recall decreases as the required votes increase.

We have selected the harmonised alignment set with the highest F-measure (0.91) as
the “first” silver standard of the FMA-NCI matching problem. This set contains 2,890
alignments that have been ”at least” voted by two systems with weight 0.90. Note that
this harmonised alignment has not been yet refined and it is known to lead to more than
14,000 unsatisfiable classes when integrated with FMA and NCI.

5 Future work

In the OAEI 2012 campaign7 we also intend to evaluate the SNOMED-NCI and FMA-
SNOMED matching problems using the correspondent UMLS-based reference align-
ments (see Table 3). We will also create harmonised silver standards alignments and
we will evaluate the participating systems against them. This comparison will be very
useful to analyse how different a system is with respect to the others.

Finally, we also intend to combine different reasoning and diagnosis tools such as
ALCOMO8 [18] to generate error-free refinements of both the UMLS-based reference
alignments and the harmonised silver standards.
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KB Bio 101: A Repository of Graph-Structured
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1 Introduction

The goal of Project Halo is to develop a “Digital Aristotle” — a reasoning
system capable of answering novel questions and solving advanced problems in a
broad range of scientific disciplines and related human affairs [3]. As part of this
effort, SRI has created a system called Automated User-Centered Reasoning and
Acquisition System (AURA) [12], which enables educators to encode knowledge
from science textbooks in a way that it can be used for answering questions by
reasoning.

A team of biologists is currently using AURA to encode a popular biology
textbook that is used in advanced high school and introductory college courses in
the United States [15]. The knowledge base called KB Bio 101 is an outcome of
this effort and contains concept taxonomy for the whole textbook and detailed
rules for 20 chapters of the textbook. The current focus in the project is to
expand the KB Bio 101 to cover all the 56 chapters of the book by December
2013. In the longer-term, KB Bio 101 will be expanded both in expressiveness
and coverage. In terms of expressiveness, the Project Halo team is investigating
the use of defaults, exceptions, negations, disjunctions and a process language.
In terms of scope, the KB will likely be expanded to cover multiple textbooks
potentially spanning a full undergraduate curriculum.

AURA uses a knowledge representation and reasoning system called Knowl-
edge Machine (KM) [8]. KM supports a variety of representation features that
include a facility to define classes and organize them into a hierarchy and define
concept partitions (disjointness and covering axioms), ability to define relations
(also known as slots) and organize them into a relation hierarchy, support for
nominals, a facility to define horn rules, a procedure language, a situation mecha-
nism, and a STRIPS representation for actions. KM performs reasoning by using
inheritance, description-logic style classification of individuals, backward chain-
ing over rules, and a heuristic unification. In addition, KM can use its situation
mechanism and STRIPS representation of actions to simulate their execution.
While the AURA team has experimented with the use of all of these features,
the current core of AURA leverages only a small subset. The Project Halo team
has invested significant effort to identify these core features and to specify them
in a declarative manner. One example of such an effort is the work to specify the
heuristic unification in KM using an answer set programming framework [7]. The
net result of these efforts is that the team is now able to export the KB Bio 101



in a variety of standard declarative languages, for example, first order logic with
equality [9], SILK [11], description logics (DLs) [5] and answer set programming
[10].

The KB Bio 101 is a central component of an electronic textbook application
called Inquire Biology [2] aimed at students studying from it. SRI has worked
with teachers and students to collect a large number of questions that are of
practical interest for this application. Working from those questions, the team
has formulated logical reasoning tasks that must be performed by a reasoner.

The KB Bio 101 presents a unique opportunity for us to test our reasoners
and to motivate further development. Recognizing that logical reasoning is only
one component of the overall task of answering questions, the team at SRI is in
the process of formulating similar challenges for knowledge representation [1] and
natural language generation [6] which are also centered on KB Bio 101. Taken
collectively, these multiple challenges position us to make major leaps in AI in
general, and knowledge-based question answering in particular.

2 Representation of Graphs in a Standard DL Syntax

There are two problems that need to be addressed to provide a representation of
graphs in the DLs: defining a syntax for describing graphs and defining a family
of graph expressiveness layers. We explain this in more detail next.

In principle, role value maps would be needed in order to truthfully represent
the content of the KB Bio 101. Role-value maps are a standard-way of express-
ing graph-structured descriptions in DL syntax. Unfortunately, unrestricted role
value maps quickly lead to undecidability. There are decidable variants of role
value maps, e.g. the restricted role-value-maps in a description logic with existen-
tial restrictions and terminological cycles (EL with cyclical TBoxes) of Baader
[4], and we will check the applicability of this work to KB Bio 101.

In recent work on description graphs [14] and description graph logic pro-
grams [13], a DL knowledge base is extended using a graph structure. While this
proposal allows representation of graphs, it does not extend the conventional DL
syntax in a graceful manner in that the conventional syntax can be completely
abandoned in favor of this new syntax. The OWL export of KB Bio 101 extends
the conventional syntax of OWL to encode graph structures.

Restrictions in description graphs prohibit the use of certain forms of cycles
are too severe for KB Bio 101 which needs cyclicity in addition to the ability
to express graphs. While the work on description graphs acknowledges the need
for more expressive formalisms that go beyond tree structures, the nature of
KB Bio 101 is sufficiently different from the setting in description graphs that it
requires further research and could prove to be a data set that drives research
beyond the current state.



3 Reasoning with Graph-Structured Descriptions

Similarity reasoning and relationship reasoning are two tasks that are of great
practical interest to our application. In a similarity reasoning task, we are given
two graph structured descriptions A and B, and the task is to compute new
descriptions that correspond to their intersection and difference.

In the relationship reasoning task, we first create an ABOX by instantiating
each concept in the TBOX, and then given two individuals A and B, we wish to
compute all possible paths of a certain length between those individuals.

4 Summary

An initial version of the KB Bio 101 in OWL is now available. We are interested
in identifying collaborators interested in exploiting this KB in the context of
their tool set. We will work with them to first define an acceptable translation,
and then participate in an experimental evaluation of the results of the reasoning
tasks suggested above.
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If it’s on web it’s yours! 
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1 Introduction: 

Text mining is an emerging field and there are many applications of this field since 

the rate of information production has increased many folds in recent past. Despite 

exponentially rate of data production we are still struggling for the answer of the 

question which can satisfy our needs as it has been said that we are drowning in sea of 

data while dying of thirst for knowledge. One important area which seeks answer 

from massive datasets is biomedical sciences, where text mining facilitates to add 

value and provides different procedures to analyze bulk data being produced either 

after each new experiment of microarray, fMRI etc or by scientific publications.   

To explore the knowledge from data one needs to have access to it to get valuable 

information [datasets may vary in size and it depends upon the questions you are 

going to ask from it]. The availability of some datasets is usually restricted to the 

provider and user may sometime doesn’t find the correct dataset he/she is interested 

in, though it may be browsable on the web but not available as repository to apply 

natural language processing and text mining tools and user finds difficulties to 

achieve what is required. There are many web crawlers (HTTrack
1
, GRUB

2
 etc) but 

the problem with these programs is they bring too much noise and uncleaned data. 

The cleaning of this data is also an issue and usually takes more time than download-

ing.  In the current paper we discuss a smart approach to make clean dataset from any 

online website. The resultant dataset could be any file format you are interested in and 

the method will provide you different possibilities to extract from many layers of web 

pages. The methodology we are going to discuss is freely available and following 

programs are required for it: 

 Mozilla Firefox[1] 

 DownThemALL, Firefox Plugin[2] 

 Notepad++[3] 

 Linkgopher, Firefox plugin[4] /GREP (shareware) [5] 

2 Methods: 

The initial steps of the corpora creation requires to look for the pattern of the hyper-

links of the data you are interested in and if the links of data is available on one page 

                                                           
1  http://www.httrack.com/ 
2 http://www.gnu.org/software/grub/ 

http://www.httrack.com/


then DownThemALL can automatically detects the links and you can start download-

ing instantly. If the actual data is under few layers of web pages then you can down-

load the source pages and then actual data by combining all the source html pages and 

extracting links via LinkGopher or by using Grep program. The good feature of Grep 

is that it will also bring the data within the proximity of upto 5 lines from the actual 

search term.  

3 Use Case: 

The use case discusses the task we did with linkedCT.org [6], which is a RDF 

processed repository of clinicaltrials.gov [7]. We needed to download all the clinical 

trials associated with a particular disease and those clinical trials were stored under 4 

different names (Multiple sclerosis Relapsing-Remitting, Relapsing-remitting Mul-

tiple Sclerosis, Relapse-Remitting Multiple Sclerosis, Relapsing Remitting Multiple 

Sclerosis). The actual data we were looking for was stored under 2 html pages where 

all the label of clinical trials associated with the disease state was mentioned (see 

figure 1). We stored the source html pages of actual clinical trials (4 pages associated 

with the disease titles) and then merge them together so we can have all the names of 

files on one html page. We found that the pattern of RDF storage and the page where 

it contains the link of it doesn’t differ much and there is a similar pattern for each 

RDF file associated with the webpage link. Further we extracted all the links by using 

LinkGopher from the merged page and then looked at the patterns of RDF and html 

page. After finding out the pattern we simply replace the keywords with the one 

which was associated with RDF and then downloaded all the RDF files by simply 

using DownThemALL.  

 

 

Fig. 1. The overall view of the dataset. We needed many different RDFs (in green box) stored 

under different pages, description page of clinical trial, label page of different clinical trial and 

on top the disease page. 



4 Conclusion: 

We have used this method with several different websites and collect a large reposito-

ry for using different text analytics tools. However, the procedure also has some limi-

tation (doesn’t work with Java links) and you have to carefully find out the patterns of 

dataset etc. On the contrary the good thing is that it is freely available and very quick 

rather than clicking the links and saving it manually.  

5 Reference: 

1. Firefox. Available from: http://www.mozilla.org/en-US/firefox/new/. 
2. DownThemAll. Available from: http://www.downthemall.net/. 
3. Notepad++. Available from: http://notepad-plus-plus.org/. 
4. LinkGopher. Available from: https://addons.mozilla.org/en-

us/firefox/addon/link-gopher/. 
5. Windows Grep. Available from: http://www.wingrep.com/. 
6. LinkedCT. Available from: http://linkedct.org/. 
7. ClinicalTrials. Available from: http://www.clinicaltrials.gov/. 
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