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Preface 

Interacting with a recommender system means to take different decisions such as selecting a 

song/movie from a recommendation list, selecting specific feature values (e.g., camera’s size, 

zoom) as criteria, selecting feedback features to be critiqued in a critiquing based 

recommendation session, or selecting a repair proposal for inconsistent user preferences when 

interacting with a knowledge-based recommender. In all these scenarios, users have to solve a 

decision task. 

The complexity of decision tasks, limited cognitive resources of users, and the tendency to keep 

the overall decision effort as low as possible lead to the phenomenon of bounded rationality, 

i.e., users exploit decision heuristics rather than trying to take an optimal decision. Furthermore, 

preferences of users will likely change throughout a recommendation session, i.e., preferences 

are constructed in a specific decision environment and users do not know their preferences 

beforehand. 

Decision making under bounded rationality is a door opener for different types of non-conscious 

influences on the decision behavior of a user. Theories from decision psychology and cognitive 

psychology are trying to explain these influences, for example, decoy effects and defaults can 

trigger significant shifts in item selection probabilities; in group decision scenarios, the visibility 

of the preferences of other group members can have a significant impact on the final group 

decision. 

The major goal of this workshop was to establish a platform for industry and academia to 

present and discuss new ideas and research results that are related to the topic of human 

decision making in recommender systems. The workshop consisted of technical sessions in 

which results of ongoing research as reported in these proceedings were presented, a keynote 

talk given by Joseph A. Konstan on “Decision-Making and Recommender Systems: Failures, 

Successes, and Research Directions” and a wrap up session chaired by Alexander Felfernig. 
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ABSTRACT 

Many factors that influence users’ decision making processes in 

Recommender Systems (RSs) have been investigated by a 

relatively vast research of empirical and theoretical nature, mostly 

in the field of e-commerce. In this paper, we discuss some aspects 

of the user experience with RSs that may affect the decision 

making process and outcome, and have been marginally addressed 

by prior research. These include the nature of users’ goals and the 

dynamic characteristics of the resources space (e.g., availability 

during the search process). We argue that these subjective and 

objective factors of the user experience with a RS call for a 

rethinking of the decision making process as it is normally 

assumed in traditional RSs, and raise a number or research 

challenges. These concepts are exemplified in the application 

domain of on-line services, specifically, hotel booking- a field 

where we are carrying on a number of activities in cooperation 

with a large stakeholder (Venere.com – a company of Expedia 

Inc.). Still, most of the arguments discussed in the paper can be 

extended to other domains, and have general implications for RS 

design and evaluation.  

Categories and Subject Descriptors 

H.5.2 [Information Interfaces and Presentation]: Multimedia 

Systems, User Interfaces. H.3.3 [Information Storage and 

Retrieval]: Information Search and Retrieval. 

General Terms 

Design, Empirical Study, Experimentation, Human Factors. 

Keywords 

Recommender System, decision making, Soft Goal, Bounded 

Resources, design, evaluation, e-tourism, e-booking 

1. INTRODUCTION 
Recommender Systems (RSs) help users search large amounts of 

digital contents and identify more effectively the items – products 

or services - that are likely to be more attractive or useful. As 

such, RSs can be characterized as tools that help people making 

decisions, i.e., make a choice across a vast set of alternatives [12]. 

A vast amount of research has addressed the problem of how RSs 

influence users’ decision making processes and outcomes. A 

systematic review of the literature about this topic, focused on e-

commerce, is reported by Xiao and Benbasat in [18]. These 

authors pinpoint that when we regard RSs as decision support 

tools, the design and evaluation of these systems should take into 

account other aspects beyond the algorithms that influence users’ 

decision-making processes and outcomes. These aspects are 

related to individuals’ subjective factors as well as the design 

characteristics of the user experience with the RS. While several 

theoretical arguments and empirical studies exist that support the 

positive effects of RA use on decision making quality, research in 

this field is still inconclusive, highlighting the need for further 

research.  

This paper provides some novel contribution to this research area. 

Most prior work on RSs for decision support focused on e-

commerce domains where users buy on-line products or movies 

[1]. Our work has instead explore decision making processes in 

the wide application domain of on-line services, specifically, hotel 

booking. We are carrying on a number of activities in close 

cooperation with a key stakeholder in this field, Venere.com 

(www.venere.com). This is a company of the Expedia Inc. group 

which is leader in online hotel reservations market featuring more 

than 120,000 hotels, Bed and Breakfasts and vacation rentals in 

30,000 destinations worldwide. In this domain, we investigate 

some subjective aspects of the user experience with RSs - the type 

of users’ goals, and some objective, i.e., design related, attributes 

of RSs – the  nature of the resources space (e.g., the availability 

of items along the time in general, and specifically during the 

search process) that may affect the decision making processes 

supported by RS. Still, most of our considerations can be extended 

to other domains, and have implications for research and practice 

in RS design and evaluation in general.  

2. USER GOALS AND “BOUNDED” 

RESOURCES  

2.1 Scenarios  
Let us consider the following scenarios, in which the user is 

engaged with an online hotel reservation system. 

Scenario 1. You have to come to Milan and work with your 

business partners from August 6 to August 10, 2012. You want to 

reserve a room in a hotel in Milan for that week. 

Scenario 2. You will spend a holiday in Milan from September 19 

to September 25, 2012, and want to reserve a room.  

Scenario 3. You have to attend a business meeting in Milan from 

September 19 to September 20, 2012, and you need to reserve a 

room in a hotel in Milan on that dates, for one night  

Scenario 4. You are planning a holiday in Central Italy in mid 

September 2012, and will visit Rome for few days. You need a 

hotel in that period.  
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Scenario 1:
• Milan
• Business travel
• 6-10 August

Scenario 2:
• Milan
• Holiday travel
• 19-25 September

Scenario 3:
• Milan
• Business travel
• 19-20 September

Scenario 4:
• Central Italy
• Holiday travel
• Mid September

Goal

Rooms availability
Availabile Not availabile

Strict

Soft

How do the above scenarios differ?  

In all of them, the user is doing a similar operational task: buying 

a service, specifically, reserving hotel rooms. Still, there are some 

significant differences that may influence the decision making 

processes, and are induced by i) the different nature of the user’s 

goal; ii) the dynamic nature of the services offered by the system 

the user is interacting with (Figure 1).   

In scenarios 1,2 and 3, user’s goals are sharp, users’ preferences 

are well defined and have clear-cut criteria for their optimal 

satisfaction. In scenario 4,  the user have less strict preferences – 

her dates are “flexible”, and we may not exclude that she is 

flexible also with respect to other criteria, or may not know all her 

preferences beforehand. Preferences are likely to be shaped and 

changed throughout a session in the specific decision 

environment. Using the terminology of goal oriented requirements 

engineering [15], scenario 4 depicts a situation that is 

characterized by soft goals [20], i.e., open-ended needs that are 

progressively elaborated during the interaction with an 

environment and the decision process, and may be somehow 

supported by one or more combinations of solutions and 

decisions1.   

Further differences in the above scenarios are related to the 

intrinsic nature of resources, in particular, to the dynamic, time 

dependent characteristic of the items in terms of their availability. 

In scenario 1, the user is making a decision in the context of a 

very vast set of stable alternatives: in the second week of August, 

hotel availability in Milan is huge, as most people and companies 

or institutions are on holiday.  No matter when and how you 

reserve a hotel, it is very likely that you will find one that matches 

you preferences. 

In contrast, in scenarios 2, 3, and 4, the user is taking decision in 

the context of limited or very limited resources, or of resources 

that become limited, or even fully unavailable, as the decision 

process proceeds. In scenario 2, the user is looking for hotels in a 

period - from September 19 to September 25, 2012 – when Milan 

will host one of the most important international events in the 

fashion world, the Milan Fashion Week, attracting thousands of 

                                                                 
1 It is worth noticing that soft goals often occur also in entertainment-

related domains, such as video-on-demand and interactive TV. For 

instance, a user may wish to watch a relaxing TV program, without 

expressing any other requirement   

people from all over the world. Most hotels are booked one year 

in advance for that event. Hence, we can reasonably expect that, 

when searching a room for the whole week, no hotel is available.  

Scenario 3 considers reservations in the same period of time, but 

here the user’s requirement is less demanding – she is searching a 

room only for the first day of Milan Fashion week. There might 

be rooms available on that single date. Still, it may happen that 

other people are simultaneously trying to make a similar 

reservation, so that when the user takes her decision, the chosen 

hotel is not available any more. 

In scenario 4, the user hasn’t decided yet when she exactly will go 

to Rome, and her dates are flexible. It is likely that she has not 

specified the reservation period at the beginning of the process, 

and finds many alternatives matching her preferences on hotel 

characteristics. Still, the preferred time frame for reservation – 

mid September – is high season in Rome, and finding a hotel in 

that period time may be difficult. When she make a specific 

choice, decides the dates and attempts to make a reservation, the 

selected hotel may result to be fully booked.  

2.2 The decision making process 
In all contexts depicted in the above scenarios, the user is facing a 

problem falling in the class of so called “preferential choice 

problems” [17], i.e., she needs to take decisions across an initially 

vast set of potential alternatives. In this context, decision making 

processes are typically modeled as “bounded rationality” 

phenomena [10]. Bounded rationality – which provides a key 

theoretical underpinning for RSs –  is the notion that, in complex 

decision-making environments, individuals are often unable to 

evaluate all available alternatives in great depth prior to making 

their choices, due to the cognitive limitations of their minds, and 

the finite amount of time they have to make a decision; hence they 

seek to attain a satisfactory, although not necessarily an optimal, 

level of achievement, by applying their rationality only after 

having greatly simplified the set of choices available. 

Several authors suggest that the cognitive effort can be reduced 

with a multiple-stage decision-making process, in which the depth 

of information processing varies by stage [6][18]. Initially, 

individuals screen the complete solution space (e.g., the set of all 

hotels featured by the on-line reservation service provider) to 

identify the (large) set of potential alternatives, or search set (e.g., 

the set of hotels that could be of some interest); then they search 

through this set, and identify a subset of promising candidates (the 

consideration set). Subsequently, they acquire detailed 

information on selected alternatives to be seriously considered (in-

depth comparison set), evaluate and compare them in more detail, 

and finally commit to a specific choice. Although some of the 

above actions can be iterated, this process is intrinsically linear 

and it is likely to end with the user making a specific choice and 

hopefully buying a service.  

The same process may not apply exactly in the same terms in the 

situations described in scenarios 2, 3 and 4 (Figure 2). In scenario 

2, the search set is likely to be empty (no hotel is available for the 

specified period). In scenarios 3 and 4, the search set, the 

consideration set and the in-depth comparison set are not empty, 

initially. Still, their size decreases as the decision process proceed 

(e.g., because other users buy some items, or because the user 

refines her decision criteria, e.g., fixing the dates). Hence, when 

the user reaches the final step and makes a decision, her choice 

will likely result unfeasible. In all these cases, after experiencing 

the unavailability of resources, i.e., of rooms in the desired 

hotel(s), the user may either give up (e.g., she leaves the current 

on-line reservation service and tries a different one) or iterate the 

Figure 1: Bounded resources and task goal 
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process, providing extra input to modify their preferences, 

exploring the search set, consideration set and in-depth set again, 

and attempting to make a different decision. 

3. CHALLENGES FOR RS DESIGN AND 

EVALUATION  
The examples discussed in the previous section highlight that the 

decision process in RSs is influenced by the characteristics of both 

users’ goals and the resources meeting users’ needs and 

preferences. How the nature of the goal (sharp or soft) and the 

dynamic of resources play in the decision making process has 

been marginally explored in current RS research, and opens a 

number of research challenges.  

A first challenge is to understand the degree at which some key 

theoretical assumptions underlying most of the existing RSs, such 

as “bounded rationality”, are valid in the context of users’ soft  

goals, and how the structure of RS supported decision making 

processes can be defined in these situations. On the one side, it 

remains true also that a decision-maker lacks the ability and 

cognitive resources to arrive at the optimal solution in a vast set of 

alternatives, and at some point of time she needs to apply her 

rationality after having greatly simplified the choices available. 

On the other side, the decision-maker might not be modeled as a 

“satisfier” - one seeking a satisfactory solution rather than the 

optimal one, minimizing the cognitive effort - along the entire 

decision making process.  At the beginning of the process, the 

user may indeed be looking for an optimal solution, because her 

needs and preferences are initially poorly defined, and she does 

not know yet what the characteristics of such optimal solution are. 

Hence the initial step of the decision process is more a kind of 

“sense making” activity that a focused “search”: the user is 

attempting to understand the complexity of the domain and the 

characteristics of the items in relationship to the specific field of 

interest,  in order to decide what she needs and wants. In this 

context, the decision making process seems to include a 

preliminary phase,  taking place before the progressive 

elaboration of alternatives, in which the user forges her own 

preferences, and transforms a soft goal into a sharp goal that 

characterizes an actual “preferential choice problem”. In this 

preliminary “sense making phase”, optimizing cognitive resources 

and reducing effort might not be an issue, as suggested by some 

studies [1]. 

This analysis has challenging implications for RS design in 

domains where both sharp and soft goals coexist. In these 

contexts, a designer’s goal should go beyond the support to 

findability – to enable users easily locate what they are precisely 

looking for – and to the tasks involved in the decision making 

process as it is conventionally intended. RS design should also 

support tasks that are essentially explorative in nature [1][11], and 

are oriented towards constructing preferences in the specific 

domain and decision environment. The challenge is to provide a 

seamlessly integrated set of interactive design strategies that 

leverages existing patterns of exploratory interaction, such as 

faceted navigation and search [13], with existing RS design 

strategies.  It is worth noticing that serendipity can be an 

important goal also in this exploratory phase and not only when 

providing recommendations. Promoting crucial contents the 

existence of which users did not even suspect, so that users can 

stumble and get interested in them (even if they were not looking 

for that kind of information), can be as effective (or perhaps more 

effective) in this phase than in following phases of the decision 

process.  

From a different perspective, also the bounded resources 

condition challenges existing results concerning the decision 

making process in typical RSs. The process depicted by [13] and 

discussed in the previous section applies well in the context of 

“unbounded resources”, exemplified by scenario 1 and 

characterized by a very vast set of alternatives that remains large 

when screened and filtered according to user’s preference 

criteria. In this situation there are theoretical arguments as well as 

a large number of empirical studies - mostly in the e-commerce 

Figure 2: Decision making processes in the four scenarios 
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domain [7][8] - that claim that typical RSs can provide effective 

support to users in all stages of the decision-making process. They 

facilitate both the initial screening of available alternatives and the 

in-depth comparison of item alternatives within the consideration 

set, reducing the total size of information processed by the users 

in the search set, consideration set and in-depth search set [13]. 

Hence we can posit that, under the unbounded resources 

condition, typical RSs reduce users’ decision effort and users’ 

decision time, hence improving the quality of the decision process.  

In all cases depicted in scenarios 2, 3 and 4, the decision process 

is influenced by the “bounded” characteristics of the resources 

meeting users’ needs and preferences, which may affect the 

validity of the above proposition and the effectiveness of 

traditional RSs for decision making purposes.  

It is well known that, in any context, the RS attempt of reducing 

the user decision effort risks to create the so called filter bubble 

effect. This term, first coined by Eli Pariser in [5] describes a 

phenomenon in which RSs tend to show only information which 

agrees with users’ past viewpoints, effectively isolating the user in 

a bubble that tends to exclude items that may be helpful for the 

users’ goals, i.e., novel and serendipitous items. We cannot 

exclude that potentially negative effects of the bubble 

phenomenon get amplified in the context of bounded resources: 

the bubble can result so narrow that, as pinpointed by the 

discussion in the previous section, the intersection between the 

bubble and the set of available items is empty. If this is the case, 

the decision process must be iterated, possibly several times. This 

situation is likely to increase users’ decision effort and users’ 

decision time, and therefore decrease the quality of the decision 

process. This in turn have potentially negative effects on the 

users’ perception of on her trust in, usefulness of, and satisfaction 

with the RS. Even worse, the user may give up before completing 

the decision process, leaving the current on-line reservation 

service and trying a different one, with obvious implications for 

the service provider, in terms of customers’ trust and actual 

business outcomes.  

In order to overcome these problems, users must be exposed to 

novel and serendipitous recommendations [2]. This is a 

paradigmatic shift for the role of RSs in the decision process: 

from a tool that helps users in narrowing the search set and 

consideration set in the case of unbounded resources, to a tool that 

expands the in-depth set in the case of bounded resources. 

Defining the design strategies of RSs that take into account the 

possibility of bounded resources is a challenging issue. Some 

requirements that need to be taking into account are the following: 

- Support to decision making processes that are strongly 

iterative, maximizing the usability of doing and re-doing 

previous steps, particularly in the re-definition of preferences 

as the user becomes aware of the lack of available items 

matching her requirements. 

- Need to maintain users’ trust [9] and keep the user engaged 

with the decision process, in spite of the initial failures that 

potentially can occur because of the lack of resources. In this 

respect, specific explanation strategies [19] and appropriate 

conversational interfaces [16] should be defined, which not 

only improve transparency and explain how recommendations 

are generated, but also make the user aware of the shortage of 

resources 

- Ability to act both as filter that limits the set of valuable 

alternatives and as multiplier that helps the user expand her 

horizons by recommending serendipitous alternatives. 

Finally, the concepts of user’s goals (sharp or soft) and bounded 

resources both have implications on evaluation models, 

methodologies and empirical studies regarding RSs as decision 

support tools.  

Existing conceptual models for evaluation (e.g., [8][18]) do not 

provide explicit constructs for users’ goals. Previous studies on 

decision making [5] pinpoint how the nature of users’ tasks is an 

important factor affecting individual’s behavior and performance. 

Still, a task as defined in previous studies - “the set of functions 

that a working person, unit, organization is expected to fulfill or 

accomplish” [5] - has mainly a functional flavor. Our study 

emphasizes the need for extending this functional perspective and 

raising the level of abstraction of the task concept, to address 

“goals”, i.e., broader users’ needs. In addition, the discussion 

presented in the previous sections suggests extensions of existing 

frameworks for RS evaluation with explicit constructs that address 

the temporal and dynamic characteristics of RS resources.  All 

these extensions can lead to more powerful conceptual models 

that can help contextualize a wider spectrum of empirical studies 

in a wide range of RS application domains and situations of use.  

4. OUR WORK  
Most prior work on RSs for decision support has focused on e-

commerce domains where users buy on-line products, pinpointing 

the influence that different aspects of the user experience with the 

RS induce on the decision process and outcomes. Our work is 

currently exploring this issue in a different field, the wide 

application domain of on-line services, such as hotel booking. We 

are working in close cooperation with Venere.com, a company of 

Expedia Inc. and a key stakeholder in this domain. Our work 

contains methodological, technical, and empirical innovations.  

4.1 Methodology 
We have defined a conceptual model that provides a more 

comprehensive framework than the existing ones, and takes into 

account a number of new aspects of the user experience with RSs 

which have been neglected by previous studies and may 

significantly influence users’ decision-making processes and 

Figure 3: The PoliVenus web application. 

Recommendations of hotels are on the lower left. 
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outcomes. These include the characteristics of the goals – sharp 

vs. soft – performed with the system (e.g., booking a hotel for 

vacation or for a business trip) and the dynamic characteristics of 

items (e.g., availability during the search process).  

4.2 Technical work 
We have developed a web-based software framework, PoliVenus, 

for evaluation that facilitates the execution of controlled user 

studies in this field driven by the constructs of our conceptual 

model (Figure 3). The framework is based on a modular 

architecture that can be easily customized to different datasets and 

types of recommender algorithms, and enables researchers to 

manipulate and control different variables in order to 

systematically assess the effects of RS use on users’ decision 

making processes. 

PoliVenus duplicates all the functionality of the Venere.com on-

line booking system, with the exception of payment functions, and 

contains a catalogue of 6000 accommodations and 500000 users’ 

reviews on the same accommodations. PoliVenus can simulate 

high-season periods by “reducing” the number of rooms available 

in a range of selected dates. 

Selected users on PoliVenus can be provided with 

recommendations. Recommendations, in turn, can be provided 

with any type of algorithm (collaborative and content) from a 

library of 20 algorithms. Hybrid recommendations can be 

provided as well, combining any two algorithms. The algorithms 

have been developed in cooperation with ContentWise2 

(algorithms and datasets can be obtaining by mailing the authors). 

The user profile is implicitly created by monitoring user’s 

interaction with the “objects” (e.g., pages) describing 

accommodations.  

                                                                 

2 www.contentwise.tv 

Recommendations can be provided in different phases of the 

interaction process (e.g., as alternatives when watching the 

description page of an accommodation, as a sorting option in a list 

of hotels).  

4.3 Empirical Work 
We have designed an experimental setup that allows three 

different experimental conditions: (a) RS use conditions, (b) 

bounded resources conditions, (c) RS characteristics, and (d) 

consumer decision processes.  

The first condition is obtained by asking the user to execute one 

between different tasks, each one representing a different system 

scenario.  

The second condition refers to the configuration of the system, 

i.e., the possibility to use the application without or with RS 

support. It should be noticed that this second condition is different 

from most cases of study discussed by Xiao and Benbasat in [18]. 

In our implementation, the RS integration doesn’t exclude the 

normal functionalities of the application without RS. This 

coexistence leads us to reconsider the concept of RS use in our 

research.  

The third condition refers to the possibility to choose a different 

recommender algorithm among a wide range of recommender 

algorithms either collaborative, content or hybrid.  

The fourth condition allows analyzing the user behavior under 

limited or unlimited items availability. In our experimental setup, 

item availability can evolve with time (e.g., the longer is the user 

decision process, the higher is the probability for the selected item 

to be unavailable, or the higher is the final price for the selected 

item).  

Therefore we have used the testing environment PoliVenus in a 

number of preliminary empirical studies, for three key aspects of 

the bounded resources concept:  

# Question Possible answers Area 

1 Did you already stayed in the city where the hotel is located? yes / no product expertise 

2 Did you already stayed in the selected hotel? yes / no product expertise 

3 Would you have preferred to book a different hotel? yes / no decision quality 

4 If yes to the previous question, would you have preferred a hotel 

(more answers are feasible): 

cheaper / with more stars / in another 

city zone / in other dates 

decision quality 

5 Are you satisfied with your final choice? not much / fairly / very much decision quality 

6 How much the proposed hotels match your personality?  not at all / fairly / very much decision quality 

7 How long have spent for booking the hotel (minutes)?  5  / 10  / 15 / 20 / 30 / 60 decision effort  

8 The time required to choose the hotel is:  reasonable / overmuch / short decision effort  

9 The hotel selection process has been:  easy / hard / very hard decision effort 

10 The range of hotel presented is:  poor / broad / very broad recommendation quality 

11 The set of proposed hotels is:  predictable / with original and 

unexpected items / very surprising 

recommendation quality 

12 How much do you think that the characteristics of the reserved 

hotel will correspond to the real one? 

not much /  fairly /  very much  perceived product risk 

and trust 

13 Do you use online booking systems? never / sometimes / regularly profiling 

14 If you have used online booking, have you ever used 

Venere.com to make reservations in the past? 

never / sometimes / regularly profiling 

15 Average number of journeys with accommodation per year for 

holiday purpose 

 profiling 

16 Age, Gender, Nationality, Educational qualification, Occupation  profiling 

17 When you travel for holiday, which are the priority criteria with 

which you choose a hotel? 

price / offered services / location / 

suited for people traveling with me  

profiling 

18 Where are you in this moment?  home / work / vacation / traveling context 

Figure 4. Questionnaire 
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 Unavailability: resources may be unavailable for the user 

(e.g., after selecting hotel and accommodation period, the 

system informs the user that there are no rooms available). 

 Time scarcity: resources may become unavailable as the time 

passes (e.g., as the user session goes on, the availability of 

rooms in a hotel decreases).   

 Price alteration: prices may change depending on availability 

of resources (e.g., the system simulates price increase in 

relation to rooms’ availability). 

4.4 Participants and Context of Execution 
In this section we present the results of a preliminary study 

executing by using the PoliVenus system. The study was designed 

as a between subjects controlled experiment, in which we 

measured the first following experimental conditions, each 

condition tested with two independent variables: 

RS use. We have tested two independent variables: (i) with and 

(ii) without recommendations. 

Resources availability. We have tested two independent 

variables: (i) rooms are always available in any date for any 

hotel, and (ii) no rooms are available in the first hotel in which 

the user tries to book, regardless of the dates. We will refer to 

the two scenarios as rooms available and shortage of rooms, 

respectively 

We have a total combination of four research variables. We have 

recruited 15 subjects for each group. Overall, the study involved 

60 male users aged between 24 and 50. None of them had been 

previously used Venere.com.  

Each participant was invited to browse the hotel catalog of 

PoliVenus to search for a double hotel room in Rome and to 

complete the simulated payment procedure booking the room for 

two nights. The user was then invited to reply to a set of 18 

questions related to the quality of the interaction procedure and 

satisfaction of the chosen hotel (Figure 4).  

4.5 Results 
Table 1 presents some results of our preliminary study. Only 

statistically significant results are presented.  

Personalization. The first row of the table summarizes the 

answers to Q6 in the questionnaire and measure the degree of 

perceived personalization in the hotels presented to the users 

during their interaction with the system. As expected, all the 

users that did not receive recommendations perceived the 

presented hotels are “not personalized”. However, only 10% of 

the users that did receive recommendations perceived these 

recommendations as matching their personality. 

Task execution time. The second row of the table estimates 

users’ effort by measuring the time required for the completion 

of the task. Surprisingly, users receiving recommendations 

required significantly more time (almost one minute more) then 

users without recommendations. This results may lead to think 

that recommendations increase the effort of the decision making 

process. The last two rows in the table provide a different 

explanation.  

Consideration set. In order to analyze why users receiving 

recommendations takes longer to complete their task, we have 

measured how many hotels they explore during their interaction 

with the system (the consideration set). The third row of the 

table shows that users receiving recommendations explore a 

much larger consideration set (almost three times the number of 

hotels with respect to users not receiving recommendations). 

This result suggests that recommendations help user to explore a 

larger number of alternatives. This effect is more evident if we 

compare the two scenarios “rooms available” and “shortage of 

rooms”. Users not receiving recommendations explore the same 

small number of hotels, regardless of the difficulties in finding 

rooms. On the contrary, users receiving recommendations 

explore twice the number of hotels if there are few rooms 

available. This suggests that recommendations help users in 

exploring a larger number of alternatives especially in the 

scenario of bounded resources. 

Perceived time. The last row of the table presents the perceived 

effort of the decision making process measured with the 

perceived time for completion of the task (Q7 in the 

questionnaire). Even if users with recommendations required a 

significantly longer time to complete their task and explored a 

much larger number of hotels during their session, their 

perceived time is the same as the time perceived by user without 

recommendations. In both cases (with and without 

recommendations) users dealing with shortage of rooms 

perceived a longer time for their task, even if the task 

completion time does not change significantly between the 

“rooms available” and “shortage of rooms” groups.  

5. DISCUSSION AND CONCLUSIONS 
The analysis of the results presented in the previous section 

suggests a number of interesting considerations.   

- RSs do not reduce the time required to complete a decision 

making process. On the contrary, RSs stimulate users to 

explore more alternatives before making their final choice. 

- The effort of the decision making process does not change 

with the adoption of RSs. Users’ perception of the elapsed 

time is not related to the larger number of explored choices. 

- The effort of the decision making process increases in the 

case of bounded resources. RSs seem not able to alleviate 

this perceived effort. 

Our research has its weaknesses, most notably the limited sample 

size (60 participants) used for this preliminary test. In spite of the 

above limitation, our work provides contributions both from a 

research and practical perspective. To our knowledge, this is the 

first work that systematically analyzes RSs as decision support 

systems in the scenario of on-line booking services, focusing of 

the correlation between resources availability and effectiveness of 

the recommendations. For the practice of decision support 

systems design and evaluation, our work may promote further 

approaches that move beyond the attention to conventional 

perceived relevance metrics and shift the emphasis to more effort-

centric factors.  

 Without 

RS 

With 

RS 

The proposed hotels match your 

personality (very much) 

0% 10% 

Task execution time 5’45’’ 6’30’’ 

rooms always available 6’00’’ 6’30’’ 

shortage of rooms 5’30’’ 6’30’’ 

Consideration set (# of explored hotels) 3.5 11 

rooms always available 3 9 

shortage of rooms 4 13 

Task perceived time 8’40’’ 8’20’’ 

rooms always available 8’15’’ 7’40’’ 

shortage of rooms 9’00’’ 9’00’’ 

Table 1: Results 
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ABSTRACT
This paper proposes an algorithm for making recommenda-
tion so that the neutrality toward the viewpoint specified
by a user is enhanced. This algorithm is useful for avoid-
ing to make decisions based on biased information. Such
a problem is pointed out as the filter bubble, which is the
influence in social decisions biased by a personalization tech-
nology. To provide such a recommendation, we assume that
a user specifies a viewpoint toward which the user want
to enforce the neutrality, because recommendation that is
neutral from any information is no longer recommendation.
Given such a target viewpoint, we implemented information
neutral recommendation algorithm by introducing a penalty
term to enforce the statistical independence between the tar-
get viewpoint and a preference score. We empirically show
that our algorithm enhances the independence toward the
specified viewpoint by and then demonstrate how sets of
recommended items are changed.

Categories and Subject Descriptors
H.3.3 [INFORMATION SEARCH AND RETRIEVAL]:
Information filtering

Keywords
neutrality, fairness, filter bubble, collaborative filtering, ma-
trix decomposition, information theory

1. INTRODUCTION
A recommender system searches for items and information
that would be useful to a user based on the user’s behaviors
or the features of candidate items [21, 2]. GroupLens [19]
and many other recommender systems emerged in the mid-
1990s, and further experimental and practical systems have
been developed during the explosion of Internet merchan-
dizing. In the past decade, such recommender systems have
been introduced and managed at many e-commerce sites to
promote items sold at these sites.

Paper presented at the 2012 Decisions@RecSys workshop in conjunction
with the 6th ACM conference on Recommender Systems. Copyright c©
2012 for the individual papers by the papers’ authors. Copying permitted
for private and academic purposes. This volume is published and copy-
righted by its editors.
2012 Decisions@RecSys workshop September 9, 2012, Dublin, Ireland

The influence of personalization technologies such as recom-
mender systems or personalized search engines on people’s
decision making is getting stronger and stronger. For exam-
ple, at a shopping site, if a customer checks a recommen-
dation list and finds a five-star-rated item, he/she would
more seriously consider buying the highly rated item. The
filter bubble, which is the selection of the appropriate di-
versity of information provided to users, is one of problems
accompanying the growing influence of recommendation or
personalization.

The problem of the filter bubble was recently posed by Pariser
[17]. Via the influence of personalized technologies, the top-
ics of information provided to users are becoming restricted
to those originally preferred by them, and this restriction is
not notified by users. This situation is compared to shut-
ting up each individual in a separate bubble. Pariser claimed
that due to the obstruction of these bubbles, users lose the
opportunity of finding new topics and that sharing public
matters throughout our society is getting harder. To dis-
cuss this filter bubble problem, a panel discussion was held
at the RecSys 2011 conference [20].

During the RecSys panel discussion, panelists made the fol-
lowing assertions about the filter bubble problem. Biased
topics would be certainly selected by the influence of per-
sonalization, but at the same time, it would be intrinsically
impossible to make recommendations that are absolutely
neutral from any viewpoint, and the diversity of provided
topics intrinsically has a trade-off relation to the fitness of
these topics for users’ interests or needs. To recommend
something, or more generally to select something, one must
consider the specific aspect of a thing and must ignore the
other aspects of the thing. The panelists also pointed out
that current recommender systems fail to satisfy users’ in-
formation need that they search for a wide variety of topics
in the long term.

To solve this problem, we propose an information neutral
recommender system that guarantees the neutrality of rec-
ommendation results. As pointed out during the RecSys
2011 panel discussion, because it is impossible to make a
recommendation that is absolutely neutral from all view-
points, we consider neutrality from the viewpoint or infor-
mation specified by a user. For example, users can specify a
feature of an item, such as a brand, or a user feature, such
as a gender or an age, as a viewpoint. An information neu-
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tral recommender system is designed so that these specified
features will not affect recommendation results. This sys-
tem can also be used to avoid the use of information that
is restricted by law or regulation. For example, the use of
some information is prohibited for the purpose of making
recommendation by privacy policies.

We borrowed the idea of fairness-aware mining, which we
proposed earlier [11], to build this information neutral rec-
ommender system. To enhance the neutrality or the inde-
pendence in recommendation, we introduce a regularization
term that represents the mutual information between a rec-
ommendation result and the specified viewpoint.

Our contributions are as follows. First, we present a defini-
tion of neutrality in recommendation based on the consider-
ation of why it is impossible to achieve an absolutely neutral
recommendation. Second, we propose a method to enhance
the neutrality that we defined and combine it with a latent
factor recommendation model. Finally, we demonstrate that
the neutrality of recommendation can be enhanced and how
recommendation results change by enhancing the neutrality.

In section 2, we discuss the filter bubble problem and neu-
trality in recommendation and define the goal of an infor-
mation neutral recommender task. An information neutral
recommender system is proposed in section 3, and its ex-
perimental results are shown in section 4. Sections 5 and 6
cover related work and our conclusion, respectively.

2. INFORMATION NEUTRALITY
In this section, we discuss information neutrality in recom-
mendation based on the considerations on the filter bubble
problem and the ugly duckling theorem.

2.1 The Filter Bubble Problem
We here summarize the filter bubble problem posed by Pariser
and the discussion in the panel about this problem at the
RecSys 2011 conference. The filter bubble problem is a
concern that personalization technologies, including recom-
mender systems, narrow and bias the topics of information
provided to people while they don’t notice these facts [17].

Pariser demonstrated the following examples in a TED talk
about this problem [16]. In a social network service, Face-
book1, users have to specify a group of friends with whom
they can chat or have private discussions. To help users
find their friends, the service has a function to list other
users’ accounts that are expected to be related to a user.
When Pariser started to use Facebook, the system showed
a recommendation list that consisted of both conservative
and progressive people. However, because he has more fre-
quently selected progressive people as friends, conservative
people have been excluded from his recommendation list
by a personalization functionality. Pariser claimed that the
system excluded conservative people without his permission
and that he lost the opportunity of getting a wide variety of
opinions.

He furthermore demonstrated a collection of search results

1http://www.facebook.com

from Google2 for the query “Egypt” during the Egyptian
uprising in 2011 from various people. Even though such a
highly important event was occurring, only sightseeing pages
were listed for some users instead of news pages about the
Egyptian uprising, due to the influence of personalization.
In this example, he claimed that personalization technology
spoiled the opportunity to obtain information that should
be commonly shared in our society.

We consider that Pariser’s claims can be summarized as fol-
lows. The first point is the problem that users lost opportu-
nities to obtain information about a wide variety of topics.
A chance to know things that could make users’ lives fruit-
ful was lessened. The second point is the problem that each
individual obtains information that is too personalized, and
thus the amount of shared information is decreased. Pariser
claimed that the loss of sharing information is a serious ob-
stacle for building consensus in our society. He claimed that
the loss of the ability to share information is a serious ob-
stacle for building consensus in our society.

RecSys 2011, which is a conference on recommender systems,
held a panel discussion the topic of which was this filter bub-
ble problem [20]. This panel concentrated on the following
three arguing points. (1) Are there filter bubbles? Resnick
pointed out the possibility that personalization technologies
narrow users’ experience in the mid 1990s. Because select-
ing specific information by definition leads to ignoring other
information, the diversity of users’ experiences intrinsically
have a trade-off relation to the fitness of information for
users’ interests. As seen in the difference between the per-
spective of al-Jazeera and that of Fox News, this problem
exists irrespective of personalization. Further, given signals
or expressions of users’ interest, it is difficult to adjust how
much a system should meet those interests.

(2) To what degree is personalized filtering a problem? There
is no absolutely neutral viewpoint. On the other hand, the
use of personalized filtering is inevitable, because it is not
feasible to exhaustively access the vast amount of informa-
tion in the universe. One potential concern is the effect of
selective exposure, which is the tendency to get reinforce-
ment of what people already believe. According to the re-
sults of studies about this concern, this is not so serious,
because people viewing extreme sites spend more time on
mainstream news as well.

(3) What should we as a community do to address the filter
bubble issue? To adjust the trade-off between diversity and
fitness of information, a system should consider users’ im-
mediate needs as well as their long-term needs. Instead of
selecting individual items separately, a recommendation list
or portfolio should be optimized as a whole.

2.2 The Neutrality in Recommendation
The absence of the absolutely neutral viewpoint is pointed
out in the above panel. We here more formally discuss this
point based on the ugly duckling theorem.

The ugly duckling theorem is a classical theorem in pattern
recognition literature that asserts the impossibility of classi-

2http://www.google.com
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fication without weighing certain features or aspects of ob-
jects against the others [26]. Consider a case that n duck-
lings are represented by at least log2 n binary features, for
example, black feathers or a fat body, and are classified into
positive or negative classes based on these features. If the
positive class is represented by Boolean functions of binary
features, it is easy to prove that the number of possible func-
tions that classify an arbitrary pair of ducklings into a pos-
itive class is 2n−2, even if choosing any pairs of ducklings.
Provided that the similarity between a pair of ducklings is
measured by the number of functions that classify them into
the same class, the similarity between an ugly duckling and
an arbitrary normal duckling is equal to the similarity be-
tween any pair of ducklings. In other words, an ugly duckling
looks like a normal duckling.

Why is an ugly duckling ugly? As described above, an ugly
duckling is as ugly as a normal duckling, if all features and
functions are treated equally. The attention to an arbitrary
feature such as black feathers makes an ugly duckling ugly.
When we classify something, we of necessity pay attention
to certain features, aspects, or viewpoints of classified ob-
jects. Because recommendation is considered as a task to
classify items into a relevant class or an irrelevant one, cer-
tain features or viewpoints must be inevitably weighed when
making recommendation. Consequently, the absolutely neu-
tral recommendation is intrinsically impossible.

We propose a neutral recommendation task other than the
absolutely neutral recommendation. Recalling the ugly duck-
ling theorem, we must focus on certain features or view-
points in classification. This fact indicates that it is feasi-
ble to make a recommendation that is neutral from a spe-
cific viewpoint instead of all viewpoints. We hence advocate
an Information Neutral Recommender System that enhances
the neutrality in recommendation from the viewpoint speci-
fied by a user. In the case of Pariser’s Facebook example, a
system enhances the neutrality so that recommended friends
are conservative or progressive, but the system is allowed to
make biased decisions in terms of the other viewpoints, for
example, the birthplace or age of friends.

3. AN INFORMATION NEUTRAL
RECOMMENDER SYSTEM

In this section, we formalize a task of information neutral
recommendation and show a solution algorithm for this task.

3.1 Task Formalization
In [8], recommendation tasks are classified into Recommend-
ing Good Items that meet a user’s interest, Optimizing Util-
ity of users, and Predicting Ratings of items for a user.
Among these tasks, we here concentrate on the task of pre-
dicting ratings.

We formalize an information neutral variant of a predicting
ratings task. x ∈ {1, . . . , n} and y ∈ {1, . . . ,m} denote a
user and an item, respectively. An event (x, y) is a pair of
a specific user x and a specific item y. Here, s denotes a
rating value of y as given by x. We here assume that the
domain of ratings is real values, though domain of ratings
is commonly a set of discrete values, e.g., {1, . . . , 5}. These
variables are common for an original predicting ratings task.

To treat the information neutrality in recommendation, we
additionally introduce a viewpoint variable, v, which indi-
cates a viewpoint neutrality from which is enhanced. This
variable is specified by a user, and its value depends on an
event. Possible examples of a viewpoint variable are a user’s
gender, which depends on a user part of an event, movie’s
release year, which depends on an item’s part of an event,
and a timestamp when a user rates an item, which depends
on both elements in an event. In this paper, we restrict the
domain of a viewpoint variable to a binary type, 0, 1, but it
is easy to extend to a multinomial case. An example con-
sists of an event, (x, y), a rating value for the event, s, and
a viewpoint value for the event, v. A training set is a set of
N examples, D = {(xi, yi, si, vi)}, i = 1, . . . , N .

Given a new event, (x, y), and its corresponding viewpoint
value, v, a rating prediction function, ŝ(x, y, v), predicts a
rating value of an item y by a user x. While this rating
prediction function is estimated in our task setting, a loss
function, loss(s∗, ŝ), and a neutrality function, neutral(ŝ, v),
are given as task inputs. A loss function represents the dis-
similarity between a true rating value, s∗, and a predicted
rating value, ŝ. A neutrality function quantifies the degree
of the neutrality of a rating value from a viewpoint expressed
by a viewpoint variable. Given a training set, D, a goal of
an information neutral recommendation (predicting rating
case) is to acquire a rating prediction function, ŝ(x, y, t), so
that the expected value of a loss function is as small as pos-
sible and the expected value of a neutral function is as large
as possible over (x, y, v). We formulate this goal by finding a
rating prediction function, ŝ, so as to minimize the following
objective function:

loss(s∗, ŝ(x, y, v))− η neutral(ŝ(x, y, v), v), (1)

where η > 0 is a parameter to balance between the loss and
the neutrality.

3.2 A Prediction Model
In this paper, we adopt a latent factor model for predicting
ratings. This latent factor model, which is a kind of a matrix
decomposition model, is defined as equation (3) in [12], as
follows:

ŝ(x, y) = µ+ bx + cy + pxq
>
y , (2)

where µ, bx, and cy are global, per user, and per item bias
parameters, respectively, and px and qy are K-dimensional
parameter vectors, which represent the cross effects between
users and items. We adopt a squared loss as a loss function.
As a result, parameters of a rating prediction function can
be estimated by minimizing the following objective function:∑

(xi,yi,si)∈D

(si − ŝ(xi, yi))2 + λR, (3)

where R represents an L2 regularizer for parameters bx, cy,
px, and qy, and λ is a regularization parameter. Once we
learned the parameters of a rating prediction function, we
can predict a rating value for any event by applying equa-
tion (2).

We then extend this model to enhance the information neu-
trality. First, we modify the model of equation (2) so as to
depend on the value of a viewpoint variable, v. For each

value of v, 0 and 1, we prepare a parameter set, µ(v), b
(v)
x ,
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c
(v)
y , p

(v)
x , and q

(v)
y . One of parameter sets is chosen accord-

ing as a value of v, and we get a rating prediction function:

ŝ(x, y, v) = µ(v) + b(v)x + c(v)y + p(v)
x q(v)

y

>
. (4)

We next define a neutrality function to quantify the degree
of the information neutrality from a viewpoint variable, v.
In this paper, we borrow an idea from [11] and quantify the
degree of the information neutrality by negative mutual in-
formation under the assumption that neutrality is regarded
as statistical independence. A neutrality function is defined
as:

−I(ŝ; v) =
∑

v∈{0,1}

∫
Pr[ŝ, v] log

Pr[ŝ|v]

Pr[ŝ]
dŝ

=
∑

v∈{0,1}

Pr[v]

∫
Pr[ŝ|v] log

Pr[ŝ|v]

Pr[ŝ]
dŝ. (5)

The marginalization over v is then replaced with the sample
mean over a training set, D, and we get

1

N

∑
(v)∈D

∫
Pr[ŝ|v] log

Pr[ŝ|v]

Pr[ŝ]
dŝ. (6)

Note that Pr[ŝ] can be calculated by
∑

v Pr[ŝ|v] Pr[v], and
we use a sample mass function as Pr[v].

Now, all that we have to do is to compute distribution
Pr[ŝ|v], but this computation is difficult. This is because
a value of a function ŝ is not probabilistic but rather de-
terministic depending on x, y, and v; and thus distribution
Pr[ŝ|x, y, v] has a form of collection of Dirac’s delta func-
tions, δ(ŝ(x, y, v)). Pr[ŝ|v] can be obtained by marginalizing
this distribution over x and y. As a result, Pr[ŝ|v] also be-
comes a hyper function like Pr[ŝ|x, y, v], and it is not easy to
manipulate. We therefore introduce a histogram model to
represent Pr[ŝ|v]. Values of predicted ratings, ŝ, are divided
into bins, because sample ratings are generally discrete. The
distribution P̃r[ŝ|v] is expressed by a histogram model. By

replacing Pr[ŝ|v] with P̃r[ŝ|v], equation (6) becomes

1

N

∑
(v)∈D

∑
ŝ∈Bin

P̃r[ŝ|v] log
P̃r[ŝ|v]

P̃r[ŝ]
, (7)

where Bin denotes a set of bins of a histogram. Note that
because a distribution function, Pr[ŝ|v], is replaced with a

probability mass function, P̃r[ŝ|v], an integration over ŝ is
replaced with the summation over bins.

By substituting equations (4) and (7) into equation (1) and
adopting a squared loss function as in the original latent fac-
tor case, we obtain an objective function of an information
neutral recommendation model:

L(D) =
∑

(xi,yi,si,vi)∈D

(si−ŝ(xi, yi, vi))2+η I(ŝ; v)+λR, (8)

where a regularization term, R, is a sum of L2 regularizers
of parameter sets for each value of v. Model parameters,

{µ(v), b
(v)
x , c

(v)
y ,p

(v)
x ,q

(v)
y }, v ∈ {0, 1}, are estimated so as to

minimize this objective function. However, it is very diffi-
cult to derive an analytical form of gradients of this objective
function, because the histogram transformation used for ex-
pressing Pr[ŝ|v] is too complicated. We therefore adopt the

Powell optimization method, because it can be applied with-
out computing gradients.

4. EXPERIMENTS
We implemented our information neutral recommender sys-
tem in the previous section and applied it to a benchmark
data set.

4.1 A Data Set
We used a Movielens 100k data set [7] in our experiments.
As described in section 3.2, we adopted the Powell method
for optimizing an objective function. Unfortunately, this
method is too slow to apply to a large data set, because the
number of evaluation times of an objective function becomes
very large to avoid the computation of gradients. Therefore,
we shrank the Movielens data set by extracting events whose
user ID and item ID were less than or equal to 200 and 300,
respectively. This shrunken data set contained 9,409 events,
200 users, and 300 items.

We tested the following two types of viewpoint variable. The
first type of variable, Year, represents whether a movie’s re-
lease year is newer than 1990, which depends on an item
part of an event. In [12], Koren reported that the older
movies have a tendency to be rated higher, perhaps because
only masterpieces have survived. When adopting Year as a
viewpoint variable, our recommender enhances the neutral-
ity from this masterpiece bias. The second type of variable,
Gender, represents the user’s gender, which depends on the
user part of an event. The movie rating would depend on the
user’s gender, and our recommender enhances the neutrality
from this factor.

4.2 Experimental Conditions
We used the implementation of the Powell method in the
SciPy package [22] as an optimizer for an objective func-
tion (8). To initialize parameter, events in a training set, D,
were first divided into two sets according to their viewpoint
values. For each value of a viewpoint variable, parameters
are initialized by minimizing an objective function of an orig-
inal latent factor model (equation (3)). For the convenience
in implementation, a loss term of an objective was scaled by
dividing it by the number of training examples, and an L2

regularizer was scaled by dividing it by the number of pa-
rameters. We use a regularization parameter λ = 0.01 and
the number of latent factors, K = 1, which are the lengths
of vectors p(v) or q(v). Because the original rating values are
1, 2, . . . , 5, we adopted five bins whose centers are 1, 2, . . . , 5,
in equation (7). We performed a five-fold cross-validation
procedure to obtain evaluation indices of the prediction ac-
curacy and the neutrality from a viewpoint variable.

4.3 Experimental Results
Experimental results are shown in Figure 1. Figure 1(a)
shows the changes of prediction errors measured by a mean
absolute error (MAE) index. The smaller value of this index
indicates better prediction accuracy. Figure 1(b) shows the
changes of the mutual information between predicted rat-
ings and viewpoint values. The smaller mutual information
indicates a higher level of neutrality. Mutual information is
normalized into the range [0, 1] by the method of employing
the geometrical mean in [24]. Note that distribution Pr[ŝ|v]
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Figure 1: Changes of the degrees of neutrality accompanying the increase of a neutrality parameter

NOTE : Figure 1(a) shows the changes of prediction errors measured by a mean absolute error (MAE) index. The smaller
value of this index indicates better prediction accuracy. Figure 1(b) shows the changes of the mutual information between
predicted ratings and viewpoint values. The smaller mutual information indicates a higher level of neutrality. The X-axes
of these figures represent parameter values of η. Dashed lines and dotted lines show the results using Year and Gender as
viewpoint variables, respectively.

is required to compute this mutual information, and we used
the same histogram model as in equation (7). The X-axes of
these figures represent parameter values of η, which balance
the prediction accuracy and the neutrality. These param-
eters were changed from 0, at which the neutrality term
was completely ignored, to 100, at which the neutrality was
highly emphasized. Dashed lines and dotted lines show the
results using Year and Gender as viewpoint variables, respec-
tively.

MAE was 0.90, when offering a mean score, 3.74, for all
users and all items. In Figure 1(a), MAEs were better than
this baseline, which is perfectly neutral from all viewpoints.
Furthermore, the increase of MAEs as the neutrality param-
eter, η, was not so serious. Turning to the Figure 1(b), this
demonstrates that the neutrality is enhanced as the neutral-
ity parameter, η, increases from both viewpoints, Year and
Gender. By drawing attention to the fact that the Y-axis is
logarithmic, we can conclude that an information neutral-
ity term is highly effective. In summary, our information
neutral recommender system successfully enhanced the neu-
trality without seriously sacrificing the prediction accuracy.

Figure 2 shows the changes of mean predicted scores. In
both figures, the X-axes represent parameter values of η,
and the Y-axes represent mean predicted scores for each
case of using different viewpoint value. Figure 1(a) shows
mean predicted scores when a viewpoint variable is Year.
Dashed and dotted lines show the results under the condi-
tion a viewpoint variable is “before 1990” and “after 1991”,
respectively. Figure 1(b) shows mean predicted scores when
a viewpoint variable is Gender. Dashed and dotted lines
show the results obtained by setting a viewpoint to “male”
and “female”, respectively.

We first discuss a case that a viewpoint variable is Year. Ac-
cording to Figure 1(b), neutrality was drastically improved

in the interval that η is between 0 and 10. By observing
the corresponding interval in Figure 2, two lines that were
obtained for different viewpoints became close each other.
This means that prediction scores become less affected by
a viewpoint value, and this corresponds the improvement
of neutrality. After this range, the decrease of NMI became
smaller in Figure 1(b), and the lines in the corresponding in-
terval in Figure 2 were nearly parallel. This indicated that
the difference between two score sequences less changes, and
the improvement in neutrality did too. We move on to a Gen-
der case. By comparing the changes of NMI between Year
and Gender cases in Figure 1(b), the decrease of NMI in a
Gender case was much smaller than that of a Year case. This
phenomenon could be confirmed by the fact that two lines
were nearly parallel in Figure 2(b). This is probably because
the score differences in a Gender case are much smaller than
those in a Year at the point η = 0, and there is less margin
for improvement. Further investigation will be required in
this point.

5. RELATED WORK
To enhance the neutrality, we borrowed an idea from our
previous work [11], which is an analysis technique for fair-
ness/discrimination-aware mining. Fairness/discrimination-
aware mining is a general term for mining techniques de-
signed so that sensitive information does not influence min-
ing results. In [18], Pedreschi et al. first advocated such
mining techniques, which emphasized the unfairness in as-
sociation rules whose consequents include serious determina-
tions. Like this work, a few techniques for detecting unfair
treatments in mining results have been proposed [14, 25].
These techniques might be useful for detecting biases in rec-
ommendation.

Another type of fairness-aware mining technique focuses on
classification designed so that the influence of sensitive in-
formation to classification results is reduced [11, 3, 10] These
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Figure 2: Changes of mean predicted scores accompanying the increase of a neutrality parameter

NOTE : In both figures, the X-axes represent parameter values of η, and the Y-axes represent mean predicted scores for
each case of different viewpoint value. Figure 1(a) shows mean predicted scores when a viewpoint variable is Year. Dashed
and dotted lines show the results under the condition a viewpoint variable is “before 1990” and “after 1991”, respectively.
Figure 1(b) shows mean predicted scores when a viewpoint variable is Gender. Dashed and dotted lines show the results
obtained by setting a viewpoint to “male” and “female”, respectively.

techniques would be directly useful in the development of an
information neutral variant of content-based recommender
systems, because content-based recommenders can be im-
plemented by adopting classifiers.

Information neutrality can be considered as diversity in rec-
ommendation in a broad sense. McNee et al. pointed out
the importance of factors other than prediction accuracy,
including diversity, in recommendation [15]. Topic diversi-
fication is a technique for enhancing the diversity in a rec-
ommendation list [27]. Smyth et al. proposed a method for
changing the diversity in a recommendation list based on a
user’s feedback [23].

There are several reports about the influence of recommen-
dations on the diversity of items accepted by users. Celma
et al. reported that recommender systems have a popu-
larity bias such that popular items have a tendency to be
recommended more and more frequently [4]. Fleder et al.
investigated the relation between recommender systems and
their impact on sales diversity by simulation [6]. Levy et al.
reported that sales diversity could be slightly enriched by
recommending very unpopular items [13].

Because information neutral recommenders can be used to
avoid the exploitation of private information, these tech-
niques are related to privacy-preserving data mining [1]. In-
dependent component analysis might be used to maintain
the independence between viewpoint values and recommen-
dation results [9]. In a broad sense, information neutral rec-
ommenders are a kind of cost-sensitive learning technique
[5], because these recommenders are designed to take into
account the costs of enhancing the neutrality.

6. CONCLUSION
In this paper, we proposed an information neutral recom-
mender system that enhanced neutrality from a viewpoint

specified by a user. This system is useful for alleviating
the filter bubble problem, which is a concern that personal-
ization technologies narrow users’ experience. We then de-
veloped an information neutral recommendation algorithm
by introducing a regularization term that quantifies neutral-
ity by mutual information between a predicted rating and
a viewpoint variable expressing a user’s viewpoint. We fi-
nally demonstrated that neutrality could be enhanced with-
out sacrificing prediction accuracy by our algorithm.

The most serious issue of our current algorithm is scala-
bility. This is mainly due to the difficulty in deriving the
analytical form of gradients of an objective function. We
plan to develop another objective function whose gradients
can be derived analytically. The degree of statistical inde-
pendence is currently quantified by mutual information. We
want to test other indexes, such as kurtosis, which are used
for independent component analysis. We will develop an in-
formation neutral version of other recommendation models,
such as pLSI/LDA or nearest neighbor models.
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ABSTRACT
Recommender systems have become a valuable tool for suc-
cessful e-commerce. The quality of their recommendations
depends heavily on how precisely consumers are able to state
their preferences. However, empirical evidence has shown
that the preference construction process is highly affected
by uncertainties. This has a negative impact on the robust-
ness of recommendations. If users perceive a lack of accu-
racy in the recommendation of recommender systems, this
reduces their confidence in the recommendation generating
process. This in turn negatively influences the adoption of
recommender systems. We argue in this paper that sensi-
tivity analysis is able to overcome this problem. Although
sensitivity analysis has already been well studied, it was ig-
nored to a large extent in the field of recommender systems.
To close this gap, we propose a research model that shows
how a sensitivity analysis and the presence of uncertainties
influence decision confidence and the intention to use rec-
ommender systems.
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1. INTRODUCTION
Recommender systems (RS) have become an important

tool for successful e-commerce. They help consumers in e-
commerce settings to overcome the problem of information
overload, which they often face due to the vast amount of
available products and of product-related information. From
a consumers-perspective, the main task of RS is to support
finding the right product. Independent from technical con-
siderations, all RS have in common that they require infor-
mation about their users in order to provide personalized
recommendations. This information is basically the con-
sumers’ preferences which serve as input for the recommen-
dation-generating algorithm [24]. Thus, the users’ prefer-
ences are clearly of high importance for the quality of the
RS’ output and the more precise the preferences correspond
to the user’s “real” needs, the more accurate will be the rec-
ommendation of the system.

The problem we want to address here is that the prefer-
ences of consumers as well as their measurement are subject
to irreducible arbitrariness [12], which potentially has a neg-
ative impact on the quality of a RS’s recommendation and
on the adoption of RS. To overcome this problem, we pro-
pose to integrate sensitivity analysis into RS. The remain-
der of this paper is structured as follows. The next Section
describes the uncertainties related to the measurement of
preferences and the implications for RS design. Section 3
provides a short overview of SA methods and possible ways
to address uncertainties as well as similar problems of sup-
porting consumers via RS. We will propose a research model
in Section 4 and hypothesize how SA and uncertainties in
the process of generating recommendations are related to RS
usage. The planned methodology for testing our hypotheses
is presented in Section 5. Finally, we provide a short discus-
sion of our model and present further research opportunities
in Section 6.

2. UNCERTAINTY AND RECOMMENDER
SYSTEMS

Humans often face decisions which have to be made based
on beliefs regarding the likelihood of uncertain events like
future prices of goods or the durability of a product [21].
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Here, uncertainty refers to a state of incomplete knowledge,
which is usually rooted in either the individual’s lack of in-
formation or in his limited resources to rationally process
the available information [4, 18].

The latter source of uncertainty - limited information pro-
cessing capabilities - is the rationale underlying the idea to
support consumers in making their decisions by providing
personalized recommendations. In this sense, it is the func-
tion of RS to mitigate the information overload which con-
sumers often face in e-commerce settings [16]. As research
in RS deals with bounded rational consumers, it has to ac-
knowledge that consumers face uncertainties while making
their purchase decisions, even if they are supported by a
RS. The origins of uncertainty in a RS-facilitated purchase
decision can be manifold. For example, a consumer might
ask himself whether the model underlying the RS is indeed
appropriate to support him or whether the complex calcu-
lations underlying a recommendation have been solved ac-
curately or in a more heuristic way [4]. Another important
source of uncertainty is the consumer. Often, it is assumed
that decision makers have stable and coherent preferences
and sometimes it is even supposed that they accurately know
these preferences [9]. However, there is vast empirical evi-
dence that these assumptions do not model real world deci-
sion makers very well. For example, it is commonly known
that the answers of a decision maker who is requested to
explicitly state his preferences are at least partly dependent
on the framing of the questions and on what response is
expected [22]. These and other empirically observed devi-
ations from rationality led to the notion that humans do
not have well-defined preferences which can be elicited but
that we construct preferences on the spot, usually by apply-
ing some kind of heuristic information processing strategy.
Consequently, our preferences are “labile, inconsistent, sub-
ject to factors we are unaware of, and not always in our own
best interests” [9, p.2].

For the effort to support consumers with the help of RS
such instable preferences pose a serious problem. RS try to
support consumers by providing personalized recommenda-
tions based on the consumer’s preferences. Independent of
how the RS measures the preferences of the consumer (ei-
ther explicitly by asking the consumer or implicitly by ob-
serving his behavior), the ad-hoc construction of preferences
implies that RS have to deal with an uncertain information
base to make recommendations (cf. [4]), which might lead to
inaccurate and therefore unhelpful recommendations. More-
over, a consumer who faces a recommendation of a RS might
perceive a state of uncertainty regarding the recommenda-
tion’s quality because the choice of the recommendation-
generating algorithm, its inputs (the preferences) as well as
its computation are afflicted with uncertainties. The work of
Lu et al. [10] shows that a major reason for the rejection of
decision support technologies is that humans are skeptical
whether the respective technology is indeed able to accu-
rately model their preferences. In other words, the uncer-
tainties related to technologically derived recommendations
might hamper the adoption of RS. In order to avoid these
problems, RS have to address the uncertainties related to
the generation of recommendations. Here, we propose to
incorporate SA into RS to overcome this challenge.

3. SENSITIVITY ANALYSIS
Sensitivity analysis is a widely used tool in various disci-

plines, like in chemical engineering, operations research or
management science [20]. According to French [5], a com-
mon definition of SA involves the variation of input variables
to examine their effect on the output variables. In the case
of RS, inputs refer to preferences of consumers and out-
put means the recommendation of the system. Thus, SA
is a valuable tool for detecting uncertainties in inputs, ver-
ification and validation of models as well as demonstrating
the robustness of outputs. Definition and purpose however
vary depending on the field of application [15]. Furthermore,
there are different SA methods. They are classified e.g. in
mathematical, statistical and graphical methods [6] or in lo-
cal and global SA methods depending if the input variables
are varied over a reduced range of value or over the whole
domain [15]. Both classes allow to vary“one factor at a time”
(OAT) or several variables simultaneously (VIC - variation
in combination). Some researchers (e.g. [17]) argue that a
variance-based, global SA with VIC is especially useful for
comparing input variables and identifying uncertainties.

Although SA is in general a well-studied topic, it is ig-
nored to a large extent in the field of RS. Papers that treat
SA as tool for decision support systems are typically from
the field of multi-criteria decision making. They explain for
instance how SA demonstrates robust solutions or illustrates
the impact of input variations [13]. A reason why SA should
be integrated in decision support systems is that it addresses
certain drawbacks, like a possible lack of transparency. By
considering RS, this would mean that consumers do not re-
ceive the possibility to understand why a particular product
was recommended. Thus, consumers are not able to detect
uncertainties that were introduced during preference elici-
tation. As argued by [19, p. 831] “(...) users are not just
looking for blind recommendations from a system, but are
also looking for a justification of the system’s choice.”. A
possibility to provide justifications are explanation facilities.
An approach that was found in literature is to regard SA as
being similar to an explanation facility [14]. It facilitates
the involvement of users and increases transparency of the
recommendation generating process [8]. An integrated SA
permits users to interact with the system such that they are
able to explore possible variations of the inputs and see how
their changes influence the robustness of the recommenda-
tion. A SA is therefore especially important when uncer-
tainties in the inputs are present. In contrast to the various
types of explanation facilities, it is based on formal sciences
and is thus capable of providing objective explanations.

4. RESEARCH MODEL AND HYPOTHESES
DEVELOPMENT

Based on the descriptions of the problem of uncertain-
ties and the characteristics of SA we will derive a research
model for RS usage in this Section. In order to understand
how SA is related to the adoption of RS, we integrate sensi-
tivity analysis, perceived uncertainty and decision confidence
in a common model of RS usage. The definitions of these
concepts are given in Table 1. Our model builds on technol-
ogy acceptance research and its most prominent model, the
technology acceptance model (TAM) [2]. Figure 1 illustrates
the proposed model. Sensitivity analysis represents the de-
sign feature of interest, decision confidence and perceived
uncertainty are used to describe the link between the de-
sign feature and RS use in detail. The following paragraphs
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Figure 1: Proposed research model

separately discuss each proposition of our model.
Basically, a SA can lead to two different results: Depend-

ing on inputs and model parameters, it will either confirm
or disprove the robustness of the recommendations provided
by the RS. Though we acknowledge that the output of a
SA depends on the specific situation and that the concrete
outcome of the SA is likely to influence the user’s percep-
tions, we argue that there is also an effect which is indepen-
dent from such contingencies (see also Section 6). SA helps
users to filter out those recommendations which are robust
to uncertainties and which thereby represent good choices
independent from changes in the inputs [12]. Therefore, we
hypothesize that

H1: Sensitivity analysis will increase users’ de-
cision confidence.

The only task which RS perform is to search and suggest
decision alternatives on behalf of their users. If a user is
not sure whether a RS provides recommendations which
match his needs or not, the only reason to use a RS van-
ishes. Therefore, we hypothesize that

H2: Decision confidence will positively affect per-
ceived usefulness of recommender systems.

SA is a tool which demonstrates how the output varies when
inputs are changed. This enables user not only to analyze
different scenarios and to search for robust recommendations
but also to learn about the RS and how it generates recom-
mendations. In this function, SA might be directly related
to perceived usefulness of the RS regardless of its impact on
decision confidence and independent from whether it con-
firms the robustness of the recommendation or not. Based
on this argument and on the experiences of Payne et al. [12]
that user perceive SA as a valuable tool, we hypothesize that

H3: Sensitivity analysis will positively influence
perceived usefulness of recommender systems.

We argue that this relationship is moderated by the degree
of perceived uncertainty: Consider a user who does not per-
ceive any uncertainty related to the output of a RS. For such
a user a SA is of little to no value. But the more the user per-
ceives that the recommendation generating process is prone
to uncertainties, the more useful is a feature which allows
to explore the impact of the uncertainties on the outcomes.
Therefore, we hypothesize that

H4: Perceived uncertainty will moderate the in-
fluence of sensitivity analysis on perceived use-
fulness of recommender systems.

Table 1: Definitions of Constructs

Construct Definition

Sensitivity
Analysis

A RS feature which allows a user to
analyze how a recommendation (out-
put) changes if the preferences (in-
puts) are varied [5]

Decision
Confidence

The user’s beliefs that the recommen-
dation matches his preferences [7]

Perceived
Uncertainty

The user’s subjective probability as-
sessment of any presence of inaccu-
racy in the recommendation generat-
ing process [4]

Perceived
Usefulness

The user’s perceptions of the utility of
the RS [24]

Intention to
Use

The user’s subjective probability of
adopting the RS [3]

The relationship between perceived uncertainty and decision
confidence is similar to H4. If users perceive that a recom-
mendation is based on an uncertain information base or if
they are not sure about the appropriateness of the recom-
mendation generating algorithm, they are likely not confi-
dent about the quality of the recommendation. Therefore,
we hypothesize that

H5: Perceived uncertainty will negatively influ-
ence decision confidence.

5. PROPOSED METHODOLOGY
We will conduct a laboratory experiment to test our hy-

potheses. We will use a 2 x 2 full factorial design with SA
and perceived uncertainty as independent variables. Partic-
ipants will be asked to use a RS for online shopping which
explicitly demands from users to make trade-offs in pref-
erence construction. They will be randomly assigned to a
treatment group and a control group which allows us to ma-
nipulate SA and perceived uncertainty. We will choose pur-
chase decisions with low/high familiarity to induce high/low
levels of perceived uncertainty. After finishing the shopping
task, questionnaires will be delivered to the participants to
assess the proposed relationships.

Before we are actually able to conduct the experiment,
we will develop new measures for the constructs perceived
uncertainty and decision confidence by adopting the method
of Moore and Benbasat [11] for instrument development.
The validity and reliability of the items will be tested by
a factor analysis in a pilot test. Items for the remaining
constructs will be taken from already validated scales, for
instance from Davis [2] for perceived usefulness.

To test our experimental design, we will conduct a t-test
in order to check the manipulation of perceived uncertainty
via familiarity of the purchase task. For testing our hypothe-
ses we will use structural equation modeling (SEM). As our
study is the first one regarding the impact of SA and un-
certainty on RS usage, it has an exploratory character. To
manage the risks associated with exploratory research, we
will keep the sample size rather low (about 10 participants
per indicator [1]). To deal with the small sample size and the
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exploratory character of our research, we will use a partial
least squares approach (component-based SEM) [23].

6. DISCUSSION AND CONCLUSIONS
Based on a literature review, we have argued that the pro-

cess of generating recommendations for e-commerce users in-
volves uncertainties, especially regarding the measurement
of preferences, which might lead to users who feel insecure
about the quality of a RS’s recommendations. Moreover, we
hypothesized that if users do not feel confident about a RS’s
recommendations, they will not perceive RS as useful and
thus are less likely to adopt the RS. We proposed to incorpo-
rate SA into RS to overcome the problems associated with
uncertainties. SA is a tool which enables users to explore
how changes in the inputs of the recommendation generat-
ing process (the users’ preferences) are related to changes in
the output of the process (the recommendations). SA can
be used to check the robustness of recommendations which
should help users to build confidence in the system’s advice
and the decision. Finally, we proposed a conceptual model
and corresponding hypotheses of how uncertainties, decision
confidence and SA are related to the adoption of RS.

As outlined in Section 5 our next step is the empirical
testing of the proposed model by conducting a laboratory
experiment. Further research opportunities include theoret-
ical work on how SA can be incorporated into the various
forms of RS, not only on computational level but also on the
level of user interface design and how the outcomes of SA
are related to user perceptions.
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ABSTRACT
Observing the queries selected by a user, among those sug-
gested by a recommender system, one can infer constraints
on the user’s utility function, and can avoid suggesting queries
that retrieve products with an inferior utility, i.e., dominated
queries. In this paper we propose a new efficient technique
for the computation of dominated queries. It relies on the
system’s assumption that the number of possible profiles
(or utility functions), of the users it may interact with, is
finite. We show that making query suggestions is simplified,
and the number of suggestions is strongly reduced. We also
found that even if the system is not contemplating the true
user profile, among the above mentioned finite set of profiles,
its performance is still very close to the optimal one.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval—information filtering

General Terms
Experimentation, Theory.

Keywords
Recommender system, conversational system, user model.

1. INTRODUCTION
Conversational recommender systems offer flexible sup-

port to users as they browse a product catalogue, and help
them to better understand and elicit their preferences. In-
stead of requiring users to specify their preferences at the
outset, these are acquired and revised over a series of in-
teraction steps. At each step the system makes some rec-
ommendations to the user, or invites her to indicate further
preferences, e.g., by critiquing a recommendation [6].

In [3, 9] the authors introduce and evaluate a new con-
versational technique for helping the users to select items of

Paper presented at the 2012 Decisions@RecSys workshop in conjunc-
tion with the 6th ACM conference on Recommender Systems. Copyright
c�2012 for the individual papers by the papers’ authors. Copying permit-

ted for private and academic purposes. This volume is published and copy-
righted by its editors.

largest utility to the user. In order to accomplish this goal,
when a user is querying a product catalogue the proposed
technique suggests to the user new queries that: a) extend
the user’s current query, and b) retrieve products with higher
utility. For example the user of a hotel catalogue may have
submitted the following query: “I want an hotel with AC
and parking”. The system, rather than retrieving immedi-
ately the products that satisfy this query, hypothesizes that
the user may have also other needs and makes recommenda-
tions by suggesting queries that are revisions of the original
query. These new queries may add one or more additional
features to the query, e.g., the system may say: “are you
interested also in a sauna?”. Products with more features,
if available, will surely increase (or, at least, not decrease)
the user utility. But not all features are equally important
for the user. So, the system’s goal is to make “informed”
suggestions, i.e., to suggest those features that are likely to
produce the largest increase to the user’s utility. In fact,
observing the user’s previously submitted queries, the sys-
tem can deduce that certain features are more important
than others, i.e., it can infer constraints on the user’s utility
function, even without knowing that function.

The major limitations of the previous work on this pro-
posed technique were: a) a limited number of query editing
operations, i.e., the system could suggest only two types of
new queries to the user (add a feature and trade one feature
for two), b) a computationally expensive method for com-
puting the next best queries (undominated queries), c) a
long list of query suggestions could be possibly presented to
the user, making it hard for her to evaluate them and select
her preferred one. In this paper we propose a new effective
technique for the computation of the dominated queries, i.e.,
the queries that should not be suggested to the user because
the system can deduce that they have a lower utility. The
proposed technique relies on the system assumption that the
set of profiles (or utility functions) of the users it may inter-
act with is finite. This is a meaningful assumption as not all
the possible profiles are likely to ever be observed in prac-
tice, and users tend to have similar profiles. We show that
the computation of the query suggestions is simplified, and
more importantly, the number of queries that are suggested
at each conversational step is greatly reduced. We also show
that the query suggestions can be further filtered by estimat-
ing the utility of each query suggestion using those profiles
that are compatible with the queries previously selected by
the user. The proposed approach has also another advan-
tage, it enables a system designer to freely select the types
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of query editing operations that he or she would like to use
to generate new query suggestions to the user.

We also show that even if the system is not contemplat-
ing the true user profile, among the above mentioned finite
set of profiles, its performance is still very close to the opti-
mal one, i.e., at the end of the dialogue the user can select
the best products, given her true profile and the available
products in the data set. Hence the finally recommended
items are close to the optimal ones. In fact, we show in this
paper that progressively expanding the number of profiles
contemplated by the system one can increase the utility of
the final recommended products, and with a large number
of contemplated profiles the recommended products have a
utility that is not practically distinguishable from that of
the best products.

The rest of the paper is structured as follows. The query
language used in this approach is described in Section 2.
Section 3 describes our model for representing user prefer-
ences. Section 4 explains the concept of “dominated query”
and our query suggestion method. The experimental design
is shown in Section 5. Results and discussion are reported
in Section 6. Finally the related work and conclusions are
given in Sections 7 and 8 respectively.

2. QUERY LANGUAGE
In our model a product p is represented by an n-dimensional

Boolean feature vector p = (p1, . . . , pn). pi = 1 means that
the i-th feature (e.g., Air Conditioning) is present in the
product, whereas pi = 0 means that p does not have fea-
ture i. A catalogue is a set of products {p(1), . . . , p(k)}. The
Boolean features could be keywords or tags found in the
product description, and searching for products with these
features can be viewed as kind of facet search.

Queries are represented similarly as Boolean vectors: q =
(q1, . . . , qn). qi = 1 means that the user is interested in prod-
ucts that have the i-th feature. On the other hand qi = 0
does not mean that the user is not interested in products
with that feature, but simply that she has not yet declared
her interest on it. A query is said to be satisfiable if there
exists a product in the catalogue such that all the features
expressed in the query as desired (qi = 1) are present in
that product. For example if the product p = (1, 1, 0, 1, 0)
is present in the catalog then query q = (0, 1, 0, 1, 0) is sat-
isfiable.

We are considering a scenario where the user is advised
about how to refine her queries. Moreover, we assume that
the system GUI offers to the user a limited number of eas-
ily understood editing operations (as in critiquing-based ap-
proaches). In the following we list the query editing opera-
tions that, in this paper, we assume the user can make when
revising the current query. But we observe (as will be clear
in the ensuing description) that the proposed approach is
not constrained by this particular choice.

• add1(q, i), i ∈ idx0(q);
• trade1,2(q, i, j, k), i ∈ idx1(q) and j, k ∈ idx0(q);
• add2(q, i, j), i, j ∈ idx0(q);
• trade1,3(q, i, j, k, t), i ∈ idx1(q) and j, k, t ∈ idx0(q).

Here idx0(q) and idx1(q) are the set of indexes with value
0 and 1 in q respectively. The first two operations gener-
ate a new query by adding to the current query a request
for one additional feature. For example, in (1, 1, 0, 0, 1) =

add1((1, 1, 0, 0, 0), 5) the query q = (1, 1, 0, 0, 0) (where the
first two features are requested) is extended by requesting
also the fifth feature. The second operation (trade one fea-
ture present for two not present) generates a new query by
discarding a feature, the i-th, in favor of two new ones,
the j-th and k-th features. For example, (0, 1, 0, 1, 1) =
trade1,2((1, 1, 0, 0, 0), 1, 4, 5).

The last two operations extend a query with two addi-
tional features. For example, given the query q = (1, 1, 0, 0, 0),
the fourth and fifth features can be requested in the new
query generated by the operation add2(q, 4, 5) = (1, 1, 0, 1, 1).
The second “trade” operation (trade one feature present for
three not present) generates a new query by discarding the
i-th feature, but now in favor of three new ones, the j-th,
the k-th and t-th features. For example, (0, 1, 1, 1, 1) =
trade1,3((1, 1, 0, 0, 0), 1, 3, 4, 5).

Using the above-mentioned operators the system can gen-
erate a set of next queries and ask the user to select her pre-
ferred one, and this step can be repeated several times (see
Section 6.1 for an example of such an interaction). However,
the goal of the proposed system is not to suggest all these
possible next queries, as a standard “query by example” in-
terface might, but only those that would retrieve products
with the largest utility for the user. Hence, the goal of the
proposed system is to make inferences on the true user util-
ity function, and remove from the suggestions it makes at
every step those queries that appear to the system to have
an inferior utility. This reasoning process is clarified in the
following sections.

3. USER UTILITY FUNCTION
A user’s utility function, also called her user profile, is

represented here as a vector of weights: w = (w1, . . . , wn),
0 ≤ wi ≤ 1. wi is the importance that the user assigns to
the i-th feature of a product. So if wi = 0, then the user
has no desire for the i-th feature. If wi > wj , then the i-th
feature is preferred to the j-th one. If wi ≥ wj then the i-th
feature is at least as desired as the j-th one. If wi = wj ,
i �= j then the user is indifferent between these two features.
The user’s utility for a particular product p = (p1, . . . , pn)
is given by the following:

Utilityw(p) =
n�

i=1

wipi (1)

A product p with a higher utility than another product
p� is always assumed to be preferred by the user, i.e., we
assume that users are rational. A user may have any of the
possible utility functions that can be defined by varying the
feature weights wi. So, the set of all possible utility functions
is infinite. But observing the queries selected by the user
among those suggested by the system the system can infer
constraints on the definition of the true user utility function.
Generally speaking, features that are present in a query that
the user selects can be inferred to be more desirable for that
user than features that are present in the alternative queries
that the user could have tried but did not select.

More precisely let us assume that the system recommends
to the user a set of new queries, which we will call the Ad-
viceSet. The queries in the AdviceSet will, in general, be a
subset of the queries that can be generated by applying the
query editing operations described in the previous section
to the query that was selected by the user at the previous
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interaction step. When the user selects one of these rec-
ommended new queries, as the new best query for her, the
system can deduce that the utility of the one she selects is
greater than or equal to the utility of the other queries that
were included in the AdviceSet. If we define Utilityw(q), the
utility of query q for a user with profile w, as the utility of
a product p with the same definition as q, i.e., q = p, then,
if the user selects qs ∈ AdviceSet, we can infer that:

Utilityw(qs) ≥ Utilityw(q), ∀q ∈ AdviceSet. (2)

For example: Let’s assume that the previous query se-
lected by the user is q0 = (0, 0, 1, 1, 0, 0, 0), i.e., there are
seven features in this data set and the user would like to
retrieve products having the third and fourth feature. As-
sume that the system suggests that the user edits the current
query and specifically recommends that she select one of the
following four queries:

AdviceSet = {(1, 0, 1, 1, 0, 0, 0),
(0, 1, 1, 1, 0, 0, 1),

(0, 0, 1, 1, 1, 0, 0),

(0, 0, 1, 0, 0, 1, 1)}

Let us further assume that the query that the user selects
from these recommended ones is qs = (0, 0, 1, 1, 1, 0, 0), i.e.,
she is interested in products that additionally have the 5-
th feature. Then, the inferred constraints, based on not
choosing other members of the AdviceSet, are:

1. w5 >= w1

2. w5 >= w2 + w7

3. w4 + w5 >= w6 + w7

We must also explain what constraints on the true user
profile w can be deduced when the user issues the very first
query in any interaction. In this case, if q is the initial
query, the advisor will infer that wi ≥ wj , ∀i ∈ idx1(q) and
∀j ∈ idx0(q), unless qs, which is identical to q except that
its i-th feature is set to 0 and its j-th feature is set to 1,
is unsatisfiable. This means that features requested in the
initial query are at least as desired as features not initially
requested. But, the system must “play safe”. In the case
where qs, identical to q but with the i-th feature set to 0
and the j-th feature set to 1, is unsatisfiable, it should not
deduce a constraint of the type wi ≥ wj . This is because
there is the possibility that the user already knew this query
to be unsatisfiable and for this reason she did not try it as
her initial query, even though she preferred it. A longer
discussion of this “play safe” rule is given in [3].

4. THE QUERY ADVISOR
The advisor is the recommender system in charge of sug-

gesting to the user how to extend the current query to ob-
tain better products, i.e., it generates the AdviceSet. The
true user’s preferences, in her profile, are not known by the
advisor. Moreover, we assume that the advisor does not ex-
plicitly ask the user for her preferences. Nevertheless, right
after the user’s first query, the advisor will generate a set
of candidate queries and will recommend only the undom-
inated candidates, i.e. those with a utility that cannot be
proved to be inferior to one of the other candidates. Each
time the user chooses one of the recommended queries, the

advisor makes new recommendations. It does this repeat-
edly until the user is happy with her current query or no
additional suggestions can be made by the system.

At each interaction step, the advisor accumulates con-
straints on the true user utility function (as described in
Section 3). We denote this set of constraints by Φ. More-
over, given a set of next possible queries C = {q(1), . . . , q(k)},
i.e., those that can be generated by applying the operations
described in Section 2, and that are satisfiable, the advisor
will not suggest queries that have a lower utility than an-
other one: these queries are called here “dominated”. A
query q ∈ C is dominated if there exists another query
q� ∈ C such that for all the possible weight vectors that
are compatible with the set of constraints Φ this relation
holds: Utilityw(q

�) > Utilityw(q). A weight vector w is said
to be compatible with the set of constraints in Φ if and only
if all the constraints in Φ are satisfied when the variables
w1, . . . , wn take the values specified in w.

Removing the dominated queries is meaningful because
their utility is lower than the utility of another candidate
query for all the possible user utility functions that are com-
patible with the preferences that have been induced by ob-
serving the user’s behavior.

In our previous work, the problem of finding dominated
queries was cast as a linear programming problem, allowing
an infinite number of user profiles to be considered. The
problems with this are discussed in Section 7. In this paper
we assume that the set of user profiles contemplated by the
system is finite. Initially, at the beginning of the interaction
with a user, the set of all the possible utility functions or
user profiles is P = {w(1), . . . , w(m)}. We will consider in the
experiments sets of user profiles ranging from some dozens
to thousands.

With this finite assumption, having the set of deduced
constraints Φ we can prune from the set P the“incompatible
profiles”, i.e., those not satisfying the constraints in Φ. Then,
the computation of the undominated queries proceeds as
follow. Let’s assume that the set of user profiles compatible
with the accumulated constraints is P � = {w(1), . . . , w(t)} ⊂
P and C = {q(1), . . . , q(k)} is the set of next possible queries,
i.e., queries that are satisfiable and are generated from the
last issued query of the user by the query editing operations.
Then the AdviceSet is given by the following method:

1. A query q ∈ C is labelled as dominated if and only if
there exists another query q� ∈ C, q� �= q, such that
∀w ∈ P �, Utilityw(q

�) > Utilityw(q). , i.e.,�n
i=1 wiq

�
i >

�n
i=1 wiqi.

2. Build the AdviceSet (undominated queries) by remov-
ing from C the dominated queries.

Example. Assume that Φ = {w1 ≥ w3, w2 + w3 ≥ w4},
P � = {w(1), w(2), w(3)} and C = {q(1), q(2), q(3), q(4)},
w(1) = (0.35, 0.1, 0.25, 0.3), w(2) = (0.1, 0.35, 0.3, 0.25),
w(3) = (0.3, 0.35, 0.1, 0.25), q(1) = (1, 1, 0, 1),
q(2) = (1, 0, 1, 1), q(3) = (0, 1, 1, 1), q(4) = (1, 1, 1, 0).

In this example the profiles w(1) and w(3) satisfy the con-
straints in Φ. While, w(2) is an “incompatible profile”, since
w(2)

1 < w(2)
3 , and must be pruned from P �. Table 1 shows

the query utilities for these two compatible profiles. q(1) has
a higher utility than q(3) and q(4) for every profile in P �,
thus q(3) and q(4) are dominated by q(1). These dominated
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Table 1: Query utilities for the profiles w(1)
and w(3)

.

q
(1)

q
(2)

q
(3)

q
(4)

w
(1) 0.75 0.9 0.65 0.7

w
(3) 0.9 0.65 0.7 0.75

1. Φ = ∅, P =set of profiles, AdviceSet = empty set
2. do {
3. Present the AdviceSet to the user.
4. sq = initial query or one in the AdviceSet;
5. Infer constraints analyzing sq, and add them to Φ;
6. Remove incompatible profiles from P ;
7. Compute candidate queries;
8. Remove dominated queries from candidate ones and

generate AdviceSet;
9. (optional) Filter the AdviceSet;

10. } while ((AdviceSet �= null) and (user wants advice))

Figure 1: Interaction process

queries must be removed from the set C and not included in
the AdviceSet. Note that the remaining queries q(1) and q(2)

do not dominate each other, thus they represent meaningful
next queries that the advisor can recommend to the user.

The full algorithm for query suggestions is described in
Figure 1. At the first step there are no query suggestions,
and the user is free to enter the first query. Then, the advisor
infers the constraints to be added to Φ according to the rules
mentioned in Section 3. The advisor then removes the user
profiles that do not satisfy these constraints. Afterwards,
the set of candidate queries is generated from the current
query, by applying the operators mentioned in Section 2 and
discarding any queries that are not satisfiable. Subsequently,
the advisor builds the AdviceSet by removing the dominated
queries, and optionally filters the AdviceSet to keep it small.
The filtering strategy that we have applied will be presented
in the next section. Finally, the advisor recommends the
remaining queries to the user as potential next ‘moves’. If
the AdviceSet is not empty, and the user selects one from
this advice set, then the selected query becomes the current
query and the process is repeated. If the user does not want
further advice then the system will display the products that
satisfy the last query selected by the user.

5. EXPERIMENTS DESIGN
We performed several experiments by simulating interac-

tions between a virtual user and the advisor according to
the algorithm described in the previous section. For each
experiment we varied the following independent variables:
product database, number of predefined user profiles, and
whether the undominated queries were filtered or not in or-
der to reduce the number of suggestions in the AdviceSet
(step 9 of the algorithm). We measured: the average num-
ber of queries issued per dialogue (interaction length), the
average size of the AdviceSet(number of queries suggestions
at each step), the utility shortfall, and the Jaccard simi-
larity between the last selected query and the optimal one.
The utility shortfall (or “regret”) is the difference between
the utility of the best product available in the data set, i.e.,

Table 2: Product databases. (Dist. Hotels = Dis-

tinct Hotels)

Name Features Hotels Dist. Hotels

Marriot-NY 9 81 36
Cork 10 21 15

Trentino-10 10 4056 133

the one with the highest utility for the user, and the util-
ity of the products satisfying the last query selected by the
user. This measure indicates if the advisor’s suggestions do
converge on the best product according to the true utility
function, hence if the final product recommendations are op-
timal. Moreover, in order to understand how many features
differ between the user’s best product and the products sat-
isfying the last query considered by the user, which in a real
scenario would be the products actually shown to the user,
we measured their Jaccard similarity. This is the ratio of
the number of features common to the best product and the
last query, over the number of features in their union. In
practice, the utility shortfall can be very small (if the fea-
tures that differ in the best product and in the last query
have small weights in the user’s utility function), but the
Jaccard similarity could still be far from 1.0.

Three different product databases were used, each one de-
scribing real hotels by their amenities expressed as Boolean
features. Details of the data set are given in the Table 2; here
a hotel may have the same description in terms of features as
another; that’s why the number of distinct hotels is smaller.
Moreover, we considered for each experiment four different
sizes of the set of predefined user profiles: small (25 profiles),
medium (250 profiles), large (2500 profiles) and very large
(25000 profiles). We wanted to measure the effect of the size
of the profiles set on the user-advisor interaction length, and
on the size of the advice set.

In each experiment a set of predefined user profiles is cre-
ated by first generating one totally random initial user pro-
file (weights vector), sampling each random feature weight
from a uniform distribution in [0,1], and then normalizing
the user profile vector so that the sum of the weights is 1.
Then, the other profiles are created by random permuta-
tions of the feature weights of the initial user profile. Note
that with 10 features there are 3.6× 106 ∼ 10! possible user
profiles.

For step 9 of the algorithm, i.e., the optional filtering of
the query suggestions in the advice set to produce an Advice-
Set that has at most a small number of suggested queries (5
in our case), we used one strategy. We considered the strat-
egy that selects the top K queries in the AdviceSet, with the
largest expected utility. The expected utility of each query
in the AdviceSet is computed by averaging the utility of the
query for all the profiles compatible with the inferred con-
straints. This approach assumes that the compatible profiles
have equal probability to be the true profile of the user.

In addition to the user profiles contemplated by the ad-
visor, in each simulated interaction we randomly generated
the true profile of the virtual user and it was not revealed
to the advisor. Note that the true virtual user profile is
very unlikely to be among the predefined set of advisor user
profiles. Moreover, the initial query submitted by the vir-
tual user is created in accordance with her true utility func-
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tion; thus, the initial query includes the t most important
features for the user (t = 2 in our experiments). The ad-
visor’s deductions about the true user utility function are
based only on the observation of the queries submitted by
the user at each interaction step. We also assumed that the
virtual user is “Optimizing” [3], that is, one who confines her
queries to the advice set provided by the advisor and always
tries the query with the highest utility. Twenty-four experi-
ments were performed corresponding to all the combinations
of the variables mentioned before (product database, num-
ber of user profiles, filtering strategy). In every experiment
we ran 100 dialogues between a virtual user and the advisor
and then averaged the observed measures.

6. RESULTS AND DISCUSSION

6.1 Example of Simulated Interaction
Before describing the results of the system evaluation we

want to illustrate with one example a typical user-advisor
interaction. In this example we are considering the Marriott
catalogue, and the system is using the utility-based filtering
strategy, hence no more than 5 queries will be recommended
at each step. Some of the details are in Table 3.

The features, numbered from 0 to 8 are: 0=Internet ac-

cess point, 1=Restaurant on site, 2=Room service, 3=Pets

allowed, 4=Meeting room, 5=Airport shuttle, 6=Swimming

Pool, 7=Golf camp, 8=Tennis camp. The five most im-
portant features for the simulated user in this example are
{0,1,2,5,8}, but there is no hotel with exactly these features
in the dataset, and the best available hotel is {0,1,2,3,5}.

The user starts the interaction with the query which, ac-
cording to her preferences, contains the two most important
features: {1,2}. The system infers some initial constraints
from the initial query, i.e., that these features are more im-
portant that the others not requested (see Section 3), and
discards the profiles that do not satisfy these constraints.
In this case it discovers that 10 out of 250 initial predefined
profiles satisfy the inferred constraints (compatible profiles).
These profiles are considered by the system as those po-
tentially containing the true user profile and thus will be
examined to make new query suggestions. The system com-
putes the next candidate queries and discards those that
are not satisfiable: (58 are candidates) Then the advisor
removes those that are dominated, the remaining queries
(10 undominated) are ranked by computing their expected
utility, and the top 5 are suggested. Note that the queries
suggested extend the previous one with extra features. The
query selected by the user is {1,2,5,6}, since it is the one
that maximizes her utility. At this point the utility short-
fall is 0.136 and the Jaccard similarity with the best hotel,
{0,1,2,3,5}, is 0.5 (3 common features out of 6 in the union).
The system infers 4 new constraints: these constraints state
that the utility of the selected query is greater than or equal
to the utility of the other queries that were suggested. The
number of compatible profiles is now 2, and only 1, that
is {0,1,2,5,6}, out of the 7 satisfiable queries, is undomi-
nated, and thus suggested to the user. It is interesting to
note that the best (and satisfiable) query {0, 1, 2, 3, 5} =
trade({1, 2, 5, 6}, 6, 1, 3) was (erroneously) considered by the
system to be dominated by the suggested query {0,1,2,5,6},
and therefore not included in the advice set. This results
from the fact that the dominated queries are computed us-
ing the compatible profiles (2 in this case) not the true user

model, which is unknown to the system. These two compat-
ible profiles (erroneously) assign a higher weight to feature
6 (Swimming Pool) instead of feature 3 (Pets allowed) as
it is stated in the true user profile. In the third interac-
tion step the user is forced to select the unique query that
is suggested. At this point it is not possible to extend the
current query with a satisfiable one any further, the system
cannot make new query recommendations, and the interac-
tion ends. The utility shortfall and the Jaccard similarity
are 0.0018 and 0.67 respectively. In this example it is clear
that reasoning with a finite set of profiles causes some loss in
recommendation accuracy, which is compensated by a speed
up in system performance and a reduction in the sizes of the
AdviceSet compared with the approach introduced in [3] (see
discussion later).

6.2 Interaction Length
Table 4 shows the results of our experiments. The query

suggestion strategy based on the utility filtering, as well as
the baseline approach (not filtering the query suggestions),
produce interaction sessions with average length ranging be-
tween 2 and 4.

When the size of the user profiles set is small (25 profiles),
the interaction length is even shorter, ranging between 2 and
2.6; this is because it is more likely to fall into a situation
where no user profile is compatible with the inferred con-
straints and the system cannot suggest a new query.

In general, the interaction length is dependent on the num-
ber of product features and the available products in the
data set. Firstly, the higher the number of product fea-
tures, the longer will be the interaction. This is because the
user, at each interaction step, when she is selecting one of
the query editing operations, extends the previous query by
one or two additional features. Secondly, the smaller the
number of products, the more likely the process is to stop,
because the current query cannot be further extended with-
out building a failing query. It is important to note that the
interaction length is typically low and fairly acceptable for
an online application.

6.3 AdviceSet Size
The average size of the advice set ranges between 0 and

12 when no filtering is applied. In this case, inspecting the
experiments’ log data, we detected that in the initial steps of
the user-system interaction, i.e., when the system has poor
knowledge about the user preferences, the average number
of suggested queries could be as high as 20 (when the system
is contemplating a large number of profiles). On the other
hand, when the system is filtering the AdviceSet, obviously,
the size of the advice set is never greater than K = 5. Ta-
ble 4 shows the average number of queries suggested and,
as expected, the filtering strategy (utility-based) produces
smaller AdviceSets compared to the not-filtered case. In
general, when the size of the set of predefined user profiles is
small (25 profiles), the number of query suggestions ranges
between 0 and 1.5; this is caused (as we discussed above
for the interaction length) by the lack of compatible user
profiles, resulting in the difficulty of identifying queries to
suggest to the user.

6.4 Utility Shortfall
We expected to observe a higher utility shortfall when

filtering the advice set. In fact, in this case, the system

23



Table 3: An example of the user-system interaction

hotel features: 0 1 2 3 4 5 6 7 8
true user profile: 0.134 0.264 0.188 0.025 7.0e-4 0.141 0.023 0.06 0.164

best hotel: {0, 1, 2, 3, 5} number of initial profiles: 250

User Advisor

* Issues the initial query = {1, 2}

* Number of inferred constraints = 11
* Number of compatible profiles = 10
* Number of satisfiable queries = 58
* Undominated queries = 10. Top K=5 suggested:
{{1,2,4,6}, {1,2,5,6}, {1,2,3,6}, {1,2,4,5}, {1,2,3,4}}

* Selects the query: {1, 2, 5, 6}

* Number of inferred constraints = 4
* Number of compatible profiles = 2
* Number of satisfiable queries = 7
* Undominated queries = 1: {{0,1,2,5,6}}

* Selects the query: {0, 1, 2, 5, 6}

* No new constraints inferred.
* The same number of satisfiable profiles remains.
* Number of satisfiable queries = 0.
* The system cannot make more query suggestions.

Utility shortfall = 0.0018, Jaccard Similarity = 0.667

Table 4: Averaged values of the observed measures for 100 runs in the 24 experiments performed. (DB

= Product Database; # Prof. = Number of predefined user profiles; IL = Interaction Length; AdvSS =

AdviceSet Size; USh = Utility Shortfall; JSim = Jaccard Similarity)

DB # Prof.
Not filtering Utility filtering

Cork

IL AdvSS USh JSim IL AdvSS USh JSim

25 2.57 0.65 0.177 0.575 2.57 0.61 0.177 0.575
250 3.09 8.32 0.063 0.778 3.6 2.98 0.031 0.895
2500 3.69 8.43 0.005 0.968 3.81 3.40 0.0 0.991
25000 3.81 7.69 0.0 1.0 3.84 3.43 0.0 0.993

Marriott

25 2.13 1.12 0.167 0.594 2.13 1.12 0.167 0.594
250 2.61 8.66 0.033 0.857 2.93 3.33 0.037 0.825
2500 2.98 7.93 0.0 0.994 3.0 4.25 0.003 0.965
25000 2.99 7.82 0.0 0.996 3.0 4.22 0.004 0.965

Trentino

25 2.11 0.51 0.324 0.462 2.11 0.5 0.324 0.462
250 2.95 11.31 0.163 0.626 3.65 2.95 0.080 0.761
2500 3.65 12.67 0.060 0.797 3.96 3.66 0.018 0.876
25000 3.99 11.55 0.015 0.890 4.01 3.62 0.012 0.891

may not include in the AdviceSet the best next query, caus-
ing, at that step, a loss in the user utility compared with
the best query and thus an increase of the utility shortfall.
What mitigates this problem is the fact that the system
may still suggest the best query at a subsequent interaction
step. For instance, if the current query contains two features
and the best query contains two additional features, the sys-
tem, when filtering the suggestions, may not recommend the
query using the best of the two missing features at the first
step, but it could do it at the next suggestion step.

In general the utility shortfall decreases when the number
of user profiles increases. This is true regardless of whether
filtering is used or not. When the number of user profiles
is small (25 profiles) the utility shortfall values are higher,
ranging between 0.2 and 0.3. This is essentially due to the
fact that very often the user profiles do not satisfy the con-
straints inferred by the system. This causes the interruption
of the interaction at an early stage. In this case there is not a

big difference in the utility shortfall whether filtering query
suggestions is used or not, because the size of the advice set
never exceeds the threshold K = 5.

When the system filters the query suggestions and the user
profiles set size is medium (250 profiles) or even larger (2500
profiles), the utility shortfall is very close to that of the not-
filtered case. Moreover, in some cases (e.g., Trentino and
2500 profiles) the utility-based strategy may even perform
better than the not-filtering approach (0.018 vs. 0.060). This
could happen for a very simple reason. When the system
suggests fewer queries, the selection of one of these queries
by the simulated user causes the system to infer fewer con-
straints on the user utility function. In fact the system can
only deduce that the selected query does not have a lower
utility (for the user) than the other suggested queries. Infer-
ring fewer constraints causes the system to eliminate fewer
profiles and hence enables the system to make a larger num-
ber of interaction steps before arriving at the possibly failing
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situation that no profile is compatible with the inferred con-
straints. This is confirmed by the fact that in these cases
(e.g., Trentino and 2500 profiles), where the utility-based
approach behaves better than the not-filtering one, the in-
teraction length is on average a bit larger (3.96 vs. 3.65).

In the case where the system is contemplating a large num-
ber of user profiles (25000 profiles), filtering the query sug-
gestions has a very small effect. The difference in the util-
ity shortfall with the not-filtering approach is still smaller
than 0.0041 (e.g., Marriott 25000, 0.0 vs. 0.004), and there
is never a gain in utility. In general the Jaccard similarity
between the best hotel and the last selected query increases
when the number of predefined profiles increases as well.
The Jaccard similarity is higher than 89% when the sys-
tem is contemplating 25000 profiles. Moreover, this value is
better (96%) for the smallest data sets (e.g. Cork and Mar-
riott). These results confirm the previous conclusions on the
utility shortfall; it is more likely that better system query
suggestions are obtained when the number of predefined user
profiles is higher. In fact, it is not important to have many
profiles, but rather to have an optimal set of predefined user
profiles covering the true user profiles of the subjects access-
ing the system. This is a topic of further research.

6.5 Infinite Profile Set Model
Finally, in Table 5 we compare the interaction length, the

advice set size, and the average utility shortfall obtained in
our experiments with those measured in our previous work,
where an infinite number of profiles was considered [3]. In
this comparison we use 25000 profiles and we confine the
system to use only the add1 and trade1,2 operators to gen-
erate new candidate queries: because in [3] the results were
obtained by considering only these two editing operations.

We can observe that the interaction length in the two
systems is more or less equivalent. The utility shortfall in
the proposed finite profiles model is always a bit larger than
in the infinite model. This is what has to be paid for the
constraining assumption that the number of possible user
profiles is finite. The major beneficial effect of the proposed
approach is the significant reduction of the advice set size by
more than 10 times. Moreover, computing the advice in our
implementation, took just some miliseconds, even if 25000
profiles were used, while with the infinite model it required
on average some seconds.

In conclusion, we believe that in real scenarios approxi-
mating the set of all possible user’s utility functions with a
finite set is a reasonable assumption, and the small cost paid
in terms of increased utility shortfall is compensated by the
strong reduction in the size of the advice set and computa-
tional complexity, making it feasible for the user to browse
the advice set and pick her best query.

7. RELATED WORK
Recommending personalized query revisions was first pro-

posed in [3] and then extended in [9]. This approach has
proved to be effective, and provides good query recommen-
dations and final product recommendations. It guides the
user to the query that selects the products with maximal
utility in a short number of query revision interactions. The
cited papers describe the details of this approach: the query
language, the user model, and the inferences made by the
system, observing the user’s query revisions and finally the
computation of the query suggestions for the user. [3, 9]

Table 5: Comparison of the system performance be-

tween the current finite set of profiles model and the

infinite model.

DB Averaged measures Infinite

model

Finite

model

Interaction length 6.09 5.63
Cork Advice set size 69.88 4.81

Utility shortfall 0 0.003

Interaction length 4.67 3.98
Marriott Advice set size 45.96 5.08

Utility shortfall 0 0.001

Interaction length 5.55 6.31
Trentino Advice set size 59.02 5.17

Utility shortfall 0 0.037

left open some questions mostly related to the efficiency of
computing the query suggestions and the size of the advice
set. That approach uses linear programming extensively and
require too much computation time to be exploited in an on-
line application. Moreover, the average number of queries
suggested to the user at each interaction step is in many
cases too large to be presented to a user.

These problems were initially tackled in a preliminary
workshop paper [2] by assuming that the user utility func-
tion is not an arbitrary one (i.e., coming from an infinite
set) but is drawn from a finite set of user profiles that are
known by the system. This set represents the possible dif-
ferent users that the system considers that it may interact
with. This assumption simplifies the computation of query
suggestions (as was also shown here). Moreover, the average
number of query suggestions made at each interaction step
is also dramatically reduced (by a factor of 10). However,
it remained the case that, during the initial steps of query
suggestion (when the system knowledge about the user pref-
erences is poor), the number of queries suggested can still
be high. Moreover, the authors artificially assumed that the
true user utility function is included among the finite set of
user profiles contemplated by the system. This is a crude
simplification since a totally unknown user approaching the
system may have an arbitrary profile and the system has
no knowledge about that. We have lifted that assumption
in this paper and we have also extended the type of query
editing operations, showing that this set can be arbitrarily
defined by the system designer.

Critiquing is a conversational recommendation approach
that is related to our technique [6]. In critiquing the user is
offered query revisions in the form of critiques to the cur-
rent selected product. The main difference with our pro-
posed approach to building conversational recommender sys-
tems is that the query processing in critiquing is based on
similarity-based retrieval, while here we are using a logic
based approach. Interestingly, in [12, 8] the authors use a
multi-attribute utility-based preference model and critiquing
suggestion technique that has similar objectives to our ap-
proach. They maintain for each user an estimated profile
(utility function). Then, they generate the best critiques
using the estimated user utility and update the estimated
profile by increasing the importance of a feature (weight) if
the selected product has a larger feature value compared to
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the previously selected one.
Similarly to the “dominated query” concept considered in

our work, in [11, 10] the authors consider a conversational
recommender system based on example-critiquing that sug-
gest the top K options with highest likelihood to be “not
dominated” by others options (Pareto optimality) [4]. The
suggestions are based on an analysis of the user’s current
preference model (adapted in each interaction) and the user’s
reaction to the suggestions. In our case we take into account
the query submitted by the user (user’s reaction) in order
to generate new queries, and only those that prove to have
the highest utility according to the user model inferred so
far are considered as not dominated, and thus suggested to
the user.

Reducing the number of user-system interaction in find-
ing the target products has been approached in critiquing-
based systems through the use of compound critiques [7, 12]
which enable the user to express her preferences on multi-
ple attributes at the same time, potentially shortening the
interaction cycles. In our approach we enable the user to
express implicitly her preferences requesting more than one
feature at a time, which reduces the number of cycles needed
to reach the best product for the user and making inferences
on the true user model is kept simple.

8. CONCLUSIONS AND FUTURE WORK
In this paper we have described and analyzed the perfor-

mance of a new type of conversational recommender system
that suggests query revisions to help the user to find prod-
ucts with the largest utility. We assume that the system
contemplates only a finite set of possible user profiles, and
interacts with a user who has an unknown profile (probably)
close to one of those that the system contemplates.

The results of our experiments show that the finite user
profiles set assumption has a strong effect on the process of
computing the best query suggestions that guide the user
to the products that maximize her utility. In particular the
number of user-advisor interaction steps (number of queries
issued by the user), and the utility shortfall are low. We
have observed a significant reduction in the number of pieces
of advice (suggested next queries) provided at each user-
advisor interaction step. We have also shown that having a
relatively large number of predefined user profiles, and ex-
ploiting even simple techniques for filtering the suggestions,
is an important ingredient for improving the system perfor-
mance and producing effective support.

In the current model we consider only Boolean features.
But, the proposed approach can be extended to ordinal and
numerical features (e.g. hotel category and room price). We
plan to develop such an extension in the future. It is also
important to note that the user’s utility function is assumed
to be linear. We plan to investigate the use of more general
integral aggregation functions such as Choquet and Sugeno,
or Ordering Weighted Averaging functions [1]. This will also
be useful for modeling interactions between product features
(redundancies, complementarities, contradictions).

Moreover, in this work we have assumed that the user
preferences do not change during the interaction with the
system and the user is perfectly rational (always selects the
best option). In fact, the user may change her preferences or
not select the best available option (given her current util-
ity function), and this may generate an inconsistent set of
inferred constraints that the system cannot use to produce

new query suggestions. We are planning to tackle these is-
sues using relaxation techniques for over-constrained prob-
lems [5]. Finally, we must observe that to fully evaluate the
proposed approach we must perform live user experiments.
Therefore, we are implementing a mobile application for ho-
tel recommendation that exploits the proposed technique.
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ABSTRACT
Requirements engineering is a very critical phase in software devel-
opment process. Requirements can be interpreted as basic decision
alternatives which have to be negotiated by stakeholders. In this
paper we present the results of an empirical study which focused
on the analysis of key influence factors of successful requirements
prioritization. This study has been conducted within the scope of
software development projects at our university where development
teams interacted with a requirements prioritization environment.
The major result of our study is that anonymized preference elici-
tation can help to significantly improve the quality of requirements
prioritization, for example, in terms of the degree of team consen-
sus, prioritization diversity, and quality of the resulting software
components.

Categories and Subject Descriptors
D.2 [Software Engineering]: Requirements Engineering; D.2.1
[Requirements/Specifications]: Requirements Negotiation; H.5
[Information Interfaces and Presentation]: Modeling Environ-
ments

General Terms
Human Factors, Experimentation

Keywords
Requirements Prioritization, Group Decision Making

1. INTRODUCTION
Requirements Engineering (RE) is the branch of software en-

gineering concerned with the real-world goals for functions of and
constraints on software systems [14]. RE is considered as one of the
most critical phases in software projects, and poorly implemented
RE is one major risk for project failure [8]. Requirements are the

RecSys’12 9th - 13th September, 2012, Dublin, Ireland
Paper presented at the 2012 Decisions@RecSys workshop in conjunc-
tion with the 6th ACM conference on Recommender Systems. Copyright
c©2012 for the individual papers by the papers’ authors. Copying permit-

ted for private and academic purposes. This volume is published and copy-
righted by its editors..

basis for all subsequent phases in the development process and high
quality requirements are a major precondition for the success of the
project [4].

Today’s software projects still have a high probability to be can-
celed or at least to significantly exceed the available resources [13].
As stated by Firesmith [5], the phase of requirements engineer-
ing receives rarely more that 2-4% of the overall project efforts
although more efforts in getting the requirements right result in
significantly higher project success rates. A recent Gartner report
[7] states that requirements defects are the third source of product
defects (following coding and design), but are the first source of
delivered defects. The cost of fixing defects ranges from a low of
approximately $70 (cost to fix a defect at the requirements phase)
to a high of $14.000 (cost to fix a defect in production). Improving
the requirements gathering process can reduce the overall cost of
software and dramatically improve time to market.

Requirements can be regarded as a representation of decision alter-
natives or commitments that concern the functionalities and quali-
ties of the software or service [1]. Requirements engineering (RE)
is then a complex task where stakeholders have to deal with various
decisions [11]:

• Quality decisions, e.g., is the requirement non-redundant,
concrete, and understandable?

• Preference decisions, e.g., which requirements should be con-
sidered for the next release?

• Classification decisions, e.g., to which topic does this re-
quirement belong?

• Property decisions, e.g., is the effort estimation for this re-
quirement realistic?

Stakeholders are often faced with a situation where the amount
and complexity of requirements outstrips their capability to sur-
vey them and reach a decision [3]. The amount of knowledge and
number of stakeholders involved in RE processes tend to increase
as well. This makes individual as well as group decisions much
more difficult.

The focus of this paper will be preference decisions, i.e., we want
to support groups of stakeholders in the context of prioritizing soft-
ware requirements for the next release. Typically, resource limi-
tations in software projects are triggering the demand of a prior-
itization of the defined requirements [8]. Prioritizations support

27



software project managers in the systematic definition of software
releases and help to resolve existing preference conflicts among
stakeholders.

Only a systematic prioritization can guarantee that the most essen-
tial functionalities of the software system are implemented in-time
[12]. Typically, requirements prioritization is a collaborative task
where stakeholders in a software project collaborate with the goal
to achieve consensus regarding the prioritization of a given set of
requirements. The earlier requirements are prioritized, the lower is
the effort of implementing irrelevant requirements and the higher is
the amount of available resources to implement the most relevant
requirements [12].

Establishing consensus between stakeholders regarding the prior-
itization of a given set of requirements is challenging. Prioritiza-
tions do not only have to take into account business process related
criteria but as well criteria which are related to technical aspects
of the software. Especially in larger projects, stakeholders need
a tool-supported prioritization approach which can help to reduce
influences related to psychological and political factors [12]. Re-
quirements prioritization is a specific type of group work which
becomes increasingly important in organizations [10].

Prioritization decisions are typically taken in groups but this task
is still ineffective due to reasons such as social blocking, censor-
ship, and hidden agendas [10]. One balancing strategy is to drop
or defer low priority requirements to a later release [12]. In a study
conducted at the Graz University of Technology during the course
Object Oriented Analyses and Design, the stakeholder part of the
customer was impersonated by four course assistants. These as-
sistants were not aware of the study settings and had to review
the software functionality developed by the different teams. This
evaluation did not include a code review. Rather it was supposed
to assess the user experience of the product and which important
functionality was supported. These important functions were par-
tially defined by the exercise given in the course. The result of this
evaluation is represented by a quality value between 0 and 30 cred-
its. The major contribution of this paper is to show how anonymity
in group decision processes can help to improve the quality of re-
quirements prioritizations.

The remainder of this paper is organized as follows. In Section
2 we provide an overview of the basic functionalities of the IN-
TELLIREQ requirements engineering environment developed at our
university to collect preferences and decisions of stakeholders dur-
ing the course Object-oriented Analysis and Design at the Graz
University of Technology. In Section 3 we introduce the basic hy-
potheses that have been investigated within the scope of our empir-
ical study; in this context we also provide details about the study
design. In Section 4 we report the major results of our empirical
study and show the effect of anonymity on the group consensus,
the decision diversity and the output quality. With Section 5 we
conclude the paper.

2. INTELLIREQ DECISION SUPPORT
INTELLIREQ is a group decision environment that supports com-

puter science students at our university in deciding on which re-
quirements should be implemented within the scope of their soft-
ware projects. For this task 219 students enrolled in a course about
Object-Oriented Analyse and Design at the Graz University of Tech-
nology had to form groups of 5–6 members. Unfortunately, it is
not possible to evaluate the existing knowledge and experience of

Figure 1: INTELLIREQ Anonymous Preference Presentation:
the preferences of users are anonymized by replacing the stake-
holder names with the terms "User 1", "User 2", ... , "User n".
The order of stakeholders and the assignment to these terms is
randomly generated.

the students and the resulting groups. We therefore distributed the
resulting groups randomly on the different evaluation pools and
assume that the knowledge and experience is equally distributed
on each pool. Each group had to implement a software system
with an average effort of about 8 man months. Figure 1 shows the
anonymized preference presentation of stakeholders in IntelliReq.

Figure 2: INTELLIREQ Prioritization (Decision) Process. Con-
struction: stakeholders define their initial preferences; Con-
sensus: stakeholders adapt their preferences on the basis of the
knowledge about preferences of other stakeholders. Decision:
project managers take the final group decision.

In our study, 39 software development teams had to define a set of
requirements which in the following had to be implemented. These
requirements had to be prioritized and the resulting prioritization
served as a major criteria for evaluating the corresponding software
components at the end of the project.

The requirements prioritization process consisted of three different
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phases (see Figure 2) denoted as construction (collection of indi-
vidual stakeholder preferences), consensus (adaptation of own pref-
erences, see Figure 3), and decision (group decision defined and
explained by the project manager). This decision process structure
results in about 15.000 stakeholder decisions and 798 correspond-
ing group decisions taken by the team leaders (project managers).
On the basis of this scenario we conducted an empirical evaluation
with the goal to analyze the effects of supporting anonymized re-
quirements prioritization. The basic settings of this study will be
presented in the following section.

Figure 3: INTELLIREQ Preference Adjustment (Consensus):
stakeholders can view their initial preferences and preferences
of other stakeholder. With this information stakeholders can
adjust their preferences to increase group consensus.

3. EMPIRICAL STUDY
Within the scope of our empirical study we wanted to inves-

tigate the impact of anonymous preference elicitation on the de-
cision support quality of the INTELLIREQ environment. Conse-
quently, each project team interacted with exactly one of two exist-
ing types of preference elicitation interface. One interface (type 1:
non-anonymous preference elicitation) provided an overview of the
personal preferences of team members (stakeholders) where each
team member was represented by her/his name. In the second type
of interface (type 2: anonymous preference elicitation) the pref-
erences of team members were shown in anonymized form where
the name of the individual team member was substituted with the
terms "User 1", "User 2", etc (see Figure 1). The hypotheses (H1–
H8) used to evaluate the decision process are summarized in Figure
4. These hypotheses were evaluated on the basis of the following
observation variables.

Anonymous preference elicitation. This variable indicates with which
type of prioritization interface the team members were confronted
(either summarization of the preferences of the team members in-
cluding the name of the team members or not including the name
of the team members).

Consensus and Dissent. An indication to which extent the team
members managed to achieve consensus (dissent) – see the second
phase of the group decision process in Figure 2 – is provided by the
corresponding variables. We measured the consensus of a group
on the basis of the standard deviation derived from requirement-
specific group decisions. Formula 1 can be used to determine the
dissent of a group x which is defined in terms of the normalized
sum of the standard deviations (sd) of the requirement-specific vot-

ings. The group consensus can then be interpreted as the counter-
part of dissent (see Formula 2). As the consensus is the simple
inversion of the dissent, we will only take into account the consen-
sus in the remaining paper.

dissent(x) =

∑
r∈Requirements sd(r)

|Requirements| (1)

consensus(x) =
1

dissent(x)
(2)

Decision Diversity. The decision diversity of a group can be de-
fined in terms of the average over the decision diversity of individ-
ual users in the consensus phase (see Figure 2). The latter is defined
in terms of the standard deviation derived from the decision du of
a user – a decision consists of the individual requirements prioriti-
zations of the user.

diversity(x) =

∑
u∈Users sd(du)

|Users| (3)

Output Quality. The output quality of the software projects con-
ducted within the scope of our empirical study has been derived
from the criteria such as degree of fulfillment of the specified re-
quirements. We also weighted the requirements according to their
defined priority in the prioritization task. E.g. not including a
very high important requirement enormously decreases the qual-
ity value. On the opposite, low priority requirements will only
have a small impact on the quality value. Therefore, defining a
high priority for a requirement which is of minor importance has
to be implemented anyway. On the other hand, each group has to
implement all important requirements for the user experience and
which are important for the functionality. Therefore, the require-
ments prioritization has a direct impact on the quality value. The
quality of the project output has been determined by teaching as-
sistants who did not know to which type of preference elicitation
interface (anonymous vs. non-anonymous) the group has been as-
signed to. These assignments were randomized over all teaching
assistants, i.e., each teaching assistant had to evaluate (on a scale
of 0..30 credits) groups who interacted with an anonymous and a
non-anonymous interface.

Within the scope of our study we wanted to evaluate the follow-
ing hypotheses.

H1: Anonymous Preference Elicitation increases Consensus. The
idea behind this hypothesis is that anonymous preference elicita-
tion helps to decrease the commitment [2] related to an individual
decision taken in the preference construction phase (see Figure 2),
i.e., changing his/her mind is easier with an anonymous preference
elicitation interface. Furthermore, anonymous preference elicita-
tion increases the probability of detecting hidden profiles [6], i.e.,
increases the probability of exchanging decision-relevant informa-
tion [9].

H2: Anonymous Preference Elicitation decreases Dissent. Follow-
ing the idea of hypothesis H1, non-anonymous preference elicita-
tion increases commitment with regard to already taken (and pub-
lished) decisions. It also decreases the probability of detecting hid-
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den profiles [6] and thus also decreases the probability of high-
quality decisions (see H3).

H3: Consensus increases Decision Diversity. As a direct conse-
quence of an increased exchange of decision-relevant information
(see Hypothesis H1), deep insights into major properties of the de-
cision problem can be expected. As a consequence, the important
differentiation between important, less important, and unimportant
requirements with respect to the next release [3] can be achieved.

H4: Dissent decreases Decision Diversity. From less exchange
of decision-relevant information we can expect a lower amount
of globally available decision-relevant information. As a conse-
quence, the differentiation between important, less important, and
unimportant requirements is a bigger challenge for the engaged
stakeholders.

H5: Consensus increases Output Quality. From Hypothesis H3
we assume a positive correlation between the degree of consensus
and the diversity of the group decision. The diversity is an indicator
for a meaningful triage [3] between important, less important, and
unimportant requirements.

H6: Dissent decreases Output Quality. In contrary, dissent leads to
a lower decision diversity and – as a consequence – to less mean-
ingful results of requirements triage.

H7: Decision Diversity increases Output Quality. Group decision
diversity is assumed to be a direct indicator for the quality of the
group decision. With this hypothesis we want to analyze the direct
interrelationship between prioritization diversity and the quality of
the resulting software.

H8: Anonymous Preference Elicitation increases Output Quality.
Finally, we want to explicitly analyze whether there exists a rela-
tionship between the type of preference elicitation and the corre-
sponding output quality.

4. STUDY RESULTS
We analyzed the hypotheses (H1–H8) on the basis of the vari-

ables introduced in Section 3.1 We used a Mann-Whitney U-test if
the examined data set is not normal distributed (H1,H2) and the t-
test if the data set is normal distributed (H8). The correlations (H3
– H7) are calculated with Pearson correlations (normal distribution)
and with the Spearman’s rank correlations (no normal distribution).

H1. The degree of group consensus in teams with anonymous pref-
erence elicitation is significantly higher compared to teams with
non-anonymous preference elicitation (Mann-Whitney U-test, p <
0.05). An explanation model can be the reduction of commitment
[2] and a higher probability of discovering hidden profile informa-
tion which improves the overall knowledge level of the team.

H2. Group dissent is an inverse function of group consensus and
– as a consequence – teams with non-anonymous preference elici-
tation have a significantly higher dissent (Mann-Whitney U-test, p
< 0.05). In this context, non-anonymous preference elicitation can
lead to higher commitment with regard to the orginially articulated
preferences.

1We are aware of the fact that dissent is the inverse function of
consensus, however, for reasons of understandability we decided to
explicitly include dissent as a decision variable.

Figure 4: Hypotheses defined to evaluate the INTELLIREQ De-
cision Support.

H3. There is a positive correlation between the group consensus
and the corresponding decision diversity (correlation 0.523, p <
0.01). More group discussions can lead to a higher level of rele-
vant knowledge about the decision problem. In the following this
can lead to a development of a deeper understanding of the need of
requirements triage [3] which leads to a higher degree of decision
diversity.

H4. Dissent is an inverse function of group consensus – the higher
the dissent, the lower the corresponding decision diversity (corre-
lation -0.523, p < 0.01). A lower degree of group decision diver-
sity (prioritization diversity) can be explained by a lower degree of
decision-relevant knowledge.

H5. Consensus in group decision making increases the output qual-
ity (correlation 0.399, p < 0.01). An overlap in the personal stake-
holder preferences can be interpreted as an indicator of a common
understanding of the underlying set of requirements. This leads to
a better prioritization and a higher quality of the resulting software
components.

H6. The hypothesis can be confirmed (correlation -0.399, p < 0.01),
i.e., there is a negative correlation between group dissent and the
corresponding output quality.

H7. In our analysis we could detect a positive correlation between
group decision diversity (diversity of prioritization) and the cor-
responding output quality (correlation 0.311, p < 0.01). Decision
diversity can be seen as an indicator of a reasonable triage pro-
cess and reasonable prioritizations result in higher-quality software
components.

H8. Groups with anonymous preference elicitation performed sig-
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nificantly better compared to groups with a non-anonymous prefer-
ence elicitation (independent two-sample t-test, p < 0.05).

5. CONCLUSIONS
Requirements prioritization is an important task in software de-

velopment processes. In this paper we motivated the application
of requirements prioritization and discussed issues related to the
aspect of anonymizing group decision processes in requirements
prioritization. The results of our empirical study clearly show the
advantages of applying anonymized preference elicitation, for ex-
ample in terms of higher-quality software components, and can
be seen as a step towards a more in-depth integration of decision-
oriented research in requirements engineering processes.
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ABSTRACT
Aggregated data in real world recommender applications of-
ten feature fat-tailed distributions of the number of times
individual items have been rated or favored. We propose a
model to simulate such data. The model is mainly based on
social interactions and opinion formation taking place on a
complex network with a given topology. A threshold mech-
anism is used to govern the decision making process that
determines whether a user is or is not interested in an item.
We demonstrate the validity of the model by fitting atten-
dance distributions from different real data sets. The model
is mathematically analyzed by investigating its master equa-
tion. Our approach provides an attempt to understand rec-
ommender system’s data as a social process. The model can
serve as a starting point to generate artificial data sets useful
for testing and evaluating recommender systems.

Categories and Subject Descriptors
H.1.m [Information Systems]: Miscellaneous

General Terms
Experimentation, Theory

Keywords
recommender systems, opinion formation, complex networks

1. INTRODUCTION
This is the information age. We are witnessing informa-

tion production and consumption in a speed never seen be-
fore. The WEB2.0 paradigm enables consumers and produc-
ers to exchange data in a collaborative way benefiting both
parties. However, one of the key challenges in our digitally-
driven society is information overload [7]. We have the ’pain
of choice’. Recommendation systems represent a possible so-
lution to this problem. They have emerged as a research area

Paper presented at the 2012 Decisions@RecSys workshop in conjunction
with the 6th ACM conference on Recommender Systems. Copyright 2012
for the individual papers by the papers’ authors. Copying permitted for
private and academic purposes. This volume is published and copyrighted
by its editors.

on its own in the 90s [42, 20, 28, 21, 11]. The interest in rec-
ommendation systems increased steadily in recent years, and
attracted researchers from different fields [43]. The success
of highly rated Internet sites as Amazon, Netflix, YouTube,
Yahoo, Last.fm and others is to a large extent based on
their recommender engines. Corresponding applications rec-
ommend everything from CD/DVD’s, movies, jokes, books,
web sites to more complex items such as financial services.

The most popular techniques related to recommendation
systems are collaborative filtering [8, 26, 11, 24, 28, 21, 41,
45] and content-based filtering [14, 40, 35, 5, 30]. In ad-
dition, researchers developed alternative methods inspired
by fields as diverse as machine learning, graph theory, and
physics [16, 17, 37, 52, 51, 10, 48, 50]. Furthermore, rec-
ommendation systems have been investigated in connection
with trust [2, 39, 47, 32, 33] and personalized web search [9,
12, 46], which constitutes the new research frontier in search
engines.

However, there are still many open challenges in the re-
search field of recommendation systems [1, 22, 25, 18, 24, 43,
15]. One key question is connected to the understanding of
the user rating mechanism. We build on a well documented
influence of social interactions with peers on the decision to
vote, favor, or even purchase an item [44, 27]. We propose
a model inspired by opinion formation taking place on a
complex network with a predefined topology. Our model is
able to generate data observed in real world recommender
systems. Despite its simplicity, the model is flexible enough
to generate a wide range of different patterns. We mathe-
matically analyze the model using a mean field approach to
the full Master Equation. Our approach provides an under-
standing of the data in recommender systems as a product
of social processes. The model can serve as a data genera-
tor which is valuable for testing and evaluation purposes for
recommender systems.

The rest of the paper is organized as follows. The model
is outlined in Sec. (2). Methods, data set descriptions, and
validation procedures are in Sec. (3). Results are presented
in Sec. (4). Discussion and an outlook for future research
directions are in Sec. (5).

2. MODEL

2.1 Motivation
Our daily decisions are heavily influenced by various infor-

mation channels: advertisement, broadcastings, social inter-
actions, and many others. Social ties (word-of-mouth) play
a pivotal role in consumers buying decisions [44, 27]. It was
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demonstrated by many researchers that personal communi-
cation and informal information exchange not only influence
purchase decisions and opinions, but shape our expectations
of a product or service [49, 4, 3]. On the other hand, it was
shown [23], that social benefits are a major motivation to
participate on opinion platforms. If somebody is influenced
by recommendations on an opinion platform like MovieLens
or Amazon, social interactions and word-of-mouth in general
are additional forces governing the decision making process
to purchase or even to rate an object in a particular way
[31].

Our model is formulated within an opinion formation frame-
work where social ties play a major role. We shall discuss
the following main ingredients of our model:

• Influence-Network (IN)

• Intrinsic-Item-Anticipation (IIA)

• Influence-Dynamics (ID)

Influence Network.
We call the network where context-relevant information

exchange takes place an Influence-Network (IN). Nodes of
the IN are people and connections between nodes indicate
the influence among them. Note that we put no constraints
on the nature of how these connections are realized. They
may be purely virtual (over the Internet) or based on physi-
cal meetings. We emphasize that INs are domain dependent,
i.e., for a given community of users, the Influence Network
concerning books may differ greatly (in topology, number of
ties, tie strength, etc.) from that concerning another subject
such as food or movies. Indeed, one person’s opinion lead-
ers (relevant peers) concerning books may be very different
from those for food or other subjects. In this scope, we see
the INs as domain-restricted views on social networks. It
is thus reasonable to assume that Influence Networks are
similar to social interaction networks which often exhibit a
scale-free topology [6]. However, our model is not restricted
to a particular network structure.

Intrinsic-Item-Anticipation.
Suppose a new product is launched on the market. Ad-

vertisement, marketing campaigns, and other efforts to at-
tract customers predate the launching process and continue
after the product started to spread on the market. These
efforts influence product-dependent customer anticipation.
It is clear that the resulting anticipation is a complex com-
bination of many different components including intrinsic
product quality and possibly also suggestions from recom-
mendation systems.

In our model we call the above-described anticipation Intrinsic-
Item-Anticipation (IIA) and measure it by a single number.
It is based on many external sources, except for the influence
generated by social interactions. It is the opinion on some-
thing taken by individuals, before they start to discuss the
subject with their peers. Furthermore, we assume that an
individual will invest resources (time/money) into an object
only, if the Intrinsic-Item-Anticipation is above a particular
threshold, which we call Critical-Anticipation-Threshold.

Influence-Dynamics.
The Influence-Dynamics describes how individuals’ Intrinsic-

Item-Anticipations are altered by information exchange via

the connections of the corresponding Influence-Network. From
our model’s point of view this means the following: an in-
dividual’s IIA for a particular item i may be shifted due
to social interactions with directly connected peers (these
interactions thus take place on the corresponding IN), who
already experienced the product or service in question. This
process can shift the Intrinsic-Item-Anticipation of an indi-
vidual who did not yet experience product/object i closer to
or beyond the critical-anticipation-threshold.

We now summarize the basic ingredients of our model.
An individual user’s opinions on objects are assembled in
two consecutive stages: i) opinion making based on different
external sources, including suggestions by recommendation
systems and ii) opinion making based on social interactions
in the Influence-Network. The second process may shift the
opinions generated by the first process.

2.2 Mathematical formulation of the model
In this section we firstly describe how individuals’ Intrinsic-

Item-Anticipations may change due to social interactions
taking place on a particular Influence-Network. Secondly, we
introduce dynamical processes governing the opinion prop-
agation.

IIA shift.
We model a possible shift in the IIA as:

f̂ij = fij +

[
Θj

kj

](1−γ)

. (1)

where f̂ij is the shifted Intrinsic-Item-Anticipation of indi-
vidual j for object i, fij is the unbiased IIA, Θj is the num-
ber of j’s neighbors, who already experienced and liked item
i, kj denotes the total number of j’s neighbors in the cor-
responding IN, and γ ∈ (0, 1) quantifies trust of individuals
to their peers. An individual j will consume, purchase, or
positively rate an item i only if

f̂ij ≥ ∆. (2)

We identify ∆ as the Critical-Anticipation-Threshold. Val-
ues of fij are drawn from a probability distribution fi. Since
the IIA for each individual is an aggregate of many different
and largely independent contributions, we assume that fi
is normally distributed, fi ∈ N (µi, σ). (Unless stated oth-
erwise.) To mimic different item anticipations for different
objects i, we draw the mean µi from a uniform distribution
U(−ε, ε). We maintain µi, ε, and σ, so that fi is roughly
bounded by (−1, 1), i.e., −1 ≤ µ − 3σ < µ + 3σ ≤ 1. Note

that f̂ij can exceed these boundaries after a shift of the corre-
sponding IIA occurs. The second term on the right hand side
of Eq. (1) is the influence of j’s neighborhood weighted by
trust γ. To better understand the interplay between γ and
the density of attending users in the neighborhood of user
i, ρ := Θj/kj , we refer to Fig. 1. Trust γ ≈ 1 causes a big
shift on the IIA’s even for ρ ≈ 0. On the other hand, γ ≈ 0
needs high ρ to yield a significant IAA shift. These prop-
erties are understood as follows: people trusting strongly in
their peers need only few positive opinions to be convinced,
whereas people trusting less in their social environment need
considerable more signals to be influenced.

Influence-Dynamics.
The Influence-Dynamics proceeds as follows. Firstly, we
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Figure 1: Contour plot for γ and ρ = Θj/kj. Num-
bers inside the plot quantify the shift in the IAA as
a function of γ and ρ.

draw an Influence-Network IN(P) with a fixed network topol-
ogy (power-law, Erdős-Rényi, or another). P refers to a
set of appropriate parameters for the Influence-Network in
question (like network type, number of nodes, etc.). The
network’s topology is not affected by the dynamical pro-
cesses (opinion propagation) taking place on it. We justify
this static scenario by assuming that the time scale of the
topology change is much longer then the time scale 1 of opin-
ion spreading in the network. Each node in the Influence-
Network corresponds to an individual. For each individual
j we draw an unbiased Intrinsic-Item-Anticipation fij from
the predefined probability distribution fi. At each time step,
every individual is in one of the following states: {S,A,D}.
S refers to a susceptible state and corresponds to the initial
state for all nodes at t = 0. A refers to an attender state
and corresponds to an individual with the property f̂ij ≥ ∆.

D refers to a denier state with the property f̂ij < ∆ after
an information exchange with his/her peers in the Influence-
Network happened. An individual in state D or A can not
change his/her state anymore. It is clear that an individual
in state A cannot back transform to the susceptible state
S, since he/she did consume or favor item i and we do not
account for multiple attendances in our model. An indi-
vidual in state D was influenced but not convinced by his
opinion leaders (directed connected peers). We make the
following assumption here: if individual j’s opinion leaders
are not able to convince individual j, meaning that individ-
ual’s j Intrinsic Item Anticipation f̂ij stays below the criti-
cal threshold ∆ after the influence process, then we assume
that j’s opinion not to attend object i remains unchanged
in the future. Therefore we have the following possible tran-
sitions for each node in the influence network: jS → jA or
jS → jD. Node states are updated asynchronously which
is more realistic than synchronous updating, especially in
social interaction models [13]. The Influence-Dynamics is
summarized in Algorithm 1.

Master Equation.
We are now in the position to formulate the Master Equa-

1The term time scale denotes a dimensionless quantity and
specifies the devisions of time. A shorter time scale means
a faster spreading of opinions in the network.

Algorithm 1 RecSysMod algorithm. P contains the con-
figuration parameter for the network. ∆ is the Anticipation
Threshold and γ denotes the trust. O ∈ N is the number of
objects to simulate. G(N,E) is the network. N is the set of
nodes and E is the set of edges.

1: procedure RecSysMod I(P,∆, γ, O)
2: G(N,E)← GenNetwork(P)
3: for all Objects in O do
4: generate distribution fi from N (µi, σ)
5: for each node j ∈ N in G do
6: draw fij from fi
7: if fij < ∆ then
8: jstate ← S
9: else

10: jstate ← A
11: end if
12: end for
13: repeat
14: for all j with jstate = S AND Θj > 0 do

15: f̂ij ← fij +
[

Θj

kj

](1−γ)

16: if f̂ij < ∆ then
17: jstate ← D
18: else
19: jstate ← A
20: end if
21: end for
22: until |{j|jstate = S AND Θj > 0}| = 0
23: end for
24: end procedure

tion for the dynamics. As already said before, two things can
happen when a non-attender is connected to an attender:
a) he/she becomes an attender too, or b) he/she becomes
a denier who will not attend/favor the item. For these two
interaction types we formally write:

S +A
λ−→ 2A

S +A
α−→ D +A (3)

Here λ denotes the probability that a susceptible node con-
nected to an attender becomes an attender too, and α is
the probability that a susceptible node attached to an at-
tender becomes a denier. To take into account the underly-
ing network topology of the Influence Network it is com-
mon to introduce compartments k [19]. Let NA

k be the
number of nodes in state A with k connections, NS

k the
number of nodes in state S with k connections, and ND

k

the number of nodes in state D with k connections, respec-
tively. Furthermore we define the corresponding densities:
ak(t) = NA

k /Nk, sk(t) = NS
k /Nk and dk(t) = ND

k /Nk. Nk is
the total number of nodes with k connections in the network.
Since every node from Nk must be in one of the three states,
∀t : ak(t) + sk(t) + dk(t) = 1. A weighted sum over all k
compartments gives the total fraction of attenders at time t,
a(t) =

∑
k P (k)ak(t) where P (k) is the degree distribution

of the network (it also holds that a(t) = NA(t)/N). The
time dependence of our state variables ak(t), dk(t), sk(t) is

ȧk(t) = λksk(t)Ω

ḋk(t) = αksk(t)Ω

ṡk(t) = −(α+ λ)ksk(t)Ω

 (4)
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where Ω is the density of attenders in the neighborhood of
susceptible node with k connections averaged over k

Ω =
∑
k

P (k)(k − 1)ak/ 〈k〉 (5)

where 〈k〉 denotes the mean degree of the network. As
outlined above, λ is the probability that a node in state
S transforms to state A if it is connected to a node in
state A. This happens when f̂ij > ∆. Therefore, we have
∆− < fij < ∆ where ∆− = ∆ − (1/k)1−γ . From this we

have λ =
∫∆

∆−
f(x)dx, where f(x) is the expectation dis-

tribution. Similarly we write for α =
∫∆−
l

f(x)dx, where
l denotes the lower bound of the expectation distribution
f(x). A crude mean field approximation can be obtained by
multiplying the right hand sides of Eq. (4) with P (k) and
summing over k, which yields a set of differential equations

ȧ(t) = λ 〈k〉 s(t)a(t),

ḋ(t) = α 〈k〉 s(t)a(t),

ṡ(t) = −(α+ λ) 〈k〉 s(t)a(t).

 (6)

which is later used to obtain analytical results for the atten-
dance fraction a(t).

3. METHODS
We describe here our simulation procedures, datasets, ex-

periments, and analytical methods.

Simulations.
Our simulations employ Alg. (1). As outlined in the model

section, we do not change the network topology during the
dynamical processes. We experiment with two different net-
work types, Erdős-Rényi (ER), and power law (PL) which
are both generated by a so-called configuration model [34].
ER and PL represent two fundamentally different classes
of networks. The former is characterized by a typical de-
gree scale (mean degree of the network), whereas the latter
exhibits a fat-tailed degree distribution which is scale free.
The networks are random and have no degree correlations
and no particular community structure. To obtain repre-
sentative results we stick to the following approach: we fix
the network type, number of nodes, number of objects, and
network type relevant parameters to draw an ER or PL net-
work. We call this a configuration P. In addition, we fix the
variance σ of the anticipation distributions fi. We perform
each simulation on 50 different networks belonging to the
same configuration P and on each network we simulate the
dynamics 50 times. Then we average the obtained atten-
dance distributions over all 2500 simulations.

Datasets.
To show the validity of our model we use real world rec-

ommender datasets. MovieLens (movielens.umn.edu), a
web service from GroupLens (grouplens.org) where ratings
are recorded on a five stars scale. The data set contains
1682 movies and 943 users. Only 6, 5% of possible votes are
expressed. Netflix data set (netflix.com). We use the Net-
flix grand prize data set which contains 480189 users and
17770 movies and also uses a five stars scale. Lastfm data
set (Lastfm.com). This data set contains social networking,
tagging, and music artist listening information from users
of the Last.fm online music system. There are 1892 users,

17632 artists, and 92834 user-listended artists relations in
total. In addition, the data set contains 12717 bi-directional
user friendship relations. These data sets are chosen because
they exhibit very different attendance distributions and thus
provide an excellent playground to validate our model in dif-
ferent settings.

Experiments.
Data topologies. We firstly investigate the simulated

attendance distributions as a function of trust γ, the an-
ticipation threshold ∆, and the network topology. For this
purpose we simulate the dynamics on a toy network with 500
nodes and record the final attendance number of 300 objects.
The simulation is conducted for ER and PL networks and
performed as outlined in the simulations paragraph above.
In Fig.(2) and Fig.(3) we investigate the skewness [53] of the
attendance distributions and the maximal attendance ob-
tained for the corresponding parameter settings. The skew-
ness of a distribution is a measure for the asymmetry around
its mean value. A positive skewness value means that there
is more weight to the left from the mean, whereas a negative
value indicates more weight in the right from the mean.

Fitting real data. We explore the model’s ability to fit
real world recommendation attendance distributions found
in the described data sets. For this purpose we fix for the
Netflix data set a network with 480189 nodes and perform a
simulation for 17770 objects. In the MovieLens case we do
the same for 943 nodes and 1682 objects and for the Lastfm
data set we simulate on a network with 1892 nodes and 17632
objects. In the case of Lastfm we have the social network
data as well. We validate our model on that data set by two
experiments: a) we use the provided user friendship network
as simulation input and fit the attendance distribution and
b) we fit the attendance distribution like in the MovieLens
and Netflix case with an artificially generated network.

Mathematical analysis. We investigate the Master Equa-
tions Eq. (4) and Eq. (6). We provide a full analytical solu-
tion for Eq. (6) and an analytical approximation for Eq. (4)
in the early spreading stage.

4. RESULTS
Data topologies. The landscape of attendance distribu-

tions of our model is demonstrated in Fig. (2) and Fig. (3).
To obtain these results, simulations were performed as de-
scribed in Sec. (3). The item anticipation fi was drawn from
a normal distribution with mean values µi ∈ U(−0.1, 0.1)
and variance σ = 0.25 fixed for all items. Both networks
have 500 nodes. In the Erdős-Rényi case, we used a wiring
probability p = 0.03 between nodes. The Power Law net-
work was drawn with an exponent δ = 2.25. The simulated
attendance distributions in Fig.(2) and Fig.(3) show a wide
range of different patterns for both ER and PL Influence-
Networks. In particular, both network types can serve as
a basis for attendance distributions with both positive and
negative skewness. Therefore, the observed fat-tailed distri-
butions are not a result of the heterogeneity of a scale free
network but they are emergent properties of the dynamics
produced by our model. The parameter region for highly
positively-skewed distributions is the same for both network
types. The parameters γ and ∆ can be tuned so that all
items are attended by everybody or all items are attended
by nobody. While not relevant for simulating realistic atten-
dance distributions, these extreme cases help to understand
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the model’s flexibility.

Figure 2: Skewness of the attendance distributions
as a function of trust γ and the critical anticipation
threshold ∆ for Erdős-Rény networks with 500 nodes
and 300 simulated items.

Figure 3: Skewness of the attendance distributions
as a function of trust γ and the critical anticipation
threshold ∆ for power-law networks with 500 nodes
and 300 simulated items.

Fitting real data We fit real world recommender data
from MovieLens, Netflix and Lastfm with results reported
in Fig. (4), Fig. (5), Fig. (6), Fig. (7), and Tab. (1), re-
spectively. The real and simulated distributions are com-
pared using Kullback-Leibler (KL) divergence [29]. We re-
port the mean, median, maximum, and minimum of the
simulated and real attendance distributions. Trust γ, antic-
ipation threshold ∆, and anticipation distribution variance
σ are reported in figure captions. We also compare the aver-
aged mean degree, maximum degree, minimum degree, and
clustering coefficient of the real Lastfm social network and
networks obtained to fit the data. Results are reported in
Tab. (2) and Fig. (8). Note that thus obtained parameter
values can be useful also in real applications where, assum-
ing that our social opinion formation model is valid, one
could detect decline of the overall trust value in an online
community, for example.

Mathematical analysis. Eq. (6) can be solved analyti-
cally. We have ∀t : a(t)+s(t)+d(t) = 1 with the initial con-

Figure 4: Fit of the MovieLens attendance dis-
tribution with trust γ = 0.50, critical anticipation
threshold ∆ = 0.6, anticipation distribution variance
σ = 0.25, and power law network with exponent
δ = 2.25, 943 nodes, and 1682 simulated objects.

Figure 5: Fit of the Netflix attendance distribution
with trust γ = 0.52, critical anticipation threshold
∆ = 0.72, anticipation distribution variance σ = 0.27,
and power law network with exponent δ = 2.2, 480189
nodes, and 17770 simulated objects.

ditions for the first movers a0 =
∫ u

∆
f(x)dx, s(0) = 1− a(0),

and d(0) = 0. In the following we use the bra-ket nota-
tion 〈x〉 to represent the average of a quantity x. Standard
methods can now be used to arrive at2

a(t) =
(τ 〈k〉)−1 exp(t/τ)

(α+ λ) [exp(t/τ)− 1] + (τ 〈k〉 a0)−1
. (7)

Here τ is the time scale of the propagation which is defined
as

τ = (a0α 〈k〉+ λ 〈k〉)−1 . (8)

This is similar to the time scale τ = (λ 〈k〉)−1 in the well
known SI Model [38, 6]. Eq.(7) can be very useful in predict-
ing the average behavior of users in a recommender system.

Since Eq. (4) is not accessible to a full analytical solution,
we investigate it for the early stage of the dynamics. As-

2We give here only the solution for a(t) because we are
mainly interested in the attendance dynamics.
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Figure 6: Fit of the Lastfm attendance distribution
with trust γ = 0.4, critical anticipation threshold ∆ =
0.8, anticipation distribution variance σ = 0.24, and
real Lastfm user friendship network with 1892 nodes
and 17632 simulated objects.

Figure 7: Fit of the Lastfm attendance distribution
with trust γ = 0.6, critical anticipation threshold
∆ = 0.8, anticipation distribution variance σ = 0.24,
and power law network with exponent δ = 2.25, 1892
nodes and 17632 simulated objects.

suming a(0) = a0 � 0, we can neglect the dynamics of d(t)
to obtain

Ω̇(t) =

(〈
k2
〉

〈k〉 − 1

)
Ω(t).

In addition, Eq. (4) yields

ȧk(t) = λk(1− ak(t))Ω(t)

ṡk(t) = −(α+ λ)k(1− ak(t))Ω(t)

}
(9)

Neglecting terms of order a2
k(t) and summing the solution

of ak(t) over P (k), we get a result for the early spreading
stage

a(t) = a(0)
(

1 + τλ
(

exp(t/τ)− 1
))
, (10)

with the timescale τ =
〈
k2
〉
/
[
λ(
〈
k2
〉
− 〈k〉)

]
. The obtained

time scale τ valid in the early stage of the opinion spreading
is clearly dominated by the network heterogeneity. This re-
sult is in line with known disease models, e.g., SI,SIR [38, 6].

D KL Med Mean Max Min
ML 0.046 27/26 59/60 583/485 1/1
NF 0.030 561/561 5654/5837 232944/193424 3/16
LFM1 0.05 1/1 5.3/5.2 611/503 1/1
LFM2 0.028 1/1 5.3/5.8 611/547 1/1

Table 1: Simulation results. ML: Movielens, NF:
Netflix, LFM1: Lastfm with real network, LFM2:
Lastfm with simulated network, KL: Kullback-
Leibler divergence, Med: Median, Mean, Max:
maximal attendance (data/simulated), Min: mini-
mal attendance (data/simulated).

D 〈k〉 kmin kmax δ C
LFM1 13.4 1 119 2.3 0.186
LFM2 12.0 1 118 2.25 0.06

Table 2: Mean, minimum, maximum degree, clus-
tering coefficient C, and estimated exponent δ of the
real (LFM1) and simulated (LFM2) social network
for the Lastfm data set.

Figure 8: Log-log plot of real (red) and simulated
(blue) social network degree distribution P (k) for
the Lastfm data set. Inset: plot of the cumulative
degree distribution.

We emphasize that Eq.(10) is valuable in predicting users’
behavior of a recommender system in an early stage.

5. DISCUSSION
Social influence and our peers are known to form and in-

fluence many of our opinions and, ultimately, decisions. We
propose here a simple model which is based on heteroge-
neous agent expectations, a social network, and a formalized
social influence mechanism. We analyze the model by nu-
merical simulations and by master equation approach which
is particularly suitable to describe the initial phase of the
social “contagion”. The proposed model is able to generate
a wide range of different attendance distributions, includ-
ing those observed in popular real systems (Netflix, Lastfm,
and Movielens). In addition, we showed that these patterns
are emergent properties of the dynamics and not imposed
by topology of the underlying social network. Of particular
interest is the case of Lastfm where the underlying social
network is known. Calibrating the observed attendance dis-

37



tribution against the model then leads not only to social
influence parameters but also to the degree distribution of
the social network which agrees with that of the true social
network.

The Kullback-Leibler distances (KL) for the simulated
and real attendance distributions are below 0.05 in all cases,
thus demonstrating a good fit. However, the maximum at-
tendances could not be reproduced exactly by the model.
One reason may be missing degree correlations in the sim-
ulated networks in contrast to real networks where positive
degree correlations (so-called degree assortativity) are com-
mon. For the Lastfm user friendship network we observe a
higher clustering coefficient C ≈ 0.18 compared to the clus-
tering coefficient C ≈ 0.06 in the simulated network. To
compensate for this, a higher trust parameter γ is needed to
fit the real Lastfm attendance distribution with simulated
networks.

We are aware that our statistics to validate the model
is not complete. But we are confident, that our approach
points to a fruitful research direction to understand recom-
mender systems’ data as a social driven process.

The proposed model can be a first step towards a data
generator to simulate bipartite user-object data with real-
world data properties. This could be used to test and val-
idate new recommender algorithms and methods. Future
research directions may expand the proposed model to gen-
erate ratings within a predefined scale. Moreover, it could
be very interesting to investigate the model in the scope of
social imitation [36].
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ABSTRACT 
We present the results of two controlled behavioral studies on the 
effects of online recommendations on consumers’ economic 
behavior.  In the first study, we found strong evidence that 
participants’ willingness to pay was significantly affected by 
randomly assigned song recommendations, even when controlling 
for participants’ preferences and demographics.  In the second 
study, we presented participants with actual system-generated 
recommendations that were intentionally perturbed (i.e., 
significant error was introduced) and observed similar effects on 
willingness to pay.  The results have significant implications for 
the design and application of recommender systems as well as for 
e-commerce practice.   

1. INTRODUCTION 
Recommender systems have become commonplace in online 
purchasing environments.  Much research in information systems 
and computer science has focused on algorithmic design and 
improving recommender systems’ performance (see Adomavicius 
& Tuzhilin 2005 for a review).  However, little research has 
explored the impact of recommender systems on consumer 
behavior from an economic or decision-making perspective.  
Considering how important recommender systems have become 
in helping consumers reduce search costs to make purchase 
decisions, it is necessary to understand how online recommender 
systems influence purchases.   

In this paper, we investigate the relationship between 
recommender systems and consumers’ economic behavior.  
Drawing on theory from behavioral economics, judgment and 
decision-making, and marketing, we hypothesize that online 
recommendations1 significantly pull a consumer’s willingness to 
pay in the direction of the recommendation.  We test our 
hypotheses using two controlled behavioral experiments on the 
recommendation and sale of digital songs.  In the first study, we 
find strong evidence that randomly generated recommendations 
(i.e., not based on user preferences) significantly impact 
consumers’ willingness to pay, even when we control for user 
preferences for the song, demographic and consumption-related 
factors, and individual level heterogeneity.  In the second study, 
                                                

1  In this paper, for ease of exposition, we use the term “recommendations” 
in a broad sense.  Any rating that the consumer receives purportedly from 
a recommendation system, even if negative (e.g., 1 star on a five-star 
scale), is termed a recommendation of the system. 
 
 
 

we extend these results and find strong evidence that these effects 
still exist with real recommendations generated by a live real-time 
recommender system.  The results of the second study 
demonstrate that errors in recommendation, a common feature of 
live recommender systems, can significantly impact the economic 
behaviors of consumers toward the recommended products. 

2. LITERATURE REVIEW AND 
HYPOTHESES 

Behavioral research has indicated that judgments can be 
constructed upon request and, consequently, are often influenced 
by elements of the environment.  One such influence arises from 
the use of an anchoring-and-adjustment heuristic (Tversky and 
Kahneman 1974; see review by Chapman and Johnson 2002), the 
focus of the current study.  Using this heuristic, the decision 
maker begins with an initial value and adjusts it as needed to 
arrive at the final judgment.  A systematic bias has been observed 
with this process in that decision makers tend to arrive at a 
judgment that is skewed toward the initial anchor. 

Past studies have largely been performed using tasks for which a 
verifiable outcome is being judged, leading to a bias measured 
against an objective performance standard (e.g., see review by 
Chapman and Johnson 2002).  In the recommendation setting, the 
judgment is a subjective preference and is not verifiable against an 
objective standard.  This aspect of the recommendation setting is 
one of the task elements illustrated in Figure 1, where accuracy is 
measured as a comparison between the rating prediction and the 
consumer’s actual rating, a subjective outcome.  Also illustrated 
in Figure 1 is the feedback system involved in the use of 
recommender systems.  Predicted ratings (recommendations) are 
systematically tied to the consumer’s perceptions of products.  
Therefore, providing consumers with a predicted “system rating” 
can potentially introduce anchoring biases that significantly 
influence their subsequent ratings of items.   

One of the few papers identified in the mainstream anchoring 
literature that has looked directly at anchoring effects in 
preference construction is that of Schkade and Johnson (1989).  
However, their work studied preferences between abstract, 
stylized, simple (two-outcome) lotteries.  This preference situation 
is far removed from the more realistic situation that we address in 
this work.  More similar to our setting, Ariely et al. (2003) 
observed anchoring in bids provided by students participating in 
auctions of consumer products (e.g., wine, books, chocolates) in a 
classroom setting.  However, participants were not allowed to 
sample the goods, an issue we address in this study. 
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Figure 1.  Ratings as part of a feedback loop in consumer-recommender interactions. 

 
Very little research has explored how the cues provided by 
recommender systems influence online consumer behavior.  
Cosley et al. (2003) dealt with a related but significantly different 
anchoring phenomenon in the context of recommender systems.  
They explored the effects of system-generated recommendations 
on user re-ratings of movies.  They found that users showed high 
test-retest consistency when being asked to re-rate a movie with 
no prediction provided.  However, when users were asked to re-
rate a movie while being shown a “predicted” rating that was 
altered upward or downward from their original rating by a single 
fixed amount of one rating point (providing a high or a low 
anchor), users tended to give higher or lower ratings, respectively 
(compared to a control group receiving accurate original ratings).  
This showed that anchoring could affect consumers’ ratings based 
on preference recall, for movies seen in the past and now being 
evaluated. 

Adomavicius et al. (2011) looked at a similar effect in an even 
more controlled setting, in which the consumer preference ratings 
for items were elicited at the time of item consumption.  Even 
without a delay between consumption and elicited preference, 
anchoring effects were observed.  The predicted ratings, when 
perturbed to be higher or lower, affected the consumer ratings to 
move in the same direction.  The effects on consumer ratings are 
potentially important for a number of reasons, e.g., as identified 
by Cosley et al. (2003):  (1) Biases can contaminate the inputs of 
the recommender system, reducing its effectiveness.  (2) Biases 
can artificially improve the resulting accuracy, providing a 
distorted view of the system’s performance.  (3) Biases might 
allow agents to manipulate the system so that it operates in their 
favor.  Therefore, it is an important and open research question as 
to the direct effects of recommendations on consumer behavior. 

However, in addition to the preference formation and 
consumption issues, there is also the purchasing decision of the 
consumer, as mentioned in Figure 1.  Aside from the effects on 
ratings, there is the important question of the possibility of 
anchoring effects on economic behavior.  Hence, the primary 
focus of this research is to determine how anchoring effects 
created by online recommendations impact consumers’ economic 
behavior as measured by their willingness to pay.  Based on the 
prior research, we expect there to be similar effects on economic 
behavior as observed with consumer ratings and preferences.  
Specifically, we first hypothesize that recommendations will 
significantly impact consumers’ economic behavior by pulling 
their willingness to pay in the direction of the recommendation, 
regardless of the accuracy of the recommendation. 

Hypothesis 1:  Participants exposed to randomly generated 
artificially high (low) recommendations for a product will 
exhibit a higher (lower) willingness to pay for that product. 

A common issue for recommender systems is error (often 
measured by RMSE) in predicted ratings.  This is evidenced by 
Netflix’s recent competition for a better recommendation 
algorithm with the goal of reducing prediction error by 10% 
(Bennet and Lanning 2007).  If anchoring biases can be generated 
by recommendations, then accuracy of recommender systems 
becomes all the more important.  Therefore, we wish to explore 
the potential anchoring effects introduced when real 
recommendations (i.e., based on the state-of-the-art recommender 
systems algorithms) are erroneous.  We hypothesize that 
significant errors in real recommendations can have similar effects 
on consumers’ behavior as captured by their willingness to pay for 
products. 

Hypothesis 2:  Participants exposed to a recommendation 
that contains significant error in an upward (downward) 
direction will exhibit a higher (lower) willingness to pay for 
the product. 

We test these hypotheses with two controlled behavioral 
studies, discussed next. 

3. STUDY 1: RECOMMENDATIONS AND 
WILLINGNESS-TO-PAY 

Study 1 was designed to test Hypothesis 1 and establish whether 
or not randomly generated recommendations could significantly 
impact a consumer’s willingness to pay. 

3.1.  Procedure 
Both studies presented in this paper were conducted using the 
same behavioral research lab at a large public North American 
university, and participants were recruited from the university’s 
research participant pool.  Participants were paid a $10 fee plus a 
$5 endowment that was used in the experimental procedure 
(discussed below).  Summary statistics on the participant pool for 
both Study 1 and Study 2 are presented in Table 1.  Seven 
participants were dropped from Study 1 because of response 
issues, leaving data on 42 participants for analysis.   

The experimental procedure for Study 1 consisted of three main 
tasks, all of which were conducted on a web-based application 
using personal computers with headphones and dividers between 

Recommender System 
(Consumer preference estimation) 

Consumer 
(Preference formation / purchasing 

behavior / consumption) 

Predicted Ratings (expressing recommendations for unknown items) 

Actual Ratings (expressing preferences for consumed items) 

Accuracy 
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participants.  In the first task, participants were asked to provide 
ratings for at least 50 popular music songs on a scale from one to 
five stars with half-star increments.  The songs presented for the 
initial rating task were randomly selected from a pool of 200 
popular songs, which was generated by taking the songs ranked in 
the bottom half of the year-end Billboard 100 charts from 2006 
and 2009.2  For each song, the artist name(s), song title, duration, 
album name, and a 30-second sample were provided.  The 
objective of the song-rating task was to capture music preferences 
from the participants so that recommendations could later be 
generated using a recommendation algorithm (in Study 2 and 
post-hoc analysis of Study 1, as discussed later). 

Table 1 Participant summary statistics. 

 Study 1 Study 2 

# of Participants (n) 42 55 

Average Age (years) 21.5 (1.95) 22.9 (2.44) 

Gender 28 Female,  
14 Male 

31 Female,  
24 Male 

Prior experience with 
recommender systems 50% (21/42) 47.3% (26/55) 

Student Level 36 undergrad, 6 
grad 

27 undergrad,  
25 grad, 3 other 

Buy new music at least 
once a month 66.7% (28/42) 63.6% (35/55) 

Own more than 1000 
songs 50% (21/42) 47.3% (26/55) 

 

In the second task, a different list of songs was presented (with the 
same information for each song as in the first task) from the same 
set of 200 songs.  For each song, the participant was asked 
whether or not they owned the song.  Songs that were owned were 
excluded from the third task, in which willingness-to-pay 
judgments were obtained.  When the participants identified at 
least 40 songs that they did not own, the third task was initiated. 

In the third main task of Study 1, participants completed a within-
subjects experiment where the treatment was the star rating of the 
song recommendation and the dependent variable was willingness 
to pay for the songs.  In the experiment, participants were 
presented with 40 songs that they did not own, which included a 
star rating recommendation, artist name(s), song title, duration, 
album name, and a 30 second sample for each song.  Ten of the 40 
songs were presented with a randomly generated low 
recommendation between one and two stars (drawn from a 
uniform distribution; all recommendations were presented with a 
one decimal place precision, e.g., 1.3 stars), ten were presented 
with a randomly generated high recommendation between four 
and five stars, ten were presented with a randomly generated mid-
range recommendation between 2.5 and 3.5 stars, and ten were 
presented with no recommendation to act as a control.  The 30 
songs presented with recommendations were randomly ordered, 
and the 10 control songs were presented last. 

                                                

2  The Billboard 100 provides a list of popular songs released in each year.  
The top half of each year’s list was not used to reduce the number of songs 
in our database that participants would already own. 

To capture willingness to pay, we employed the incentive-
compatible Becker-DeGroot-Marschack method (BDM) 
commonly used in experimental economics (Becker et al. 1984).  
For each song presented during the third task of the study, 
participants were asked to declare a price they were willing to pay 
between zero and 99 cents.  Participants were informed that five 
songs selected at random at the end of the study would be 
assigned random prices, based on a uniform distribution, between 
one and 99 cents.  For each of these five songs, the participant 
was required to purchase the song using money from their $5 
endowment at the randomly assigned price if it was equal to or 
below their declared willingness to pay.  Participants were 
presented with a detailed explanation of the BDM method so that 
they understood that the procedure incentivizes accurate reporting 
of their prices, and were required to take a short quiz on the 
method and endowment distribution before starting the study.    

At the conclusion of the study, they completed a short survey 
collecting demographic and other individual information for use 
in the analyses.  The participation fee and the endowment minus 
fees paid for the required purchases were distributed to 
participants in cash.  MP3 versions of the songs purchased by 
participants were “gifted” to them through Amazon.com 
approximately within 12 hours after the study was concluded. 

3.2. Analysis and Results 
We start by presenting a plot of the aggregate means of 
willingness to pay for each of the treatment groups in Figure 2.  
Note that, although there were three treatment groups, the actual 
ratings shown to the participants were randomly assigned star 
ratings from within the corresponding treatment group range (low: 
1.0-2.0 stars, mid: 2.5-3.5 stars, high: 4.0-5.0 stars).   

As an initial analysis, we performed a repeated measure ANOVA, 
as shown in Table 2, demonstrating a statistically significant 
effect of the shown rating on willingness to pay.  Since the overall 
treatment effect was significant, we followed with pair-wise 
contrasts using t-tests across treatment levels and against the 
control group as shown in Table 3.  All three treatment conditions 
significantly differed, showing a clear, positive effect of the 
treatment on economic behavior.   

To provide additional depth for our analysis, we used a panel data 
regression model to explore the relationship between the shown 
star rating (continuous variable) and willingness to pay, while 
controlling for participant level factors.  A Hausman test was 
conducted, and a random effects model was deemed appropriate, 
which also allowed us to account for participant level covariates 
in the analysis.  The dependent variable, i.e., willingness to pay, 
was measured on an integer scale between 0 and 99 and skewed 
toward the lower end of the scale.  This is representative of typical 
count data; therefore, a Poisson regression was used 
(overdispersion was not an issue).  The main independent variable 
was the shown star rating of the recommendation, which was 
continuous between one and five stars.  Control variables for 
several demographic and consumer-related factors were included, 
which were captured in the survey at the end of the study.  
Additionally, we controlled for the participants’ preferences by 
calculating an actual predicted star rating recommendation for 
each song (on a 5 star scale with one decimal precision), post hoc, 
using the popular and widely-used item-based collaborative 
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filtering algorithm (IBCF) (Sarwar et al. 2001).3  By including 
this predicted rating (which was not shown to the participant 
during the study) in the analysis, we are able to determine if the 
random recommendations had an impact on willingness to pay 
above and beyond the participant’s predicted preferences.   

 
Figure 2.  Study 1 treatment means. 

Table 2.  Study 1 repeated measures ANOVA. 

 

Partial 
Sum of 
Squares 

Degrees of 
Freedom 

Mean 
Square 

F 
Statistic 

P  
value 

Participant 396744.78 41 9676.70   
Treatment 
Level 24469.41 2 12234.70 42.27 <0.000 

Residual 346142.41 1196 289.42   

Total 762747.40 1239 615.62   
 

Table 3.  Comparison of aggregate treatment group means 
with t-tests. 

 Control Low Mid 
Low (1-2 Star)     4.436***   
Mid (2.5-3.5 Star) 0.555 4.075***  
High (4-5 Star) 1.138 5.501*** 1.723** 
* p<0.1, ** p<0.05, *** p <0.01 
2-tailed t-test for Control vs. Mid, all else 1-tailed. 
 
The resulting Poisson regression model is shown below, where 
WTPij is the reported willingness to pay for participant i on song j, 
ShownRatingij is the recommendation star rating shown to 
participant i for song j, PredictedRatingij is the predicted 
recommendation star rating for participant i on song j, and 
Controlsi is a vector of demographic and consumer-related 
variables for participant i.  The controls included in the model 
were gender (binary), age (integer), school level (undergrad 
yes/no binary), whether they have prior experience with 
recommendation systems (yes/no binary), preference ratings 

                                                

3  Several recommendation algorithms were evaluated based on the Study 
1 training data, and IBCF was selected for us in both studies because it 
had the highest predictive accuracy. 

(interval five point scale) for the music genres country, rock, hip 
hop, and pop, the number of songs owned (interval five point 
scale), frequency of music purchases (interval five point scale), 
whether they thought recommendations in the study were accurate 
(interval five point scale), and whether they thought the 
recommendations were useful (interval five point scale).  The 
composite error term (ui + εij) includes the individual participant 
effect ui and the standard disturbance term εij. 

log(WTPij)= b0 + b1(ShownRatingij)+ b2(PredictedRatingij) + 
b3(Controlsi) + ui + εij 

The results of the regression are shown in Table 4.  Note that the 
control observations were not included, since they had null values 
for the main dependent variable ShownRating.  

The results of our analysis for Study 1 provide strong support for 
Hypothesis 1 and demonstrate clearly that there is a significant 
effect of recommendations on consumers’ economic behavior.  
Specifically, we have shown that even randomly generated 
recommendations with no basis on user preferences can impact 
consumers’ perceptions of a product and, thus, their willingness to 
pay.  The regression analysis goes further and controls for 
participant level factors and, most importantly, the participant’s 
predicted preferences for the product being recommended.  As can 
be seen in Table 4, after controlling for all these factors, a one unit 
change in the shown rating results in a 0.168 change (in the same 
direction) in the log of the expected willingness to pay (in cents).  
As an example, assuming a consumer has a willingness to pay of 
$0.50 for a specific song and is given a recommendation, 
increasing the recommendation star rating by one star would 
increase the consumer’s willingness to pay to $0.59.   

Table 4. Study 1 regression results 
Dependent Variable: log(Willingness to Pay) 

Variable Coefficient Std. Error 
ShownRating 0.168*** 0.004 
PredictedRating 0.323*** 0.015 
Controls   
male -0.636**   0.289 
undergrad -0.142      0.642 
age -0.105      0.119 
usedRecSys -0.836**   0.319 
country 0.103      0.108 
rock 0.125      0.157 
hiphop 0.152      0.132 
pop 0.157      0.156 
recomUseful -0.374      0.255 
recomAccurate 0.414*     0.217 
buyingFreq -0.180      0.175 
songsOwned -0.407*     0.223 
constant 4.437      3.414 
Number of Obs. 1240       
Number of Participants 42       
Log-likelihood -9983.3312       
Wald Chi-Square Statistic  
  (p-value) 

1566.34      
 (0.0000)      

* p<0.1, ** p<0.05, *** p <0.01 
 

4. STUDY 2: ERRORS IN 
RECOMMENDATIONS 

The goal of Study 2 was to extend the results of Study 1 by testing 
Hypothesis 2 and exploring the impact of significant error in true 

43



 

 

recommendations on consumers’ willingness to pay.  As 
discussed below, the design of this study is intended to test for 
similar effects as Study 1, but in a more realistic setting with 
recommender-system-generated, real-time recommendations.. 

4.1. Procedure 
Participants in Study 2 used the same facilities and were recruited 
from the same pool as in Study 1; however, there was no overlap 
in participants across the two studies.  The same participation fee 
and endowment used in Study 1 was provided to participants in 
Study 2.  15 participants were removed from the analysis in Study 
2 because of issues in their responses, leaving data on 55 
participants for analysis. 

Study 2 was also a within-subjects design with perturbation of the 
recommendation star rating as the treatment and willingness to 
pay as the dependent variable.  The main tasks for Study 2 were 
virtually identical to those in Study 1.  The only differences 
between the studies were the treatments and the process for 
assigning stimuli to the participants in the recommendation task of 
the study.  In Study 2, all participants completed the initial song-
rating and song ownership tasks as in Study 1.  Next, real song 
recommendations were calculated based on the participants’ 
preferences, which were then perturbed (i.e., excess error was 
introduced to each recommendation) to generate the shown 
recommendation ratings.  In other words, unlike Study 1 in which 
random recommendations were presented to participants, in Study 
2 participants were presented with perturbed versions of their 
actual personalized recommendations.  Perturbations of -1.5 stars, 
-1 star, -0.5 stars, 0 stars, +0.5 stars, +1 star, and +1.5 stars were 
added to the actual recommendations, representing seven 
treatment levels.  The perturbed recommendation shown to the 
participant was constrained to be between one and five stars, 
therefore perturbations were pseudo-randomly assigned to ensure 
that the sum of the actual recommendation and the perturbation 
would fit within the allowed rating scale.  The recommendations 
were calculated using the item-based collaborative filtering 
(IBCF) algorithm (Sarwar et al. 2001), and the ratings data from 
Study 1 was used as training data.   

Each participant was presented with 35 perturbed, personalized 
song recommendations, five from each of the seven treatment 
levels.  The song recommendations were presented in a random 
order.  Participants were asked to provide their willingness to pay 
for each song, which was captured using the same BDM 
technique as in Study 1.  The final survey, payouts, and song 
distribution were also conducted in the same manner as in Study 
1. 

4.2. Analysis and Results 
For Study 2, we focus on the regression analysis to determine the 
relationship between error in a recommendation and willingness 
to pay.  We follow a similar approach as in Study 1 and model 
this relationship using a Poisson random effects regression model.  
The distribution of willingness to pay data in Study 2 was similar 
to that of Study 1, overdispersion was not an issue, and the results 
of a Hausman test for fixed versus random effects suggested that a 
random effects model was appropriate.  We control for the 
participants’ preferences using the predicted rating for each song 
in the study (i.e., the recommendation rating prior to 
perturbation), which was calculated using the IBCF algorithm.  
Furthermore, the same set of control variables used in Study 1 was 
included in our regression model for Study 2.  The resulting 
regression model is presented below, where the main difference 

from the model used in Study 1 is the inclusion of Perturbationij 
(i.e., the error introduced for the recommendation of song j to 
participant i) as the main independent variable.  The results are 
presented in Table 5.  

log(WTPij)= b0 + b1(Perturbationij)+ b2(PredictedRatingij) 
+ b3(Controlsi) + ui + εij 

The results of Study 2 provide strong support for Hypothesis 2 
and extend the results of Study 1 in two important ways.  First, 
Study 2 provides more realism to the analysis, since it utilizes real 
recommendations generated using an actual real-time 
recommender system.  Second, rather than randomly assigning 
recommendations as in Study 1, in Study 2 the recommendations 
presented to participants were calculated based on their 
preferences and then perturbed to introduce realistic levels of 
system error.  Thus, considering the fact that all recommender 
systems have some level of error in their recommendations, Study 
2 contributes by demonstrating the potential impact of these 
errors.  As seen in Table 5, while controlling for preferences and 
other factors, a one unit perturbation in the actual rating results in 
a 0.115 change in the log of the participant’s willingness to pay.  
As an example, assuming a consumer has a willingness to pay of 
$0.50 for a given song, perturbing the system’s recommendation 
positively by one star would increase the consumer’s willingness 
to pay to $0.56. 

Table 5.  Study 2 regression results. 
Dependent Variable: log(Willingness to Pay) 

Variable Coefficient Std. Error 
Perturbation 0.115*** 0.005 
PredictedRating 0.483*** 0.012 
Controls   
male -0.045      0.254 
undergrad -0.092      0.293 
age -0.002      0.053 
usedRecSys 0.379      0.253 
country -0.056      0.129 
rock -0.132      0.112 
hiphop 0.0137      0.108 
pop -0.035      0.124 
recomUseful 0.203*     0.112 
recomAccurate 0.060      0.161 
buyingFreq 0.276**   0.128 
songsOwned -0.036      0.156 
constant 0.548      1.623 
Number of Obs. 1925       
Number of Participants 55       
Log-likelihood -16630.547       
Wald Chi-Square Statistic  
  (p-value) 

2374.72      
(0.0000)       

* p<0.1, ** p<0.05, *** p <0.01 
 

5. CONCLUSIONS 
Study 1 provided strong evidence that willingness to pay can be 
affected by online recommendations through a randomized trial 
design.  Participants presented with random recommendations 
were influenced even when controlling for demographic factors 
and general preferences.  Study 2 extended these results to 
demonstrate that the same effects exist for real recommendations 
that contain errors, which were calculated using the state-of-the-
art recommendation algorithms used in practice. 
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There are significant implications of the results presented.  First, 
the results raise new issues on the design of recommender 
systems.  If recommender systems can generate biases in 
consumer decision-making, do the algorithms need to be adjusted 
to compensate for such biases?  Furthermore, since recommender 
systems use a feedback loop based on consumer purchase 
decisions, do recommender systems need to be calibrated to 
handle biased input?  Second, biases in decision-making based on 
online recommendations can potentially be used to the advantage 
of e-commerce companies, and retailers can potentially become 
more strategic in their use of recommender systems as a means of 
increasing profit and marketing to consumers.   Third, consumers 
may need to become more cognizant of the potential decision 
making biases introduced through online recommendations.  Just 
as savvy consumers understand the impacts of advertising, 
discounting, and pricing strategies, they may also need to consider 
the potential impact of recommendations on their purchasing 
decisions. 
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