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Florence Sedes (Université de Toulouse - IRIT - UMR 5505, France)

3



Keynote

Dynamic Context Management for Mobile Applications

Daniela Nicklas

Carl von Ossietzky Universität Oldenburg, Germany

Abstract: With the upcoming widespread availability of sensors, more and more applications
depend on physical phenomena. Up-to-date real world information is embedded into business
processes, in production environments, or in mobile applications, so that such context-aware ap-
plications can adapt their behavior to the current situation of their user or environment. For this,
a high variety of so-called context information has to be managed, often in an push-based way (ap-
plications register for context changes). In more and more applications, the amount, the physical
source distribution, the resources of the processing devices, and/or the update rate of the incoming
sensor data prevents its storage in DBMS and the use of triggers or periodic queries. This talk
shows how data stream management techniques can be used to provide an efficient, comprehensive,
up-to-date, and even quality-annotated dynamic context model for mobile applications.

4



A Hierarchical Approach to Resource Awareness in DHTs
for Mobile Data Management

Liz Ribe-Baumann
Ilmenau University of Technology

Ilmenau, Germany

liz.ribe-baumann@tu-ilmenau.de

Kai-Uwe Sattler
Ilmenau University of Technology

Ilmenau, Germany

kus@tu-ilmenau.de

ABSTRACT
Data is increasingly distributed across networks of mobile
nodes such as wireless sensor networks, distributed smart-
phone applications, or ad hoc recovery networks in disaster
scenarios, but must still be reliably collected, stored, and
retrieved. While such networks run in either ad hoc mode
or use existing infrastructure, all of them must deal with
node heterogeneity. Wireless nodes invariably have differing
levels of power availability, and often varying connectivity
and computing power. While many distributed hash tables
(DHTs) have been designed for mobile ad hoc or hetero-
geneous networks, they do not consider differences in node
strength, or resource availability, for an arbitrary number of
resource availability levels. In this paper, we present a scal-
able, location aware, hierarchical DHT that utilizes nodes’
varying resource availability levels to increase and prolong
the mobile network’s data storage and retrieval capabilities.
Furthermore, we compare this DHT to other location aware
flat and hierarchical approaches, examining their structures’
suitability for nodes with varying resource availability.

1. INTRODUCTION
Today, mobile applications are no longer restricted to the

classic client/server architecture relying on a backbone in-
frastructure. Instead, an increasing number of applications
for smartphones (e.g. mobile games, content sharing) as
well as wireless sensor network applications follow a server-
less ad-hoc model of interaction and data exchange. Even
if such applications require a server or gateway to initially
fetch some data or to finally publish results, data has to be
collected, exchanged, and stored for some time in the net-
work. From a data management point of view, this poses
two challenges: (1) to efficiently manage and retrieve data
in a distributed way and (2) to reliably provide the data
while taking possible node failures and resource restrictions
(connectivity, battery power) into account.

Distributed hash tables (DHT) for mobile peer-to-peer
(P2P) networks have been proposed in the past to address

the first challenge. However, constructing a distributed hash
table on a mobile P2P network, where nodes have restricted
battery power and communication costs the peers vital en-
ergy, is a definite challenge. While traditional DHTs such as
the Content Addressable Network (CAN) [24] and Chord [29]
may be reliable on a network without such communica-
tion restraints, they fail to take the important differences in
nodes’ resource availabilities into account for resource sen-
sitive dynamic networks. And while today’s large mobile
networks are based on smartphones, laptops, etc. which
use an intact backbone infrastructure that nodes need not
consider, the use of DHTs on ad-hoc networks should be
considered for the near future.

A fundamental operation for any kind of data manage-
ment task (store, update, retrieve) in a DHT is the key
lookup operation. To implement this operation in a (mo-
bile) ad-hoc network, overlay nodes also forward messages
on the network layer, in which case a long distance over-
lay hop may require many forwarding nodes, while a short
distance lookup hop may be completed with few network
hops. This case brings the additional challenge of routing
distances, giving the physical distance that lookups traverse
a central role in a network’s ability to survive its load. Thus,
power and (in the future) location awareness are important
for DHTs running on mobile networks.

Consider for example a large network based on smart-
phones, laptops and a limited number of servers that coop-
eratively maintain a DHT, with each node storing some of
the global application data. As long as the load is balanced
between the nodes, this network is inherently scalable - each
of the nodes is responsible for fetching and storing a portion
of the network’s information and for routing and processing
a portion of the network’s requests. While the numerous
smartphones jointly provide a large portion of the network’s
storage and routing capabilities, a single smartphone has a
restricted amount of battery power available in a give time
frame (until it is recharged). Thus, the network must find
a way to incorporate each of these weaker nodes’ resources
in order to provide scalability without causing failure by
overuse. In this paper, we address the second of the above
mentioned challenges by examining several approaches to
balancing maintenance and routing load according to node’s
resource (i.e. power) availabilities and locations. None of
these approaches acts blindly with regard to either resources
or locations, yet each has clear limitation with regard to
how much it can incorporate. Since we could, for example,
consider a node’s restricted computing power or bandwidth
availability instead of its power availability, we consider the
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abstract notion of a node’s “resource availability.”
The three major approaches towards addressing heteroge-

neous node capabilities in DHTs - hierarchical DHT struc-
tures, virtual nodes, and node movements within the iden-
tifier space - are typically not well adept to our scenario.
Hierarchical approaches, typically with two tiers [3, 13, 36],
offer large reductions in the load on leaf nodes but overuse
peers with restricted resources which act as super peers (in
order to assure the system’s scalability). On the other hand,
virtual nodes and node movement approaches, which vary
the quantity of data at each physical node, actually intro-
duce more maintenance overhead and churn while assuming
that higher resource availability implies larger storage ca-
pacity. However, since the main communication overhead
in a DHT comes from maintenance, we are most interested
in balancing the network maintenance and lookup routing
load to nodes’ resource availabilities.

We compare four different structural resource and location
aware DHT approaches in this paper: (a) a novel, multi-
tiered hierarchical approach, (b) a two-tiered hierarchical
approach, (c) a flat resource and location aware approach
[27], and (d) a (novel) hybrid approach between (a) and (c).
While all three hierarchical approaches treat the lowest level
nodes as leaf nodes, approach (a) constructs multiple upper
tiers, approach (b) uses location aware DHash++ [9] for the
upper tier, and approach (d) uses the location and resource
aware Chord extension RBFM [27] for the upper tier. We
examine each network’s ability to store and retrieve data,
as influenced by the nodes’ lifetimes and the percentage of
deliverable lookups. This paper’s main contributions are:

• A novel location aware hierarchical DHT for an arbi-
trary number of resource availability levels and

• a simulated comparison of network robustness for four
flat and hierarchical resource and location aware ap-
proaches.

We discuss related work in Section 2; explain our network
assumptions and foundations in Section 3; describe our novel
DHTs and consider the routing complexity of the approaches
in Section 4; and compare the four DHTs using simulation
in Section 5.

2. RELATED WORK
The DHT forerunners such as CAN (Content Address-

able Network) [24], Chord [29], and Kademlia [21] use effi-
cient routing but were not designed to run on mobile nodes
where both location and available resources play important
roles. Proximity-awareness in DHTs is generally classified as
proximity-aware identifier selection (PIS, such as Mithos [31]
and SAT-Match [26]), proximity-aware neighbor selection
(PNS, such as DHash++ [9]), proximity-aware route selec-
tion (PRS, such as Tapestry [35]), or a combination thereof
and is primarily directed at reducing overall traffic or aver-
age round trip times [16]. Proximity-awareness has gained
interest in many areas related to DHTs, including caching
and replication protocols and hybrid overlays [10, 20].

The three main approaches for balancing load in hetero-
geneous DHTs are the use of hierarchical DHT structures,
virtual nodes, and node movements within the identifier
space. Hierarchical DHTs often group nodes by some defin-
ing characteristic such as group associations (e.g. depart-
ments within a university) or peer capabilities (“have” or

“have not”). Systems with group structures such as Canon
[12], Hieras [32], and Cyclone [2] tend to route lookups as far
as possible within one group before forwarding them on to a
different (often hierarchically higher) group. In contrast,
hierarchical DHTs based on two-tier peer capabilities [3,
36], where nodes assume the roles of super-peer or leaf-
peer, route lookups directly from leaf nodes to parent nodes,
rendering the parent nodes fully responsible for performing
lookup routing and neglecting the varying nuances of nodes’
resource availabilities. A combination of the group and two-
tiered capabilities structures has also been suggested in [13],
such that weak peers are arranged in disparate DHTs con-
trolled by super-peers which form their own DHT and are
responsible for routing lookups to the correct group.

Virtual nodes pose a different solution, with each physical
network node balancing its load independently by hosting a
varying number of virtual overlay nodes, each with its own
set of keys and links [15, 18]. Similar to virtual nodes, node
movements within the identifier space achieve load balance
by adjusting the data that each node stores [5, 11]. Nodes
with low load choose new nodeIDs that are close to nodes
with high load, thus taking over some of their load but cre-
ating a large amount of churn.

DHTs for mobile ad hoc networks (MANETs) pose addi-
tional challenges since each overlay hop represents multiple
underlay hops on DHT nodes, underlay routing to unknown
destinations often results in broadcast messages, nodes’ mo-
bility causes frequent changes in “good” routes, and high
node churn due to short uptimes (and dwindling resources)
requires highly dynamic protocols for overlay maintenance
and data persistence. Among the first DHTs suggested for
MANETs were Ekta [23] which uses underlay routing in-
formation to choose links (PNS) and make overlay routing
decisions (PRS), MADPatry [34] which uses landmark nodes
to form location-based node clusters that share nodeID pre-
fixes (PIS with node movements), and CHR [1] in which
geographic clusters act as nodes using geographic routing
as in GHT [25]. Basically, DHTs in MANETs employ some
combination of cross-layer PIS [22, 14, 30, 33], PRS [19], and
PNS [7], using network layer (i.e. underlay) information to
augment overlay decisions. Many of these overlays can be
considered hierarchical [22, 30, 33, 34], in part due to their
clustered structures.

While proximity-awareness plays a central role in the de-
velopment of DHTs for wireless networks, the treatment of
nodes’ heterogeneity also effects the robustness of the final
system, especially when considering nodes’ power availabil-
ity and connectivity. The numerous mentioned DHT sub-
strates handle node heterogeneity differently - ignoring it
completely or incorporating it in a flat or hierarchical man-
ner - but there exists limited work comparing these vari-
ous approaches. Furthermore, little has been done to treat
nodes with varying resource availabilities in DHTs with mo-
bile nodes on a finer scale than strong or week, as in the
Chord extension RBFM [27].

3. MOBILE NODE RESOURCE MODEL
Coordinates. We assume that each node x has suffi-

ciently correct two dimensional virtual (not necessarily ge-
ographical) network coordinates (x1, x2), such as used in
Vivaldi [8] for determining latencies. The physical distance

dphy(x, y) :=
√

(x1 − y1)2 + (x2 + y2)2 between two nodes
x and y and should reflect round trip times, the number of
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underlay hops, or some other meaningful distance between
nodes.

Resources. We model our analysis and simulations after
nodes with varying power availability - from smartphones
with very limited power to servers with an inexhaustible
power source - but the proposed protocol need not be re-
stricted to this use case. It only requires that each node x
has a resource availability that can be expressed as an in-
teger value xR ∈ {0, 1, . . . , lmax} for some fixed maximum
level lmax. We assume that xR = 0 is the lowest possible
resource level (but still operational) while xR = lmax im-
plies unbounded resources. Note that resource levels must
be globally defined so that a given resource level on differing
node types is comparable. If we consider power availability
with lmax = 3, that could mean that a handheld operating
on battery power may have resource level two when fully
charged, but a cell phone with a weaker battery may only
reach a resource level one when fully charged.

For our simulation, we use a Zipf distribution for nodes’
resource levels, reflecting trends for node lifetime found in
peer-to-peer networks, where node lifetime tends to follow
a heavy-tailed Pareto distribution [6, 28] (the continuous
counterpart of the Zipf distribution). The probability that a
random node has resource level ` ∈ {0, 1, . . . , lmax} depends
on the power m of the Zipf-distribution:

p` := P (xR = `) =
1

(`+ 1)m
· 1∑lmax

j=0 1/(j + 1)m
. (1)

Failures. For our simulation, we assume that failures are
due to nodes’ resources being depleted by node activity.
Each send and receive activity drains a node’s resources
until the node fails (based on nodes with varying power
availability). We use asymmetrical drain patterns, with a
send costing more than a receive, but constant drain for all
but the top level, which is not drained at all. The selected
resource and drain values are abstract and serve as a bench-
mark to compare the protocols as opposed to assessing the
real word battery runtimes. To provide results with as few
dependencies as possible, we take a simplistic approach to
churn in our evaluation, with nodes drained until they fail
but no additional nodes added. The system runs until it has
been reduced to half of the original nodes.

DHT Foundation. All of the approaches we use are
based on Chord [29] mainly because Chord has a rather sim-
plistic structure that adapts well to location awareness [16]
and is the basis of the location aware DHash++. Analogous
to Chord, we use consistent hashing [17] to distribute keys to
nodes. Each node x chooses a random (or hashed) nodeID
xID from the binary key space 0 . . . 2m − 1, which is viewed
as a ring with key values increasing in a clockwise direction.
These completely random nodeIDs ensure a scalable key dis-
tribution. Each node positions itself at its nodeID on the key
ring and establishes links to its immediate predecessor and
successor as well as a successor list with its r nearest succes-
sors, making repairs possible after unexpected node failures.
Each node x maintains a simple key range x.srange, which
spans the keys between its predecessor y’s key (exclusive)
and its own key, or x.srange = (yID, xID]. Thus, each key
κ is assigned to the first node whose nodeID is equal to or
succeeds κ on the key ring, or that node whose simple key
range contains κ. The asymmetric key distance from a node
x (or key) to a node y (or key) via their nodeIDs is:

Level 3
Level 2

Level 1
Level 0

Figure 1: All resource levels shown on top key ring.
Nodes within hierarchical layers below: upper layers
form DHash++ overlays, links between layers, and
leaf nodes assigned to upper level predecessors.

Key Distance 1. The key distance from x to y is the clock-
wise distance on the key ring from xID to yID: dkey(x, y) :=
yID − xID mod 2m.

4. HIERARCHICAL OVERLAY
We call our hierarchical approach Hierarchical Resource

Management (HRM), where nodes are separated into dif-
ferent levels and maintain links within and between those
levels. The lowest level, consisting of the weakest nodes,
functions as a leaf level where each leaf node maintains a
parent node from some upper level. Each level is linked
together to form a location aware DHash++ [9], with the
number of shortcut links determined by the given hierarchy
level. Thus, the higher a node’s resource availability, the
more links it is expected to maintain, so that weaker nodes’
maintenance loads are significantly reduced despite their ad-
ditional load as parent nodes. We assume that all nodes play
similarly important roles in data storage and retrieval, thus,
we do not address heterogeneous data distribution or the
necessary replication protocols in this paper.

In the following we refer to bottom level nodes with re-
source level = 0, upper level nodes with resource level > 0,
top level nodes with resource level = lmax, and lower level
nodes with resource level < lmax. In addition to each node’s
links to its predecessor and first r successors, we have three
additional types of links: leaf-parent links between bottom
and upper level nodes; inter-level links which connect each
upper level node with its immediate successor in each of the
lmax − 1 upper levels; and level fingers which provide each
upper level node shortcuts within its own resource level.

4.1 Links.
Each node is responsible for the keys in its simple key

range, but we also consider an upper level node’s upper key
range which contains all of its leaf nodes’ nodeIDs and is
integral to successful routing. For this, each node maintains
upper level successor and predecessor nodes, i.e. the first
successor and predecessor nodes from any upper level. Then
a node x’s upper key range x.urange consists of all keys
between xID and its upper level successor’s key. Note that
x.srange and x.urange overlap only in xID.
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B
x
,i

xID
xID + 2i−1

xID + 2i

p3

p4

p1

p2

Level xR

xID

All levels
ProspectiveLinks[xR][i]

NodeID Physical Distance

p2ID 0.4
p3ID 0.9
p4ID 0.9
p1ID 1.7

Figure 2: Key ring at right shown for node x with all nodes not in level xR as hollow circles and at left with
level xR nodes only: six nodes in Bx,i, four of which x knows in its xR prospective links list (squares). A level
finger is established to p2, the known node with the best physical distance to x in level xR.

Leaf Links. Each bottom level node x (xr = 0) main-
tains a link to its parent node π(x), which is the first upper
node preceding x in the keyspace. Thus, leaf nodes have par-
ents from varying resource levels. Leaf nodes have neither
inter-level links nor level fingers.

Inter-level Links. Each upper level node x establishes
a link x.I[`] to its direct successor x.I[`].node in each of the
upper levels `.

Level Fingers. In DHash++, each node x with nodeID
xID chooses one link - or finger - x.F [i] per finger interval
Bx,i := [xID +2i−1, xID +2i) for i ∈ {1, 2, . . . ,m}. The cor-
responding node that x.F [i] points to is notated x.F [i].node.
In our protocol, a node x only choses fingers within the same
resource level, i.e. (x.F [i].node)R = xR. Furthermore, the
number of fingers that a lower level node establishes varies
from level to level.

A level 1 node x has as few fingers as necessary, establish-
ing level fingers only to nodes which are closer successors
in the keyspace than x’s closest higher level inter-level link.
That means:

dkey(x, x.F [i].node) < dkey(x, x.I.closestHigher). (2)

Where x.I.closestHigher is the closest of x’s higher level
inter-level links, x.I.closestLevel is x.I.closestHigher’s re-
source level, and x.I.closestInt is the finger interval in which
x.I.closestHigher is found:

x.I.closestLevel := argmax
`:xR<`≤lmax

dkey(x, x.I[`].node)

x.I.closestHigher := x.I[x.I.closestLevel].node

x.I.closestInt := j : x.I.closestHigher ∈ Bx,j .

Meanwhile, level lmax and lmax−1 nodes maintain fingers
for each finger interval Bx,i := [xID + 2i−1, xID + 2i) for
i ∈ {1, 2, . . . ,m}. Nodes in additional levels ` with 1 < ` <
lmax− 1 maintain sets of fingers of varying sizes, depending
on `. We let x.F interval ∈ {1, 2, . . . ,m} be the furthest
finger interval in which a node x maintains a finger and
x.Fkey = xID + 2Finterval−1 its corresponding key value.
For example, given five levels (lmax = 4), we might have:

x.F interval =





x.I.closestInt, xR = 1

m− 1, xR = 2

m, xR ∈ {3, 4}.
Thus, each upper level node x maintains a finger table with
(at most) one finger for each finger interval Bx,i with i ∈
{1, 2, . . . , x.F interval}. Note that the fewer links a level
maintains, the less maintenance load is incurred and the

faster messages are passed on to other (higher) levels. Lookups
are thus routed quickly out of the bottom layers and dis-
persed between the upper layers.

Level fingers are chosen in a location aware fashion as in
DHash++. Nodes’ coordinates and resource levels are pig-
gybacked on network messages, providing node information
to other nodes at minimal overhead. Thus, an upper level
node x choses for x.F [i] that known node with resource level
xR in the finger interval Bx,i which has the smallest physical
distance to x. For this, x maintains a set of lmax prospective
links lists, one for each resource level, with the `th prospec-
tive links list containing a list of the closest (in terms of
physical distance) k nodes in Bx,i for each i ∈ {1, 2, . . . ,m}
from level ` which are known to x. At most k nodes in Bx,i

are saved via their resource levels, nodeIDs, and physical
distances, so we have at most k ·m · lmax saved nodes.

When x receives a message that originated at sender y,
x uses y’s coordinates to determine dphy(x, y) and update
its level yR prospective links list accordingly (see Figure 3).
An ith-finger request is sent to the closest entry in x’s level
xR prospective links list for Bx,i, if it contains an entry (see
Figure 2). Otherwise, the first successor of key xID+2i−1 in
resource level xR is contacted (see Figure 3), which requires
level-specific lookup forwarding (see Routing). Upon node
x’s receipt of a finger request response from node y, if yR =
xR and y ∈ Bx,i with i ≤ x.F interval, then y is assigned to
x.F [i]. If a given finger interval contains no level xR node,
then this finger entry remains empty.

Note that while node x only links level fingers to nodes
in level xR, maintaining prospective links lists for multiple
levels causes little overhead while easing a node’s transition
between resource levels. The prospective links list entries
are continually updated with fresh node information to au-
tomatically adapt the network to changing coordinates and
are deleted once used for a finger request to ensure their
freshness. Simulations have shown that k = 1 is benefi-
cial in networks with high churn, reducing the use of failed
prospective links and minimizing the lists’ overhead.

Figure 1 shows the basic overlay stucture. The connected
key ring on which each node establishes its predecessor and
successor is shown on top, and the individual levels are
shown below with the bottom level nodes assigned to their
upper level predecessors (i.e. parents). Inter-level links are
shown for three nodes only and level fingers were omitted.

4.2 Node Joins and Failures.
To join the DHT, a node x must have valid network co-

ordinates, choose a nodeID and resource level, and contact
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procedure maintainFinger(finger)
lookupKey = myKey + getOffset(finger)
myLevelList = prospLinkList(myLevel)
if myLevelList.size(finger) > 0 thenlevel

listEntry = myList.getClosestEntry(finger)
lookupKey = listEntry.key
myList.removeUsedEntry(listEntry)

end if
sendLookup(lookupKey)

end procedure

procedure suggestProspectiveLink(nodeInfo)
finger = getFingerInterval(nodeInfo.key)
dist = getPhysicalDist(nodeInfo.coordinates)
level = nodeInfo.resourceLevel
if pLList(level).contains(finger, nodeInfo.key) then

pLList(level).update(finger, dist, nodeInfo)
else if pLList(level).size(finger) < k or dist <

pLList(level).farthestLinkDist(finger) then
pLList(level).addNode(finger, dist, nodeInfo)
while pLList(level).size(finger) > k do

pLList(level).removeFarthestLink(finger)
end while

end if
end procedure

Figure 3: Maintaining fingers 1 to m − 1; Updating
prospective links lists (pLList) with ≤ k entries

one participating node. Once x has established links to its
immediate predecessor p and successor s on the key ring,
s sends its successor lists to x, which x uses to initialize
its own list, and corresponding keys are transfered from s
to x. Once x has completed the basic join in the overlay,
it must also perform either a leaf join or upper level join
(see below). The node x continually updates its prospective
links lists and periodically performs finger maintenance (see
Figure 3) to establish and maintain its fingers.

The basic reaction to node failures is as in Chord, with
failed nodes also removed from the inter-level list, prospec-
tive link lists, and potentially the parent link or leaf list once
their failure is noticed. An upper level node leaves gracefully
by sending messages to each of its leaf nodes and its upper
level predecessor informing them of their new parents/leaf
nodes. Otherwise, if a leaf node’s parent has fails unexpect-
edly, the leaf node must perform a leaf join to reestablish a
parent (see below).

Upper Level Joins and Failures. The upper level join
serves two purposes: establishing the upper level successor
and predecessor nodes (from any upper level) and transfer-
ring the responsibility for leaf nodes. Node x uses an upper
level bootstrap node to send an upper level join message,
which is routed along the upper level nodes to x’s upper
level predecessor y, for which xID ∈ y.urange. Node y re-
sponds to x with its own upper level successor z and the
list of y’s leaf nodes which are now in x.urange. Then y
informs each of these leaf nodes of their new parent node x
and removes them from its leaf list.

If an upper level node’s resource level is reduced to the

lowest level, it becomes a leaf node and forfeits its role as
parent node by transferring its leaf nodes to its upper level
predecessor y. Leaf nodes ignore finger and inter-link re-
quests, upper and leaf join requests, and upper stabilize
requests. If it is observed that a node has left the upper
levels, it must be removed from inter-level list, prospective
link lists, upper level successor and predecessor links, and
parent links (but not from successor and predecessor links).

Leaf Joins and Failures. Nodes with resource level 0
perform leaf joins to establish a live parent node. Recall that
a node x’s parent is the first preceding upper level node on
the key ring. The message is forwarded to an upper level
bootstrap node and then routed to the upper level node
whose upper level key range contains xID. This parent node
responds and and enters x into its leaf list.

Maintenance. Given the dynamics of mobile networks,
maintenance is integral for detecting and addressing network
changes. Inter-level links and level fingers are maintained
similar to in RBFM with varying maintenance intervals and
are automatically adapted when nodes change resource lev-
els. Thus, each link is maintained at an interval that depend
on the link’s node’s resource level: Bottom level links are
maintained according to a reference interval tref and higher
level links at varying multiples of tref for each resource level.

However, leaf and parent links as well as upper level suc-
cessor and predecessor links are maintained analogously to
direct successor and predecessor links, using direct mainte-
nance messages at a fixed interval.

4.3 Lookup Routing.
Routing of lookups is not performed in a strictly greedy

fashion like Chord, but rather in a series of greedy steps.
Let κ be the message’s destination key. Now recall that a
message is destined for the node whose simple key range
contains κ. One negligible piece of information is added to
messages: the key of the last upper level node that handled
the message (only needed for high churn scenarios). Once
a node x has determined that κ /∈ x.srange, its routing
behavior depends on its resource level as follows:

Leaf Nodes. If a message originates at a leaf node x, it
is forwarded to the parent node. Otherwise, if x receives a
messages for which its parent node was not the last upper
level node to have handled the message, it forwards the mes-
sage to its parent node. Otherwise, it forwards the message
to its successor node y if κ ∈ y.srange or else to the closest
preceding node from its successor list.

Upper Level Nodes. An upper level node x routes
greedily to the closest preceding node in a resource level
≥ xR using both its finger table and inter-level list. For
lower level nodes with restricted finger tables, this means
that messages to ’distant’ destinations are routed to upward.
For top level nodes, this means that messages are routed to
the closest top level predecessor of κ.

If there is no closer predecessor node with resource level
≥ xR, then the message is routed back down the hierarchy by
choosing the highest possible inter-level link preceding κ. If
there are no such links, then κ ∈ x.urange and the message
is delivered directly to the node y with κ ∈ y.srange: y
is either x’s upper level successor (whose simple key range
overlaps x.srange) or one of x’s leaf nodes.

Level Routing. Finger requests and inter-level link re-
quests use level sensitive overlay routing. These requests
are not necessarily delivered to the node x for which κ ∈
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resource drain. Level 3 is also total system lifetime.

x.srange, but rather to the first successor of κ in a given
level `. A node y considers itself the request’s destination if
yR = ` and κ is between the sending node’s nodeID and yID.
If not, y forwards to its level ` inter-level link if it succeeds
κ, or to its closest known preceding link in level `.

Lookup Hop Length Theorem 1. Given a network with
N nodes, the expected upper bound for the number of over-
lay hops required for a lookup from any node to the successor
node of any key is O(log(N)) hops.

Proof. To show that routing terminates and find an up-
per bound on the routing hops, we consider the farthest
possible lookup route. Since it takes at most one hop to
route from a leaf to a parent node, we assume that each
message originates at an upper level node. Furthermore,
since it takes at most one hop to reach the node y with
κ ∈ y.srange from κ’s upper level predecessor, we need only
determine the number of hops necessary to reach κ’s upper
level predecessor.

If the originating node, its successor, or its upper level
successor are the destination, then we are done. Otherwise,
the message is passed upwards until it reaches the first level
in which the destination key is a predecessor of the current
node x’s x.Fkey, i.e. dkey(x, κ) < dkey(x, x.Fkey). The
message is passed up at most lmax−1 levels, from the bottom
to the top level.

So assume that κ is a predecessor of x.Fkey and will thus
be routed within level λ := xR on level fingers until it has
reached either the destination node or the closest prede-
cessor node within level xR. Then, as shown in [27], the
routing complexity within level xR is at most O(log(x.N)),
where x.N is the number of nodes in level xR between x and
x.Fkey. Let y be κ’s closest predecessor node in this level.

Assuming the message has not reached its destination,
the message is passed at most once to each of the other
upper levels and routed analogously (starting at higher levels
first). So we have a total of lmax−1 remaining hops between
other upper levels. However, since we know that y is the
closest predecessor node to κ in level λ, we can use the
expected number of network nodes between any two level λ
nodes (some constant c) as an upper bound on the number
of nodes on which remain to route over in each level. Thus,
we expect at most O(log(c)) routing hops in each remaining
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Figure 5: With node failures: The percentage of de-
livered application messages and percentage of total
lookup hops resolved per resource level.

level ` > 0, ` 6= λ, giving us an expected total of at most:

2 + 2(lmax − 1)+O(log(x.N)) + (lmax − 2)O(log(c))

≤2 · lmax + ĉ+O(log(N))

=O(log(N))

for with some constant ĉ.

Note that our simulation results did show an increase in
routing hops compared with Chord (1-2 hops), as expected
due to the maximum 2·lmax hops up and down the hierarchy.

5. EVALUATION
In order to assess the various approaches’ capabilities to

store and retrieve data, we observe node and network life-
times, the ratio of successfully delivered lookups, and the
ratio of forwarded lookup hops per resource level. Addi-
tionally, as a reflection of each approach’s suitability to mo-
bile scenarios, we compare the average physical distance of
lookup routing hops. We use two simulation configurations,
one without node failures and one in which nodes’ resources
are drained upon message send and receives, terminating the
simulation once half of the nodes have failed (as described in
Section 3). We consider here only systems with four resource
availability levels (lmax = 3), leaving considerations about
the ideal number of resource levels for future work. We
compared the HRM overlay with Chord, RBFM, and three
two-tier hierarchical overlays based on Chord, RBFM, and
HRM. We found the variations caused by different RBFM
finger maintenance intervals and stretch constants insignifi-
cant compared to the variations between approaches, so we
chose to use fixed RBFM configurations.

5.1 Setup
The simulations were performed in OmNET++ using the

OverSim overlay framework [4], using and extending the
functionality of the existing Chord implementation. The
results are based on 10000 nodes with random coordinates
divided into four resource availability levels based on the
power two Zipf distribution from (3). The base measure-
ment time was 10000 seconds, but the simulations with node
failures were terminated once half of the nodes failed. Nodes
started with resource values 800, 200, and 100 for levels 2,
1, and 0 (level 3 nodes are not drained due to their inex-
haustible resources) and drained by 0.2 and 0.1 resource
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Figure 6: Without node failures: Percentage of to-
tal lookup hops resolved per resource level. Each
approach delivered more than 99% of lookups.

units for every sent and received message, respectively. In
addition to maintenance messages (including stabilize mes-
sages every 20 seconds to node successors and parent nodes),
dummy application lookups were sent from each node to a
random key every 30 seconds. The application lookups were
observed for the number of hops, hop distances, and success-
ful delivery. The lower the rate of delivery, the less reliable
the DHT stores and retrieves data.

5.2 Hybrid hierarchical DHT
The three different two-tier configurations we simulated

in order to compare HRM with classical two-tier approaches
consist of parent and leaf nodes. Nodes from each of the four
resource availability levels are assigned to either a super peer
or a leaf peer hierarchical layer. For HRM2:0-123, level 0
nodes are assigned to the leaf layer and level 1,2, and 3 nodes
to the super peer layer. Within the super peer layer, nodes
are unaware of their varying resource levels and choose their
fingers based only on physical distance. Similarly, HRM2:01-
23 assigns level 0 and 1 nodes to the leaf layer and level 2
and 3 nodes to the super peer layer.

In order to add additional resource awareness, we combine
HRM with RBFM to obtain a hybrid solution: in HRM2:0-
123 with RBFM nodes are again arranged with level 0 nodes
in the leaf layer and level 1,2, and 3 nodes in the super peer
layer. However, here the super nodes are aware of their dif-
ferent resource levels and choose fingers in a resource and
location aware fashion as in RBFM. Thus, the upper level
nodes build a simple RBFM overlay on which the bottom
level nodes are hung as leaf nodes. The two-tier simula-
tions were configured with linear finger maintenance and for
HRM2:0-123 with RBFM using the stretch constant c = 90.

5.3 Results
Further simulation configurations include: a relatively in-

frequent finger maintenance period of 120 seconds for Chord
for reduced load, an RBFM overlay with quadratic finger
maintenance and stretch constant 90 (RBFM:Q90) (see [27]),
and HRM as suggested in this paper with four hierarchical
levels and linear finger maintenance (HRM4) with finger in-
tervals (as described in Section 4):

x.F interval =

{
x.I.closestInt, xR = 1

m, xR ∈ {2, 3}.
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viation per lookup routing hop.

The lifetimes of each of the systems before half of its nodes
fail, as shown in Figure 4, vary strongly. Despite a very infre-
quent finger maintenance interval for Chord, set here inten-
tionally to 240 seconds to reduce maintenance load, it cannot
compare to the alternative approaches. Note that these re-
sults depend on the varying maintenance loads which we do
not further discuss for the sake of brevity, but which produce
a major portion of network load. Note that while HRM4
performs significantly better than RBFM, the two-tier ap-
proaches perform even better, most likely due to the higher
average hop length of lookups in HRM (approximately one
hop more per lookup). While Figure 4 demonstrates how
well the traditional two tier approaches prolong node life-
times, Figure 5 shows that these two-tier approaches’ perfor-
mance suffers given high failure rates, reducing the success
rate of lookups to under 65%. Considering only the node
and network lifetimes together with the percentage of de-
livered lookups, RBFM and HRM4 clearly outperform the
other approaches, with HRM4 providing the longer lifetimes.

Figures 5 and 6 also provide an overview of the lookup
hop load distribution among the resource levels with and
without node failures. Only successful lookups are included
in these figures. Figure 6 clearly shows how strongly each
approach prefers a single resource level for its lookup hops
and demonstrates how important it is to design an overlay
with the nodes’ resource availabilities in mind. For exam-
ple, RBFM’s lookup hop distribution is more suitable for
networks in which top level nodes can handle unlimited load
while HRM4 is more suitable for systems with strong nodes
in level 2 that should be used to reduce top level load.

Average lookup lengths ranged from 6.5 to 8.5 hops, with
the hierarchical approaches tending to have around one hop
more than the other approaches, presumably from the final
and/or initial hops to and from leaf nodes. Note the high
load on level 1 nodes for the two-tier approach HRM2:0-123
in Figure 6. We infer that this causes a high rate of node
movement between the super peer and leaf layers, trigger-
ing HRM2:0-123’s low deliverabiliy rate. Similarly, HRM4
distributes more load to level 2 nodes at the cost of their av-
erage lifetimes (relative to the other levels) as seen in Figure
4.

The average physical distance of single lookup hops shown
in Figure 7 reflects what we expect of the approaches’ rout-
ing hops’ distances: while RBFM:Q90 has a large pool of
nodes from which to choose links with strong and physically
close nodes, HRM4’s nodes have less choice for their links
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which are drawn from specific (less populated) hierarchical
layers. HRM4 actually performs only slightly more location-
aware than the completely location-naive Chord - reducing
its usability for mobile network scenarios with ad hoc rout-
ing where location-awareness is integral: multi-tiered hierar-
chical approaches for MANETs require additional location-
awareness such as PIS or PRS. On the other hand, level
2 and 3 nodes in HRM2:01-23 choose links from these two
upper levels based only on distance, providing upper nodes
with physically close links. Thus, depending on the tol-
erable lookup failure rate and desired distribution of load
between the upper level nodes, HRM2:01-23 and RBFM are
best suited for systems where the physical routing distance
plays a central role.

6. FUTURE WORK
Several novel and established location and resource aware

overlay protocols were compared in this paper using two
very specific scenarios. While the multi-tiered hierarchical
approach HRM4 provided the best combination of node life-
time and lookup deliverability, its location-awareness is not
suitable for MANETs without the further integration of PIS
or PRS (proximity-aware identifier/route selection). RBFM
demonstrated the most stable behavior with respect to node
lifetime, lookup deliverability, and location-awareness, of-
ten outperforming two-tiered approaches. The two-tier ap-
proaches performed well on many measures, but failed to
provide the robustness required for a system with high churn
rates. Thus, the improvement of these approaches’ robust-
ness could provide promising resource and location aware
alternatives. The evaluation’s observations build a foun-
dation for future work with more complicated and realistic
scenarios, for example with upper bounds on the permissible
load per time unit for varying resource levels, or the devel-
opment of protocol-specific replication geared toward each
approach’s specific strengths and weaknesses.
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ABSTRACT
In this paper, we address the problem of integrating many
heterogeneous and autonomous tiny data sources, available
in an ambient environment (AmI). Our goal is to facili-
tate the development of context-aware and personalized em-
bedded applications on mobile devices. The originality of
the approach is the new ambient mediation architecture
which provides declarative and dynamic services, based on
rules/triggers. These services provide facilities to develop
and deploy ambient applications over devices such as smart-
phones. This paper reports also on our �rst experimental
prototype, combining Arduino+Android.

1. INTRODUCTION
Over the last 20 years there have been some signi�cant

progresses on the miniaturization of hardware components
and wireless networks. The number and capabilities of mo-
bile devices, wireless sensors and sensor networks open new
research �elds and applications. Terms such as the �Web of
sensors�, the �Internet of Things� and �Ambient Intelligence
(AmI)� emphasize the trend towards a tighter connection
between the cyberspace and the physical world.
Today, we are witnessing an unprecedent explosion of mo-

bile data volumes (i.e. ambient data). According to a study
from ABI Research [1], in 2014 the volume of mobile data
sent and received every month by users around the world
will exceed by a signi�cant amount the total data tra�c for
all of 2008. In 2011, 1.08 billion of mobile phone users have a
Smartphone and in the near future they will be surrounded
by many sensors/actuators.
In his survey, Sadri [18] de�nes AmI as �the vision of a

future in which the environments support the people inhab-
iting them. For example, instead of using mice, screens and
keyboards, we may communicate directly with our clothes,
household devices,...� The identi�ed key features of AmI
are: embedment, intelligence, context-awareness, personal-
ization, adaptation and anticipation. It is also mentioned

that �AmI can provide sophisticated support for everyday
living, but the information capabilities it may use for this
purpose can also potentially provide an invisible and com-
prehensive surveillance networks � walls literally can have
ears�. It inevitably opens up issues of privacy risk, accep-
tance and security.
In many ambient environments, data arrives as streams

or as alerts/noti�cations and is only relevant for a period of
time; its interpretation depends on the user's context and
preferences. For instance, an information about a free park-
ing place can be relevant for a user if this information is
recent and if the parking place is nearby the user's location.
Another example is the heat setting to the right tempera-
ture in the room where a given person is in and accordingly
to his/her own comfort preferences.
In the database community, a lot of work has been devoted

to e�ciently monitor huge amount of data streams coming
from sensors that continuously push their data to a �xed
centralized system, without being concerned in privacy, mo-
bility, context-awareness and reactivity. But as soon as a
sensor is linked to my personal life (e.g, my home location,
my traveling itinerary, etc), the applications using the cap-
tured data may become intrusive in my private life. More-
over, in the opposite, as soon as I leave the smart environ-
ment, I may lose the ambient capabilities that may support
my everyday life (e.g. tension and heart beat measurement,
mandatory presence in a certain place). Consequently, the
ambient environment and applications are considered as un-
desirable constraints in some cases and helpful tools in oth-
ers. Since my ambient environment is changing over the time
and over the space (e.g. at home, at work, at the hospital),
the query processing should adapt itself to these two dimen-
sions. As Feng said [10] �AmI imposes strong user-centric
context-awareness requirement on data management�, but
also strong system requirements in terms of hardware con-
straints (i.e. energy consumption, wireless communication).
As seen before, smartphones and the underlying applica-

tions are, under some restrictions, good support for everyday
life. However, their repetitive development from scratch is
time and money consuming, it makes the software evolution
quite di�cult, in particular because components updates are
frequent. We claim that an embedded data management
system for AmI may signi�cantly contribute to ease the de-
velopment and maintenance of such applications.
The contribution of this paper is to propose an ambient

mediation system (called CAIMAN for Context-aware dAta
Integration and M anagement in Ambient eNvironments)
which :
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• facilitates personalized and contextual integration and
monitoring of heterogeneous data streams through con-
tinuous query execution;

• enables applications to dynamically sense and control,
according to some preferences, the ambient environ-
ment of the user, which is changing over time and
space;

• enables the user to keep some control over his personal
data as the monitoring is done exclusively on his per-
sonal device.

In the remaining of this paper, Section 2 de�nes the re-
quirements and the constraints imposed on the design of an
ambient mediation system, and presents the architecture of
CÄIMAN. In Section 3, the ambient mediation approach is
described and illustrated through a scenario. In Section 4,
we detail the main components of our system and report on
our experimental prototype combining Arduino+Android.
Section 5 concludes with some open issues.

2. MOTIVATIONS
To develop ambient applications, there is a need of an

ambient data mediation system (ADMS) which allows in-
teroperability between a set of dynamic and loosely-coupled
ambient data sources. An ambient data source is a (�xed or
mobile) communicating object which generates or consumes
continuous (or discontinuous) �ows of data. Among such
objects, we can distinguish a wide spectrum of sensors and
mobile phones as well as any other data services which can
push speci�c data to the applications. In addition to these
data sources, there exist other ambient objects called actu-
ators, that do not exchange data, but simply perform some
actions on other objects. Notice that a single physical object
can play both the role of a data source and actuator. All
ambient physical objects are abstracted by software services
which encapsulate them and make visible their capabilities,
especially their data exchange protocol.
The design choices of our system have been motivated by

the requirements of AmI applications in general, and mo-
bile/ubiquitous users/equipments in particular; the key is-
sue being the continuity of ambient services whatever the
dynamic changes are. In this section we review them and
compare our design choices with existing related work. The
proposed CAIMAN architecture is built on the basis of these
choices.

2.1 The requirements
An ambient information system (AmIS) is a set of data

�ows provided by a collection of ambient objects to achieve
the needs of AmI applications (e.g. intelligent home, intel-
ligent city, health care, mobile social network, etc). Some
AmIS objects can play the role of a mediator which is able to
integrate and interpret data of many ambient data sources,
as well as to perform actions over their environment. Most
of the AmIS data may persist only a few seconds or minutes
in the system, unless the application or the user decides oth-
erwise for various reasons. The main speci�c requirements
imposed to the design of an ADMS are the following :

• Data sources are heterogenous. They may be �xed
or mobile and arbitrarily connect and disconnect from
the mediator, during variable intervals of time. Data
sources have di�erent capacities in terms of storage
and computation.

• The mediator can dynamically connect to the sources
when and as long as they are active (i.e. visible over
the wireless network and ready to provide data).

• The mediator should provide, for each application, the
capability to de�ne its data requirements in terms of
event types, so o�ering a concept of a virtual schema
similarly to conventional mediators, and a mechanism
which handles continuous queries.

• The mediator should be able to aggregate data �ows
originated from the same source and integrate data
�ows originated from di�erent sources on the basis
of speci�c rules provided by the applications. As in
conventional mediators, data heterogeneity should be
transparent to the user, adaptors are aware of data
transformation.

• The mediator should adapt itself to the user's con-
text by continuously searching for the appropriate data
sources. It should also satisfy user's preferences in
terms of data delivery, relevance to domain of inter-
est, privacy, etc.

• The mediator should be aware of energy consump-
tion and manage consequently the connections to the
sources and the usage of its resources.

These requirements clearly distinguish an ambient mediator
from a conventional one [21] where the mediation schema
and the sources are known in advance. Here the environment
is dynamic as data sources enter and leave continuously the
�eld of detection. The personalized and contextual integra-
tion and monitoring of heterogeneous data streams rely on
continuous query evaluation.

2.2 Related work
In this section, we list the CAÏMAN main objectives and

compare them with existing related works.
The �rst goal of CAÏMAN is to provide a high-level declar-

ative approach which permits user applications to interop-
erate over distributed ambient objects. The expected data
streams are relatively small in their length/size. Many for-
malisms for event streams processing and querying have
been proposed, see [9] for a good survey. In Data Stream
Management Systems (DSMS) [4], many CQL-like query
languages which extend SQL have been de�ned. They are
based on the concept of window used to manage and �lter
data streams in a declarative way [5, 14, 8, 13]. In Com-
plex Event Processing (CEP), some formalisms based on
composition operators (i.e. sequence, conjunction, disjunc-
tion,etc), or time-based automata are used. The goal of
CEP is to detect event patterns (i.e. situation) with tempo-
ral constraints in data streams. Today, the two approaches
are seen as complementary [9, 16]. Both approaches focus
on events detections but none on the events reactivity which
is an important feature of AmI applications, e.g. the abil-
ity to identify the context during which active behavior is
relevant and the situations in which it is required. Both ap-
proaches assume that the data (i.e. events) are continuously
pushed to a centralized system known in advance. These as-
sumptions do not �t with our constraints, as the push mode
consume a lot of energy.
In Sensor Databases such as TinyDB [15], data is acquired

in a pull mode to avoid battery consumption. The query
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(i.e. Tiny SQL) is sent through the network and evaluated
in a distributed mode. Sensors are active only when they
are queried. The advantages of this approach is its adapt-
ability to the features of hardware devices and to their con-
straints. The sensor network can contain a large number
of sensors. However, the sensors are homogeneous, they all
have a TinyOS and there is no mechanism of source discov-
ery because the sensors are all known in advance.
The second goal of CAÏMAN is to make the ADMS aware

of the user's context and user's preferences. Again, a lot
of work has been devoted to context and preference-aware
queries by the database community. Traditionally, the inte-
gration of context and preferences in queries is made in two
ways [10]. The query pre-processing consists in enriching the
query with context or preference informations before execut-
ing it. The query post-processing ranks the query's answers
according to these informations. Unfortunately, this mecha-
nism works only for one-time queries and not for continuous
queries in which the notions of pre and post-processing do
not exist. Indeed, in traditional DBMS, data are permanent
and queries are transient. In DSMS, data are transient and
queries permanent as they are continuously evaluated over
the transient data. To our knowledge, no solution has been
proposed to handle the context and the user preferences on
continuous queries.
In existing context-aware frameworks [6], the context man-

ager is generally represented by a centralized server which
is in charge of collecting context information, interpreting
and providing them to the client applications. However in
pervasive environments, there are frequent disconnections
and low connectivity, making this architecture not robust
enough and adequate for this type of application. In the
literature, only few systems [7, 11] have proposed a local
context server to overcome this problem. However, in [11],
the context sources are known in advance and correspond
to built-in sensors. Conversely in [7], the authors have de-
veloped a sentient object model for ad-hoc mobile environ-
ments where the context is only used to adapt the applica-
tion behavior. It doesn't allow to enhance application data
with contextual information. For instance, many applica-
tions need to add the location to the data produced.

2.3 The CAÏMAN architecture
The overview of the CAÏMAN architecture is depicted in

the Figure 1. The resource discovery component facilitates
objects discovery and handles dynamic connections and dis-
connections to these objects. AmIS objects should be able
to rely on their own battery, so short-range wireless com-
munication such as Bluetooth are assumed in CAÏMAN as
these personal area networks are known to have a low con-
sumption of energy. Once, a data source is discovered the
data collectors are responsible for acquiring the data. Data
sources do not push their data continuously, but rather spo-
radically in response to the mediator request. This requests
is done only if the data source can serve the needs of the ap-
plications which have been deployed on top of the mediator.
The originality of our ADMS is to o�er an hybrid approach
combining both the push and the pull modes.
In our environment, we assume that sensors/actuators re-

main passive most of the time with a default behavior un-
less someone requests a service (i.e. light o�, that can be
turned on). All sensors/actuators implement some generic
functions (e.g. services) and some that are optional. Sen-

Figure 1: CAÏMAN

sors can only send data during a period of time �xed by
the mediator, enabling the sensors and actuators to fall au-
tomatically asleep when they have �nished their duty and
thus turn back to their default state.
As the mediator should �t into lite clients such as smar-

phones and function in a complete autonomy, no system
functionality is delegated to a central server. We don't rely
on a global data source registry that might not be avail-
able at all time. Meta-data exchange between AmIS objects
should be done instead at runtime and the context and pro-
�le managers should be local.
CAÏMAN provides a declarative language which allows to

describe most of the system and application semantics which
is based on the ECA (Event-Condition-Action) paradigm
used in active databases [17]. Thus, the rule processor is a
core component of our system. It will be detailed in the next
section. Notice that in this paper our goal is not to propose
yet another query language nor a complex context-aware
model, but rather to select a subset of existing formalisms,
keep them simple and tractable as much as possible to �t
into lite clients.

3. THE AMBIENT MEDIATION APPROACH
In this section, we detail our mediation approach. First,

we describe the di�erent types of ambient sources on which
the CAÏMAN is built on, then the virtual mediation schema
is presented. To understand the approach, we illustrate it
with a scenario. In this scenario, Paul is a student and
lives at the university residence. He wants to bene�t of an
intelligent home behavior, by automatically controlling the
air conditioning of the room where he is located according
to his preferences. He also needs to organize his evenings
and wants to be noti�ed about interesting cultural events
located not far from his current location. In order to do so,
Paul will have to deploy two AmI applications which have
been speci�ed in a declarative manner by some designers.
During the deployment, the declarative description will be
used to instantiate the virtual schema of the mediator, i.e.
the application meta-data as described in the Figure 1.

3.1 The Ambient Sources
Three types of data sources [12] are considered: (1) physi-

cal sources (e.g. GPS built-in sensors, smartphone, external
temperature sensor such Arduino), (2) virtual sources (e.g.
user, agenda alerts, SMS, emails, contacts) and (3) logi-
cal sources which combine physical and virtual sources with
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information from databases. These sources can be either
�xed (e.g. already embedded in a mobile device where the
mediator is), or dynamic (i.e., another smartphone, a sen-
sor/actuator). Fixed ambient sources are known in advance
and always connected to the mediator, e.g.built-in sensors.
Dynamic ambient sources correspond to sources that ap-

pear and disappear to the mediation system over time due
to the source mobility itself or due to the mobility of the
user which embeds a mediator on his personal smartphone.
If a smartphone is close to a mobile device, a communication
can be established and some messages can be exchanged as
long as the device is reachable. If suddenly it disappears due
to the user mobility, some messages can be lost. Moreover,
the user himself can be an ambient data producer as he/she
behaves like any other sensor (intelligent sensor). For in-
stance, the user is discovering a broken window and wants
the mediation system to inform automatically the technical
sta� in charge of repair.
In the remaining of the paper, we focus more on the dy-

namic data sources. Each one exports its capabilities (e.g.,
metadata) in an XML document as depicted in the Figure
2. Each dynamic source corresponds to a physical device
characterized by an 'id', a 'type' (e.g., Arduino, Android)
and a version number.

Figure 2: Sources Description

3.2 A declarative approach
The declarative approach used in CAÏMAN is ECA. ECA

rules are a generalization of several methods to achieve ac-
tive behavior, such as triggers and production rules. ECA
rules are evaluated in three steps: (1) when an occurrence
of an event is detected, (2) the system evaluates the condi-
tion under which the event is considered relevant, and (3)
if it is veri�ed, the rule action is executed. The separation
between E-C-A is important for many reasons and has been
emphasized by the active database community [17].
When designing a mediator based on the ECA paradigm

it is important to carefully take into account the life cycle of
a rule and the dimensions related to its semantic execution.
Indeed this knowledge is mandatory for those designing an
application. Moreover by separating the dimensions, there
is more �exibility, di�erent behaviors can be proposed for
speci�c applications. In the Figure 3, we summarize them.
Here we shortly explain some of the dimensions. The event
detection and composition and the visible DB states will be
explained in the next section.
There exist many modes of event consumption, among

them we selected two modes more suitable to our environ-
ment:

1. recent: only the most recent instances of any event
are considered; older events are discarded. It is most
suitable for fast-changing environments in which new
events supersede old ones.

Figure 3: Active Rules & their Execution Semantics

2. chronicle: the oldest instances are considered and
then discarded; i.e. events are consumed in a chrono-
logical order. It is preferred when there is a causal
dependency between events.

The granularity of processing de�nes whether the rule pro-
cessor reacts after the detection of each event (instance-
oriented processing) or after a detection of a set of events
(set-oriented processing). An example of instance-oriented
processing is to call emergency after detecting a critical situ-
ation like the unconsciousness of a person. In order to avoid
a false alarm, we can wait for multiple events before call-
ing the emergency. In CAÏMAN, this latter dimension can
be o�ered by de�ning windows on the events arrival. The
rule priorities determines how rules are selected among a
con�ict set of rules (i.e. rules triggered by the same event).
The EC and CA coupling modes indicates when condition
(resp. action) is evaluated after event detection (resp. con-
dition evaluation). The di�erent options are: immediate,
deferred, or detached. CAÏMAN proposes immediate cou-
pling modes. In our system, we do not consider cascading
execution because we assume that our actions have no side
e�ect.
In our experimental prototype, only one semantics is im-

plemented for the rule processor. Rules are evaluated in par-
allel and no cascading executions is allowed, but the event
consumption and the granularity of processing can be pa-
rameterized.

3.3 The Ambient Mediation Schema
The CAÏMAN mediation schema is composed of: (1) a

set of events types, corresponding to the data �ows required
by ambient applications, and events detectors, (2) a context
model and a default user pro�le, and (3) a set of personalized
and contextual continuous queries (de�ned as ECA rules).

3.3.1 Events & Event Detectors
An event type can be either simple (SE) or complex (CE).

A complex event type is a combination of other simple or
complex events types. These event types are de�ned by the
application designer.
Each event type (SE & CE) is de�ned by a set of at-

tributes:

• name: name of the event type,

• lifespan: default time interval during which the event
instance is valid,

• aggrFunction: function which aggregates events to pro-
duce a complex event. For simple events, there is no
aggregation function.

16



Each event type can be instantiated at runtime according to
data �ows arriving to the mediation system. These event

instances (SE & CE) are de�ned by a set of attributes:

• value: event instance value,

• source: source name that captured the event instance,

• raisingDate: moment when the event instance is pro-
duced/observed by its source,

• systemTime: moment when the event instance is de-
tected by the mediation system,

• lifespan: time interval during which the event instance
is valid after its raisingDate,

• raisingLocation: geo-location where an event instance
is produced/observed by its source.

The lifespan is a metadata which can be provided by the
event source or assigned by the application. Event instances
are relevant during a limited period of time. Pervasive en-
vironments can cause delays between the raising date of an
event instance and the time for treating this instance. Con-
sequently the validity V of an event ei is de�ned by:

V (ei) =

{
1 if raisingDate(ei) + lifespan(ei) < currentT ime)

0 otherwise

The raisingLocation is a useful notion for many location-
aware applications. Indeed, the location can in�uence the
relevance of a given event instance. For example, an event
��ood� detected far away from a user can be irrelevant for
him.
Once event types are de�ned, one should specify how and

when event instances are created or captured. This is done
by specifying event detectors. Depending on the event type
and on the target data source, an event detector may be
de�ned in various ways: a listener, a lookup function or any
other procedure able to transform a speci�c signal into a
semantic event.
For our scenario, the designers have separately de�ned

three simple event types : UnvalidTemperature, UnvalidHu-
midity and Advertisement, with respectively a default lifes-
pan of 5 min, 5 min and 1 week, and one complex event
type UncomfortableSituation with its associated aggregate
function Foo as depicted in the Figure 4. For each event,
the designer must de�ne a detector. Here, we only give the
simple event detector DT on temperature expressed as a
CQL query and the complex event detector US expressed
as a CEP-like manner. Others are omitted as they can be
expressed in a similar way.

3.3.2 Context Model
According to [20], there exist six di�erent models for rep-

resenting the context information. Some models like the
ontology-based model is very expressive and allows power-
ful context processing. However in CAÏMAN the model used
is the simple key-value model as it should be embedded.
Following our previous work [3], we de�ne a context by

�ve dimensions : spatial , temporal, environmental, equip-
ment and user state.

1. The spatial dimension is an important characteristics
of mobile and pervasive environments. Indeed, de-
pending on how much the user is mobile, the system
will react di�erently. For instance, if a user is highly

Figure 4: Simple & complex event detectors

mobile, he will not have time to establish proper con-
nections with all equipments around him. The other
important aspect is the location. It can be expressed
in many ways depending on the application: GPS co-
ordinates, an address, or a locality label (e.g. Room
305B, Administration Building). The spatial informa-
tion can be provided by GPS built-in sensors or mobile
networks or derived from Google Maps or databases.

2. The temporal dimension is an important information
that can be used for personalizing an application. For
instance, a user can be interested to receive events only
in the morning. Designers can change the notion of
moment in the core context, e.g. when the morning
begins and ends. This information can be provided
by the phone clock (i.e. date, time) or derived from
context de�nition (i.e. moment).

3. The environmental dimension concerns all the sensors
describing the environment of the user (e.g. temper-
ature, humidity, luminosity). This information is im-
portant when the environment is �xed, for example a
smart home.

4. The equipment dimension characterizes all informa-
tion about the media used by the user to interact with
the application: the used device (e.g. type, battery au-
tonomy, memory storage, computing power) and the
connectivity (e.g. type of connection, rate). This di-
mension is important to adapt dynamically the system
accordingly with the equipment constraints (e.g. low
battery, uncertain connectivity).

5. The user state dimension allows to know if a user is
available or not, and how he feels. In our case, we are
more interested in the user availability which can have
an impact on the system behavior.

Designers have to provide the context model used by their
application and the set of context rules to the mediator that
can compute the current context. For that, a list of context
models is proposed with default context rules. For example,
if the application designer is interested in the location infor-
mation, there exists a rule associated with this dimension
which captures the GPS coordinates from the smartphone
GPS sensor every minute. However designers can also write
their own context rules and submit them to the mediator.

3.3.3 Profile Model
The survey [19] highlights the di�culty of choosing the

good representation for the user preferences: qualitative or
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quantitative. The quantitative approach allows a total order
between preferences but is not intuitive because this implies
that the user put weights on his preferences. While the
qualitative approach is very intuitive but makes di�cult the
usage because there is not necessarily a total order between
preferences. In CAIMAN the user preferences considered are
viewed as dynamic criteria by the application. Thus there
is no order between preferences as all preferences must be
considered by the application.
Following the de�nition given in [3], a user pro�le is or-

ganized into several dimensions, possibly decomposed into
sub-dimensions. Each dimension and its sub-dimensions
contain a set of attributes and their values on which prefer-
ences are expressed. We retain four important dimensions:

1. Personal data contains all information about the user
(e.g. his name, his address, his birthday). This dimen-
sion may also contain data on social groups to which
the user belongs to (e.g. student, professor).

2. Domain of interest is generally the central dimension
of the user pro�le, it represents the user domain of in-
terest and preferences. For example, the domain of in-
terest may be the types of events the user is interested
in and the preferences on how/when event instances
are received or treated.

3. Resource discovery contains the user preferences on
the remote resources (i.e. type of resource, associated
data collectors, related security issues and all meta
data useful to understand data stream semantics). An
example can be receiving events only from sources lo-
cated in the same place as the user.

4. System adaptation groups user preferences on how the
system should adapt to the user context or to its own
behavioral parameters. An example can be to disable
the resource discovery component during the night. A
set of preference rules can also be de�ned to adapt
the system behavior in case of low battery, that is
either disabling some functionalities or changing the
frequency of the captured data.

In the same way as the context, designers specify a default
user pro�le for their application. The Figure 5 describes
the application default pro�le set by the designers for our
scenario. We have gathered the pro�le of each application
into a global one, but in reality each application has its own.
$name and $$name variables represent respectively a string
or a set of strings.

Figure 5: User Pro�le

For each application, the designer has speci�ed the re-
source discovery constraints. Indeed, to control the tem-
perature in a room, we are only interested by sensors and

actuators located in the same room where the user is cur-
rently located. Some variables have a default value set by
the designer. If not, they will be �lled by the user when
installing his application on his mobile device. For instance,
the default temperature variables are ($1=18°, $2=22°) for
the day time and ($13=16°,$4=18°) for the night. In the
same manner, advertisements relevant to a user are those
within $6='15km'. Others variables are set by the user.
For instance, Paul decides to change the default value $6 to
25km, and set the $$5 to (`music','sport').

3.3.4 Application ECA Rules
The last task of the designer consists in de�ning his set of

ECA application rules. For example, let's consider the fol-
lowing rules de�ned in the Figure 6 that model our scenarii.
As said before rules are contextual and personalized. Thus,
the context and the user pro�le can be either explicitly used
by designers in their rules and in particular in the condition,
or implicitly used by the system during the runtime when
speci�ed within the user pro�le.
The �rst rule of the smart o�ce scenario explicitly uses the

user pro�le and in particular the UserPref.Temperature.min
and UserPref.Temperature.max variables described above.
As these variables are context-dependent (i.e. day or night),
their values are changing over time. So, they will be instan-
tiated just before evaluating the rule condition.
In the second rule, a user receives advertisements. Here

no condition is speci�ed; however one will be added by the
system at runtime since an implicit preference has been de-
�ned on this event type in the default pro�le. The reason
why the condition is not directly written in the rule, is to
allow the user to change his condition at any time. Here,
users receive advertisements relevant to their personal topics
and within the required distance. When an event is relevant
for the user, he is informed by email.

Figure 6: Rule Examples

Up to now, we have given some intuitions of our rule lan-
guage, now the semantics of rules is brie�y described.
The granularity of processing (e.g. instance or set-oriented)

is de�ned as a window. The default window [Now] is a time-
based window of size 1 and corresponds to the instance-
oriented. Others windows are de�ned as in any continu-
ous query language and correspond to the set-oriented. For
instance, �range 5 min� represents all events that appear
within the last �ve minutes. Notice that we do not allow
unbounded windows. The visible state of conditions and
actions is de�ned by the window and the event type. The
event consumption mode is de�ned as a �xed parameter of
the mediator and is taken into account in event detectors
that specify how to raise events.
Some generic actions are possible and are de�ned by a

template. The �rst action �inform($who,$how,$what)� in-
forms a user or a group of users, or an application through a
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delivery mode (i.e. local, wireless, email, SMS), of a partic-
ular message or event. We separate messages from events,
messages are generated to users and de�nitively leave the
system, by opposition to events that will be �ltered and re-
injected later in a mediator that can interpret them. The
action �activate($type, $service, $serviceparameters)� acti-
vates a service with some parameters on a speci�c actuator
type that satis�es some user preferences.

4. THE CAÏMAN MEDIATION SYSTEM
In this section, we brie�y describe the behavior of the

main components of our system at runtime. Thus, we as-
sume that AmI applications have been deployed on the smart-
phone, and that their default pro�le, detectors and rules
have been transmitted to the mediator and uploaded in the
application metadata database.

4.1 Data Collectors & Actuator Commands
As the data sources are heterogeneous, a set of generic

data collectors and actuator commands are needed to al-
low communications with the mediation system. The Data
Collectors are used to collect and transform any kind of het-
erogeneous data so it can be understood and integrated in
the mediator. Each source is bound with one instance of a
data collector that is responsible for querying and control-
ling this data source. All communications are asynchronous.
Another issue also considered is the data transformation as
the data provided by a source is not necessarily compati-
ble to the coding, format, unit and scale of the expected
data at the mediator level. The data collector is in charge
of transforming these raw data into events, thus it activates
the simple event detector associated with the source.
Actuator Commands allows the mediator to transform

commands into real actions on the environment through ac-
tuators services.

4.2 Resource discovery & Bindings
Due to the numerous communicating objects that enter

and leave the �eld of detection because of the user mobility,
there is a need of a Resource Discovery component which is
continuously aware of the equipment's environment.
Ambient data sources may connect and disconnect arbi-

trarily. As the mediator cannot rely on a centralized re-
sources registry, the resource discovery service is de�ned as
a seeking function which detects the surrounding objects,
identi�es them through some metadata exchange and estab-
lishes connections to them if they are relevant at least for
one active application deployed on the mediator.
As connections/disconnections can be frequent, the re-

source discovery component stores a history of all the dis-
covered sources with their version number. This version
number is useful to know if the source has changed since
the last time it was discovered. This is to avoid unnecessary
metadata exchanges. The history plays the role of a local
resource registry which can be deleted at anytime, since it
can be rebuilt at runtime.
Before communicating with a data source, one should

know if the information it contains is relevant. For doing
so, a matching is made between the source metadata and a
part of the mediation schema. At the same time the context
and pro�le information is used to select only the sources in

a given location and at a given time, according to the pref-
erences of the application or the user. Once the source is se-
lected and a communication established, a dynamic binding
enables to link the data source to the mediator, by instan-
tiating the suitable data collector.

4.3 Profile & Context Manager
As many context-aware systems [6], the mediation system

proposed makes a separation between the context acquisi-
tion, the context processing, and the context information
usage. In fact, data collectors are in charge of retrieve con-
text raw data, the context manager processes these data
to infer context information which will be stored and used
by applications and in particular application rules. These
context information are also used by the pro�le manager to
derive the active pro�le (i.e., all pro�le information which
is valid for this current context). Indeed, the user pro�le
is composed of a static part and a dynamic part. In the
�rst one, the pro�le information doesn't change frequently
while the second one depends on a context that can change
rapidly. As we have seen in the Figure 5, the user pro�le can
be contextual and it will be the role of the context and pro�le
managers to keep the active pro�le up to date for the ap-
plication. For simplicity reasons, an assumption is made on
de�ning a contextual pro�le. Only If-then-else statements
are allowed in order to avoid con�icts between contextual
predicates. Only one active pro�le is valid at any instant of
time. Notice also that all variables can be changed at any
time by the user, via a simple interface on his smartphone.

4.4 Rule Processor
The Rule Processor is an idempotent service to which

ECA rules with their associated detectors are submitted. As
said earlier, it is important to follow rule execution seman-
tic as described in the Figure 3. The query processor relies
on a multi-threaded execution framework. The approach we
follow is, in a way, very similar to what has been proposed
by Krämer [14] and especially their SweepArea that models
a dynamic data structure to manage a collection of events
of the same type. ECA rules act as continuous queries over
collection of events and react over their environment when
a situation is encountered.
As events of the same type can be used in many rules,

events are not removed when used for triggering a rule.
Thus, a garbage collector is necessary and events are re-
moved from the dynamic structure when their lifespan has
expired. In order to avoid triggering multiple times a rule
with the same events, each rule has a context summarizing
the past execution. When the rule processor is looking for
the rules that can be triggered, it uses the context which is
also computed in a continuous way. Only the most recent
event is kept for each dimension.

4.5 The prototype
Smartphones as well as computers cannot really sense the

world. For AmI environments, there is a need for tools for
making computers that can sense and control more of the
physical world than any other desktop computer. This is the
role of the Arduino [2] platform to sense the environment by
receiving input from a variety of sensors and to a�ect its sur-
roundings by controlling lights, motors, and other actuators.
A �rst prototype combining Arduino and Android validating
the approach has been implemented. Many sensors and ac-
tuators have been prototyped. The CAÏMAN mediator and
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many simple AmI applications can be deployed on an AN-
DROID platform. For the time being, data collectors and
actuators are operational, as well as the resource discovery.
Simple and complex event detectors, as well as simple ECA
rules are supported. When the validity of events expires, the
garbage collector automatically deletes the events. We are
currently integrating the context and the user pro�le within
the rules. The user agrees or not to install an AmI applica-
tion on top of CAÏMAN. He can turn it on/o� whenever he
wants to. He can also checked the types and the number of
events, the mediator is currently monitoring.

5. CONCLUSION
In this paper, we have presented the di�erent require-

ments posed by ambient environments and proposed an am-
bient mediation system called CAÏMAN. As we have seen,
a declarative approach based on ECA rules is proposed.
The main originality is that it combines in an elegant way
the context, the user pro�le and the continuous queries to-
gether. Some dimensions of the pro�les can be integrated
and changed at anytime by the user. Another important
contribution of our work is that it is based on personal mo-
bile devices and local computation that better ful�ll the user
privacy. To our knowledge CAIMAN is the �rst ambient
mediation system embedded in a smartphone o�ering such
functionalities.
Some open issues still remain to be considered such as

how to adapt the system if the context is critical (i.e., low
battery), what to do when many mediators are acting in
a con�icting way on speci�c resources, how an event that
has been sent several times by di�erent data sources can be
discovered to avoid repeating the same actions again and
again.
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ABSTRACT
Mobile devices have achieved great progress. They allow
user to store more audio, video, text and image data. These
devices are also equipped with low radio range technology,
like Bluetooth and Wi-Fi, etc. By means of the low radio
range technology, they can communicate with each other
without using communication infrastructure (e.g. Internet
network) and form a mobile ad hoc network (MANET).
The peers in the MANET are typically powered by bat-
teries which have limited energy reservoir also they are free
to move from their locations at anytime. Recently, P2P
file sharing systems are deployed over MANET. A chal-
lenging problem in these systems is (i) the selection of best
peers that share pertinent resources for user’s queries and
(ii) guarantee that the pertinent peers can be reached in
such dynamic and energy-limited environment. To tackle
this problem, we propose a context-aware integrated rout-
ing method for P2P file sharing systems over MANET. Our
method selects the best peers based on the query content
and the user’s profile. Furthermore, it considers the energy
efficiency, peer mobility and peer load factors into the query
forwarding process to guarantee that the pertinent peers can
be reached.

1. INTRODUCTION
In the last few years, peer-to-peer file sharing systems

have emerged as platforms for users to search and share
information over the Internet network. There are different
kinds of P2P systems architectures that can be roughly clas-
sified into structured, unstructured and hybrid architectures
[7]. Nowadays, mobile and wireless technology has achieved
great progress. Cell phones, PDAs and other handheld de-
vices have larger memory, higher processing capability and
richer functionalities. They allow user to store more audio,
video, text and image data with handheld devices. These

devices are also equipped with low radio range technology,
like Bluetooth [1] and Wi-Fi [2], etc. By means of the low ra-
dio range technology, they can communicate with each other
without using communication infrastructure (e.g. Internet
network) and form a mobile ad hoc network (MANET). Mo-
bile peers that are in the transmission range of each other
can communicate with their peers directly. To communi-
cate with peers outside the transmission range, messages are
propagated across multiple hops in the network. Hence, P2P
file sharing systems can be also deployed over MANET. Due
the nature of MANET, these systems suffer from tow prin-
ciples constraints. Firstly, wireless medium is much more
dynamic due to peer mobility and the frequent variations in
channel quality due to interference and fading [4]. Secondly,
mobile devices are battery operated and energy-limited. If a
peer is frequently asked to provide or relay files, its battery
would be quickly exhausted.

A challenging problem in these systems is (i) the selection
of best peers that share pertinent resources for user’s queries
and (ii) guarantee that the best peers can be reached in
such dynamic and energy-limited environment (query rout-
ing problem).

In the literature, several works proposed different tech-
niques of query routing in P2P systems on wired scenarios
[16]. However, they are not applicable to MANET, since
they don’t consider the constraints of this network; thus
they cannot grantee that the pertinent peers can be reached
in such dynamic and energy-limited environment. Hence,
energy efficiency and peer mobility are uncompromising fac-
tors in the design of query routing P2P file sharing systems
over MANET. Several routing methods have been proposed
for P2P file sharing systems over MANET. Each of them
has its own advantages and limits.

In this paper, we propose a context-aware integrated rout-
ing method for P2P file sharing systems over MANET. The
key contributions of our proposal are:

• The selection of best peers that share pertinent re-
sources is based on the query content and the user’s
profile. Indeed, each peer builds a profile of its neigh-
bors. The profile contains the list of the most recent
past queries and neighbor that supplied answers for.
We defined a similarity function that computes the
aggregate similarity of a peer to a given query.
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• Our routing method takes into account the constraints
of MANET environment to guarantee that the best
peers can be reached. Hence, we defined a Link stablity
function that combines the peer mobility and battery
energy factors to compute the stability of link between
two peers. In addition, we defined a function to guar-
antee a load balancing and palliate the congestion prob-
lem.

The rest of the paper is organized as follows. In Section
2, we present a critical overview of query routing methods
in P2P systems over MANET. Section 3 discusses our ap-
proach. Section 4 concludes with some proposed direction
for further works.

2. RELATED WORK
In the literature there are several points of view of the

routing problem in unstructured P2P systems over MANET.
Bin Tang et al [15] classify the existing approaches for un-
structured P2P systems over MANET into layered or inte-
grated design approaches.

2.1 Layered design approach
The layered design decouples functionalities of the appli-

cation layer and the network layer, which enables indepen-
dent development of protocols at the two layers. In this
design, routing protocol at application layer (for example,
Gnutella) are operated on top of an existing MANET rout-
ing protocol at network layer. This design is similar to the
approach in the Internet, which layers a P2P protocol on top
of the existing IP infrastructure. The routing protocol at the
application layer selects the overlay neighbor to forward the
search query then it uses an existing routing protocol at the
network layer (i.e. DSR [8], AODV [11], DSDV [12], etc)
to localize this neighbor. However, due to peer mobility,
these overlay neighbors may not reflect the current physical
topology of the ad hoc network, and thus may need a multi-
hop route to be reached. As a result, each such overlay hop
required by Gnutella at the application layer could result
in a costly flooding-based route discovery by the multi-hop
routing protocol.

2.2 Integrated design approach
MANETs are a limited resource environment where the

performance can be more important than portability and
separation of functionalities. Hence, integrated design ap-
proach is proposed as alternative to layered design approach.
In integrated design, routing protocol at the application
layer is integrated with a MANET routing protocol at the
network layer. In the literature, there are several integrated
approaches.

A first idea consists to build an efficient unstructured P2P
overlay over MANET. In this overlay connections between
mobile peers are closely match the physical topology of the
underlying MANET. To find relevant resources for a given
search query, flooding technique is used. Andrew et al [9]
propose a decentralized and dynamic topology control pro-
tocol called TCP2P . This protocol allows each peer in
MANET to select a set of neighbors according to preference
defined function that take into account the energy efficiency,
fairness and incentive. After building the network topology,
each peer routes the query to its neighbors regardless the

query content. Although this protocol virtually controls the
macroscopic usage of energy and establishes a stable link, in
term of energy efficiency, fairness and incentive, between a
source and destination peers. However, it does not compro-
mise the satisfaction of user because queries are flooded re-
gardless their content. Moreover, user’s mobility is not con-
sidered. E−UnP2P method [14] builds an efficient overlay
avoiding redundant links and redundant transmissions while
ensuring connectivity among the peers, it introduces a root-
peer in the P2P network connecting all other peers. Each
peer maintains connection with other closest peers such that
it can reach the root-peer. Using the information of its di-
rectly connected and 2-hop away (logically) neighbor peers,
each peer builds up a minimum-spanning tree to identify far
away peers and builds up the overlay closer to the physical
network. Thereafter, when a peer wants to retrieve a file, it
sends the query to all of its neighbor peers.

A second idea consists to define a progressive search mech-
anism that allows to route the search queries to the best
neighbors. In order to find content, a peer sends a query to
its best neighbors, which, in turn, forward the query to their
best neighbors and so on, until the query time-to-live (TTL)
expires. To select the best neighbors a peer is based on some
factors (i.e. Battery energy, signal power, neighbor velocity,
neighbor’s content, etc.). In Data Dissemination in Mobile
P2P Networks [13] each peer maintains a global description
of other peers’ content (content synopses), and utilizes that
synopses in order to route queries more efficiently. A peer
that receives a query searches in its local collection. If it
is not possible to answer this query, it calculates a score of
peers from the global index then propagates the query to the
peers, which have the greatest score. If there is no match
between the query and the content synopses, the query is
forwarded to a set of random neighbors. Content synopses
must be updated whenever an object is added, deleted or
its contents have changed, which generates a lot of message
traffic and load charge of peers. Furthermore, this method
does not consider the mobility and the energy factors. In en-
hancing peer-to-peer content discovery techniques over mo-
bile ad hoc networks [4], the authors propose to improve
the unstructured P2P over MANET using Gossiping [5] ap-
proach of MANET routing protocol. This is achieved by
computing the forwarding probability of a link based on the
network load. Indeed, if a peer want to send a query it com-
putes the forwarding probability for a given neighbor based
on it computational load (the queue utilization of the neigh-
bor) then forwards the query to neighbors with lower load.
Significantly, this probability allows sending more messages
to neighbors with lower load, while less messages are sent
to saturated peers. This method grantees a load balancing
between peers but it floods the query regardless its content.
Furthermore, it does not consider the mobility and the en-
ergy factors.

3. PROPOSED APPROACH
In this paper, we consider the pure peer-to-peer systems

(Gnutella system) over MANET and we propose new tech-
niques that are more efficient than the Gnutella search. Flood-
ing is a fundamental file search operation in pure peer-to-
peer (P2P) file sharing systems, in which a peer starts the
file search procedure by broadcasting a query to a random
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set of its neighbors, who continue to propagate it with the
same manner to their neighbors. This procedure repeats un-
til a time-to-live (TTL) counter is decremented to 0. If a
contacted peer has pertinent resources for the search query,
it sends a query hit message to the source peer. The query
hit message is routed back to the source peer through the
reverse path of the query message. This solution generates
a very large number of messages and it cannot quickly lo-
cate the request resource. Furthermore, query hits may not
be received by the source peer due to the peer mobility and
energy limitation. Indeed, peers in the reverse path of the
query message may turn off or move out of the network.

In our approach, to find relevant resources for a specific
user query a peer sends the query to its best neighbors,
which, in turn, forward the query to their best neighbors and
so on, until the query time-to-live (TTL) expires. Neighbor-
ing peers refer to those peers which are within the transmis-
sion range of the forwarding peer.

Assume that a peer pi which has a set N of neighboring
peers. Now the question is ”How we determine the best
k neighbors?”, k is a user defined threshold and k ≤ N .
In the following, we present the different context features
considered to select the best k neighbors for a given query
q. Thereafter, we present our neighbors selection algorithm.

3.1 Context features

3.1.1 User’s profile and query content
We consider the query content to help the querying peer

to find the most relevant answers to its query quickly and
efficiency. To achieve this, a peer estimates, for each query,
which of its neighbors are more likely to reply to this query,
and propagates the query message to those peers. To de-
termine the pertinent neighbors, we compute the similarity
between the query and each neighbors. Hence, each peer
maintains a profile for each of its peers. The profile contains
the list of the most recent past queries, that the specific peer
that provided the answer for. Although logically we consider
each profile to be a distinct list of queries, we use a single
Queries table with (Query-peer) entries that keeps the most
recent queries the peer has recorded.

For each query it receives, the receiver peer uses the pro-
files of its peers to find which ones are more likely to have
documents that are relevant to the query. To compute the
similarity, the receiver peer compares the query to previ-
ously seen queries and finds the most similar ones in the
repository. To find the similarity between the queries, it
uses the cosine similarity [10]. Thereafter, we compute an
aggregate similarity of a peer to a given query. The aggre-
gate similarity of peer nj to query q that peer pi computes
is:

Psimpi(nj , q) =
∑

qk was answered by nj

Cosine(qk, q)

(1)

3.1.2 Link stability
We defined a Link stablity function that combines the

peer mobility and battery energy factors to compute the
stability of link between two peers. Before describing our

function, we present two principle metrics. The first one
takes into account the peer mobility factor to predict life-
time of a link between tow peers. The second one predicts
the remaining battery energy of a given peer.

Peer mobility
In MANET environment peers are free to move from their
location at anytime. In our approach we consider this im-
portant factor, thus we predict the lifetime of a link between
the forwarding peer and its neighbors. To predict the life-
time of a link i − j between the peer pi and its neighbor
nj ∈ N we are based on the RABR protocol [3] functions.
This protocol operates at network layer. It predicts the life-
time of a link i−j using a metric called the ”affinity” aij and
it is a measure of the time taken by peer nj to move out of
the range of peer pi. Peers exchange beacons periodically.
Peer pi periodically samples, for every 4t time units, the
strength of the beacon signals received from peer nj . The
rate of change of signal strength is given as:

∆(Sij) =
Sij(current)− Sij(prev)

∆t
(2)

The above quantity is then averaged over the last few sam-
ples to obtain ∆(Sij(ave)). Hence, based on this metric we
define a link lifetime measure Lifetime(i − j), which com-
putes the time taken by peer nj to move out of the range of
peer pi, as follows:

Lifetime(i− j) =





∆(Sij(ave)) if ∆(Sij(ave)) ≥ 0

Sthresh−Sij(current)

∆(Sij(ave))
otherwise

(3)

Battery energy
The calculation of energy level is important to determine the
battery level of every peer during active data transmission.
We assume that the battery level of a wireless peer decreased
when the peer initiated data transmission or when the peer
forwards packets. A peer gets killed (disconnected) if the
battery power finishes. To predict the remaining battery
power we assume that the transmit power is fixed. As in [6],
energy required for each operation like receive, transmit,
broadcast, discard on a packet is given by:

E(packet) = b× (packet size) + c (4)

Coefficient b denotes the packet size dependent energy con-
sumption whereas c is a fixed cost that accounts for ac-
quiring the channel and for MAC layer control negotiation.
Each peer has to maintain a table to record the remaining
energy of its neighboring peer. This data is used by the peer
to predict the remaining energy of the neighboring peer nj .
Assume the remaining energy, of a neighbor peer at time t1
and t2 are rengy1(nj) and rengy2(nj). The prediction of
remaining energy of this peer at time t is given by

rengy(nj) = rengy2(nj)
+[(rengy2(nj)− rengy1(nj))/(t2− t1)]× (t− t2)

(5)
Every peer has to calculate the rengy by itself and sends

it to its neighbors.

We combine the lifetime and the remaining energy metrics
to define our function Link stability. This metric calculates
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the time taken by peer nj to move out of the range of peer pi
or the battery power of nj finishes. The Link stability(i−j)
of a link i − j between the peer pi and its neighbor nj is
computed as follows:

Link stability(i− j) = Min(rengy(nj), Lifetime(i− j))
(6)

Where, rengy(nj) is the remaining energy of the neighbor
nj .

3.1.3 Peer load
A vital part of the optimal network is the load balancing.

For instance, job completion becomes complex, if huge load
is given to the peers with less processing capabilities. There
is a possibility of load imbalance due to that the comput-
ing/processing power of the systems are non-uniform few
peers may be idle and few will be overloaded. A peer which
has high processing power finishes its own work quickly and
is estimated to have less or no load at all most of the time.
However, if we send queries only to peers that have hight
processing capabilities data packets will take routes that
could introduce more delay hence increasing latency. With
proper ways to transferring traffic load onto routes that are
relatively less congested can result in overall better through-
put and reduced latency. An important parameter indicates
the line congestion is the queue utilization of the neighbor
(i.e. Number of packets waiting in queue), a high count
indicates line congestion. We define a Peer Load function
based on the CPU capabilities and the queue utilization of
the neighbor. The Peer Load of a neighbor nj is calculated
as follows:

Peer Load(nj) = cpu× (1− u) (7)

where cpu is the processing power and 0 ≤ u ≤ 1 is the
queue utilization of the neighbor ni. This function allows to
send more messages to neighbors with lower load, while less
messages are sent to saturated peers.

3.2 Neighbors selection algorithm
To select its K best neighbors, the forwarding peer pi

ranks its neighbors according to a Preference function that
we define. Thereafter, it selects the first k neighbors, which
have the greatest score. Our Preference function computes
the score of each neighbor nj for a given query q, as a
weighted arithmetic sum of Link stability, Peer Load and
Psim metrics:

Pref(nj) = α1× Link stability(i− j) + α2× Peer Load(nj)
+α3× PsimPi(nj , q)

(8)
where α1, α2 and α3 represent the relative importance of
these three metrics.

4. CONCLUSION AND FUTURE WORKS
We have presented a novel context-aware integrated rout-

ing method for P2P file sharing systems over MANET. Our
method selects the best peers based on the query content
and the user’s profile. Furthermore, it considers the energy
efficiency, peer mobility and peer load factor into the query
forwarding process to guarantee that the pertinent peers can
be reached. As the future work, we plan to implement the

proposed method and evaluate its retrieval effectiveness and
routing efficiency.

5. REFERENCES
[1] Bluetooth.

http://simple.wikipedia.org/wiki/Bluetooth, March,
2012.

[2] Wifi. http://simple.wikipedia.org/wiki/Wifi, March,
2012.

[3] S. Agarwal, A. Ahuja, J. P. Singh, and R. Shorey.
Route-lifetime assessment based routing (rabr)
protocol for mobile ad-hoc networks. In ICC (3),
pages 1697–1701, 2000.

[4] D. N. da Hora, D. F. Macedo, L. B. Oliveira, I. G.
Siqueira, A. A. F. Loureiro, J. M. Nogueira, and
G. Pujolle. Enhancing peer-to-peer content discovery
techniques over mobile ad hoc networks. Comput.
Commun., 32(13-14):1445–1459, Aug. 2009.

[5] M. Dietzfelbinger. Gossiping and broadcasting versus
computing functions in networks. In STACS 97,
volume 1200, pages 189–200. Springer Berlin /
Heidelberg, 1997.

[6] N. Gupta, K. Bafna, and N. Gupta. 2011 international
conference on information and network technology. In
2011 Seventh International Conference on Mobile
Ad-hoc and Sensor Networks (MSN), volume 4.
IACSIT Press, 2011.

[7] H. Jin, X. Ning, H. Chen, and Z. Yin. Efficient query
routing for information retrieval in semantic overlays.
In Proceedings of the 21st Annual ACM Symposium
on Applied Computing, pages 23–27, Dijon, France,
April 23–27 2006. ACM Press.

[8] D. B. Johnson, D. A. Maltz, and J. Broch. Dsr: The
dynamic source routing protocol for multi-hop wireless
ad hoc networks. In In Ad Hoc Networking, edited by
Charles E. Perkins, Chapter 5, pages 139–172.
Addison-Wesley, 2001.

[9] A.-H. Leung and Y.-K. Kwok. On topology control of
wireless peer-to-peer file sharing networks: energy
efficiency, fairness and incentive. In World of Wireless
Mobile and Multimedia Networks, 2005. WoWMoM
2005. Sixth IEEE International Symposium on a,
pages 318 – 323, june 2005.

[10] J. Makhoul, F. Kubala, R. Schwartz, and
R. Weischedel. Performance measures for information
extraction. In Proceedings of DARPA Broadcast News
Workshop, pages 249–252, Herndon, VA, February
1999.

[11] C. Perkins, E. Belding-Royer, and S. Das. Ad hoc
on-demand distance vector (aodv) routing, 2003.

[12] C. E. Perkins and P. Bhagwat. Highly dynamic
destination-sequenced distance-vector routing (dsdv)
for mobile computers. In Proceedings of the conference
on Communications architectures, protocols and
applications, SIGCOMM ’94, pages 234–244, New
York, NY, USA, 1994. ACM.

[13] T. Repantis and V. Kalogeraki. Data dissemination in
mobile peer-to-peer networks. In Proceedings of the
6th international conference on Mobile data
management, MDM ’05, pages 211–219, New York,
NY, USA, 2005. ACM.

24



[14] N. Shah and D. Qian. An efficient unstructured p2p
overlay over manet using underlying proactive routing.
In 2011 Seventh International Conference on Mobile
Ad-hoc and Sensor Networks (MSN), pages 248 –255,
dec 2011.

[15] B. Tang, Z. Zhou, A. Kashyap, and T. cker Chiueh.
An integrated approach for p2p file sharing on
multi-hop wireless networks. In WiMob (3), pages
268–274, 2005.

[16] T. Yeferny and K. Arour. Learningpeerselection: A
query routing approach for information retrieval in
p2p systems. In International Conference on Internet
and Web Applications and Services, pages 235–241,
Barcelona, Spain, May 09-15 2010. IEEE Computer
Society.

25



Considering the High Level Critical Situations in Con-

text-Aware Recommender Systems 

  
Djallel Bouneffouf 

Department of Computer Science, 
Télécom SudParis, UMR CNRS 

Samovar 
 91011 Evry Cedex, France 

Djallel.Bouneffouf@it-
sudparis.eu 

Amel Bouzeghoub 
Department of Computer Science, 
Télécom SudParis, UMR CNRS 

Samovar 
91011 Evry Cedex, France 

Amel.Bouzeghoub@it-
sudparis.eu 

Alda Lopes Gançarski 
Department of Computer Science, 
Télécom SudParis, UMR CNRS 

Samovar 
 91011 Evry Cedex, France 

Alda.Gancarski@it-
sudparis.eu  

 

ABSTRACT 

Most existing approaches in Context-Aware Recommender 

Systems (CRS) focus on recommending relevant items to users 

taking into account contextual information, such as time, loca-

tion, or social aspects. However, none of them have considered 

the problem of user’s content dynamicity. This problem has 

been studied in the reinforcement learning community, but 

without paying much attention to the contextual aspect of the 

recommendation. We introduce in this paper an algorithm that 

tackles the user’s content dynamicity by modeling the CRS as a 

contextual bandit algorithm. It is based on dynamic explora-

tion/exploitation and it includes a metric to decide which user’s 

situation is the most relevant to exploration or exploitation. 

Within a deliberately designed offline simulation framework, 

we conduct extensive evaluations with real online event log 

data. The experimental results and detailed analysis demon-

strate that our algorithm outperforms surveyed algorithms.  

1. INTRODUCTION  
Mobile technologies have made access to a huge collection of 

information, anywhere and anytime. In particular, most profes-

sional mobile users acquire and maintain a large amount of 

content in their repository. Moreover, the content of such repos-

itory changes dynamically, undergoes frequent updates. In this 

sense, recommender systems must promptly identify the im-

portance of new documents, while adapting to the fading value 

of old documents. In such a setting, it is crucial to identify and 

recommend interesting content for users.  

A considerable amount of research has been done in recom-

mending interesting content for mobile users. Earlier techniques  

in Context-Aware Recommender Systems (CRS) [3, 6, 12, 5, 

22, 23] are based solely on the computational behavior of the 

user to model his interests regarding his surrounding environ-

ment like location, time and near people (the user’s situation). 

The main limitation of such approaches is that they do not take 

into account the dynamicity of the user’s content.  

This gives rise to another category of recommendation tech-

niques that try to tackle this limitation by using collaborative, 

content-based or hybrid filtering techniques. Collaborative 

filtering, by finding similarities through the users’ history, gives 

an interesting recommendation only if the overlap between 

users’ history is high and the user’s content is static[18]. Con-

tent-based filtering, identify new documents which match with 

an existing user’s profile, however, the recommended docu-

ments are always similar to the documents previously selected 

by the user [15]. Hybrid approaches have been developed by 

combining the two latest techniques; so that, the inability of 

collaborative filtering to recommend new documents is reduced 

by combining it with content-based filtering [13]. 

However, the user’s content in mobile undergoes frequent 

changes. These issues make content-based and collaborative 

filtering approaches difficult to apply [8]. 

Few works found in the literature [13, 21] solve this problem by 

addressing it as a need for balancing exploration and exploita-

tion studied in the “bandit algorithm” [20].  

A bandit algorithm B exploits its past experience to select doc-

uments (arms) that appear more frequently. Besides, these 

seemingly optimal documents may in fact be suboptimal, be-

cause of the imprecision in B’s knowledge. In order to avoid 

this undesired situation, B has to explore documents by choos-

ing seemingly suboptimal documents so as to gather more in-

formation about them. Exploitation can decrease short-term 

user’s satisfaction since some suboptimal documents may be 

chosen. However, obtaining information about the documents’ 

average rewards (i.e., exploration) can refine B’s estimate of the 

documents’ rewards and in turn increases long-term user’s 

satisfaction.  

Clearly, neither a purely exploring nor a purely exploiting algo-

rithm works well, and a good tradeoff is needed.  

The authors on [13, 21] describe a smart way to balance explo-

ration and exploitation in the field of recommender systems. 

However, none of them consider the user’s situation during the 

recommendation. 

In order to give CRS the capability to provide the mobile user’s 

information matching his/her situation and adapted to the evo-

lution of his/her content (good exr/exp tradeoff in the bandit 

algorithm), we propose an algorithm witch takes into account 

the user’s situation for defining the (exr/exp) tradeoff, and then 

selects suitable situations for either exploration or exploitation.  
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The rest of the paper is organized as follows. Section 2 reviews 

some related works. Section 3 presents the user’s model of our 

CRS. Section 4 describes the algorithms involved in the pro-

posed approach. The experimental evaluation is illustrated in 

Section 5. The last section concludes the paper and points out 

possible directions for future work. 

2.  RELATED WORKS  
We review in the following recent relevant recommendation 

techniques that tackle the two issues mentioned above, namely: 

following the evolution of the user’s contents using bandit 

algorithm and considering the user’s situation on recommender 

system.  

2.1 Bandit Algorithms Overview  
The (exr/exp) tradeoff was firstly studied in reinforcement 

learning in 1980's, and later flourished in other fields of ma-

chine learning [16, 19]. Very frequently used in reinforcement 

learning to study the (exr/exp) tradeoff, the multi-armed bandit 

problem was originally described by Robbins [20].  

The ε-greedy is the one of the most used strategy to solve the 

bandit problem and was first described in [14]. The ε-greedy 

strategy choose a random document with epsilon-frequency (ε), 

and choose otherwise the document with the highest estimated 

mean, the estimation is based on the rewards observed thus far. 

ε must be in the open interval [0, 1] and its choice is left to the 

user.  

The first variant of the ε-greedy strategy is what [9, 14] refer to 

as the ε-beginning strategy. This strategy makes exploration all 

at once at the beginning. For a given number I ∈ N of iterations, 

the documents are randomly pulled during the εI first iterations. 

During the remaining (1−ε)I iterations, the document  of high-

est estimated mean is pulled.  

Another variant of the ε-greedy strategy is what Cesa-Bianchi 

and Fisher [14] call the ε-decreasing strategy. In this strategy, 

the document with the highest estimated mean is always pulled 

except when a random document is pulled instead with an εi 

frequency, where n is the index of the current round. The value 

of the decreasing εi is given by εi = {ε0/ i} where ε0 ∈ ]0,1]. 

Besides ε-decreasing, four other strategies are presented in [4]. 

Those strategies are not described here because the experiments 

done by [4] seem to show that, with carefully chosen parame-

ters, ε-decreasing is always as good as the other strategies.  

Compared to the standard multi-armed bandit problem with a 

fixed set of possible actions, in CRS, old documents may expire 

and new documents may frequently emerge. Therefore it may 

not be desirable to perform the exploration all at once at the 

beginning as in [9] or to decrease monotonically the effort on 

exploration as the decreasing strategy in [14]. 

Few research works are dedicated to study the contextual bandit 

problem on Recommender System, where they consider user’s 

behavior as the context of the bandit problem. 

In [10], authors extend the ε-greedy strategy by updating the 

exploration value ε dynamically. At each iteration, they run a 

sampling procedure to select a new ε from a finite set of candi-

dates. The probabilities associated to the candidates are uni-

formly initialized and updated with the Exponentiated Gradient 

(EG) [10]. This updating rule increases the probability of a 

candidate ε if it leads to a user’s click. Compared to both ε-

beginning and decreasing strategy, this technique improves the 

results.  

In [13], authors model the recommendation as a contextual 

bandit problem. They propose an approach in which a learning 

algorithm selects sequentially documents to serve users based 

on contextual information about the users and the documents. 

To maximize the total number of user’s clicks, this work pro-

poses the LINUCB algorithm that is computationally efficient. 

The authors in [4, 9, 13, 14, 21] describe a smart way to bal-

ance exploration and exploitation. However, none of them 

consider the user’s situation during the recommendation. 

2.2 Managing the User’s Situation 
Few research works are dedicated to manage the user’s situation 

on recommendation.  

In [7, 17] the authors propose a method which consists of 

building a dynamic user’s profile based on time and user’s 

experience. The user’s preferences in the user’s profile are 

weighted according to the situation (time, location) and the 

user’s behavior. To model the evolution on the user’s prefer-

ences according to his temporal situation in different periods, 

(like workday or vacations), the weighted association for the 

concepts in the user’s profile is established for every new expe-

rience of the user. The user’s activity combined with the user's 

profile are used together to filter and recommend relevant con-

tent. 

Another work [12] describes a CRS operating on three dimen-

sions of context that complement each other to get highly tar-

geted. First, the CRS analyzes information such as clients’ 

address books to estimate the level of social affinity among the 

users. Second, it combines social affinity with the spatiotem-

poral dimensions and the user’s history in order to improve the 

quality of the recommendations.  

In [3], the authors present a technique to perform user-based 

collaborative filtering. Each user’s mobile device stores all 

explicit ratings made by its owner as well as ratings received 

from other users. Only users in spatiotemporal proximity are 

able to exchange ratings and they show how this provides a 

natural filtering based on social contexts. 

Each work cited above tries to recommend interesting infor-

mation to users on contextual situation; however they do not 

consider the evolution of the user’s content. 

As shown in above, none of the mentioned works tackles both 

problems of the evolution user’s content and user’s situation 

consideration in the recommendation. This is precisely what we 

intend to do with our approach, by modeling the CRS as a 

contextual bandit algorithm, and considering the user’s situa-

tion when managing the (exr/exp)-tradeoff on recommendation.  

The two features cited above are not considered in the surveyed 

approaches as far as we know. 

In what follows, we define briefly the structure of the user’s 

model and the methods for inferring the recommendation situa-
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tions. Then, we explain how to manage the explora-

tion/exploitation strategy, according to the current situation. 

3. USER AND CONTEXT MODELS 
The user’s model is structured as a case base, which is com-

posed of a set of past situations with their corresponding user’s 

preferences, denoted PS = {(S
i
; UP

i
)}, where Si

 is a user’s situa-

tion (Section 3.2.1) and UP
i
 its corresponding user’s prefer-

ences (Section 3.1). 

3.1 The User’s Preferences  
The user’s preferences are contextual and might depend on 

many factors, like the location or the current task within an 

activity. Thus, they are associated to the user’s situation and the 

user’s activity. Preferences are deduced during the user’s navi-

gation activities. A navigation activity expresses the following 

sequence of events: 

 (i) the user’s logs in the system and navigates across docu-

ments to get the desired information; 

 (ii) the user expresses his/her preferences about the visited 

documents. We assume that a visited document is relevant, and 

thus belongs to the user’s preferences, if there are some observ-

able user’s behaviors through two types of preference:  

- The direct preference: the user expresses his/her interest in the 

document by inserting a rate, like for example putting starts 

(“*”) at the top of the document.  

- The indirect preference: it is the information that we extract 

from the user’s system interaction, for example the number of 

clicks on the visited documents or the time spent on a docu-

ment. 

Let UP be the preferences submitted by a specific user in the 

system at a given situation. Each document in UP is represented 

as a single vector d=(c1,...,cn), where ci (i=1, .., n) is the value 

of a component characterizing the preferences of d. We consid-

er the following components: the document’s identifier, the 

total number of clicks on d, the total time spent reading d, the 

number of times d was recommended, and the direct preference 

rate on d.  

3.2 Context Model 
A user’s context C is a multi-ontology representation where 

each ontology corresponds to a context dimension C=(OLocation, 

OTime, OSocial). Each dimension models and manages a context 

information type. We focus on these three dimensions since 

they cover all needed information. These ontologies are de-

scribed in [1] and are not developed in this paper. 

3.2.1 Situation Model 
A situation is a projection on one or several user’s context 

dimensions. In other words, we consider a situation as a triple s 

= (OLocation.xi, OTime.xj, OSocial.xk) where xi, xj and xk are ontolo-

gy concepts or instances. Suppose the following data are sensed 

from the user’s mobile phone: the GPS shows the latitude and 

longitude of a point "48.8925349, 2.2367939"; the local time is 

"Mon May 3 12:10:00 2012" and the calendar states "meeting 

with Paul Gerard". The corresponding situation is:  

S=(OLocation,"48.89,2.23", 

OTime."Mon_May_3_12:10:00_2012", OSocial. "Paul_Gerard").  

To build a more abstracted situation, we interpret the user’s 

behavior from this low-level multimodal sensor data using 

ontologies reasoning means. For example, from S, we obtain the 

following situation:  

MeetingAtRestaurant= 

(OLocation.Restaurant, OTime.Work_day, OSocial.Financial_client).  

For simplification reasons, we adopt in the rest of the paper the 

following notation:   

S = (xi, xj, xk). The previous example situation became thus: 

MeetingAtRestarant=(Restaurant, Work_day, Finan-

cial_client).  

Among the set of captured situations, some of them are charac-

terized as high-level critical situations.  

3.2.2 High Level Critical Situations (HLCS)   
A HLCS is a class of situations where the user needs the best 

information that can be recommended by the system, for in-

stance, when the user is in a professional meeting. In such a 

situation, the system must exclusively perform exploitation 

rather than exploration-oriented learning. In the other case, for 

instance where the user is using his/her information system at 

home, on vacation with friends S = (home, vacation, friends). 

The system can make some exploration by recommending the 

user some information ignoring their interest. The HLCS situa-

tions are for the moment predefined by the domain expert. In 

our case we conduct the study with professional mobile users, 

which is described in detail in (section 5). As examples of 

HLCS, we can find S1 = (company, Monday morning, col-

league), S2 = (restaurant, midday, client) or S3= (company, 

morning, manager). 

4. THE PROPOSED 

RECOMMENDATION ALGORITHM 
The problem of recommending documents can be naturally 

modeled as a multi-armed bandit problem with context infor-

mation. In our case we consider the user’s situation as the con-

text information of the multi-armed bandit. Following previous 

work [11], we call it a contextual bandit. Formally, our contex-

tual-bandit algorithm proceeds in trials t = 1…T. For each trial 

t, the algorithm performs the following tasks:  

Task 1: Let St
 be the current user’s situation, and PS  be the 

case base containing the set of past situations and correspond-

ing user’s preferences. The system compares St with the situa-

tions in PS in order to choose the most similar Sp using the 

RetrieveCase() method (Section 4.2.1). 

Task 2: Let D be the document collection and Dp D the set of 

documents that were recommended in situation Sp. When  the 

user read each document di Dp, the system observed his be-

havior and interpreted it as a reward. Based on the observed 

documents’ rewards, the algorithm chooses the document 

dp
Dp with the greater reward rp; this is done using the Rec-

ommendDocuments() method (Section 4.2.2).   
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Task 3: The algorithm improves its document-selection strategy 

with the new current observation (dp, rt). The updating of the 

case base is done using the Auto_improvement() method (Sec-

tion 4.2.3).   

In tasks 1 to 3, the total T-trial reward for each document di in 

D is defined as  

T

t dt i

r
1 ,

 while the optimal expected T-trial 

reward is defined as 







 

 i

i
Tt

dt
r *,

 where di
*  is the document 

with maximum expected total reward, where Ti is the set of 

trials from T where di
* was recommended to the user. Our goal 

is to design the bandit algorithm so that the expected total re-

ward is maximized.  

In the field of document recommendation, when a document is 

presented to the user and this one selects it by a click, a reward 

of 1 is incurred; otherwise, the reward is 0. With this definition 

of reward, the expected reward of a document is precisely its 

Click Through Rate (CTR). The CTR is the average number of 

clicks on a recommended document, computed dividing the 

total number of clicks on it by the number of times it was rec-

ommended. It is important to know here that no reward is ob-

served for non-recommended documents.  

4.1 The ε-greedy() Algorithm  
The ε-greedy algorithm recommends a predefined number of 

documents N, each one computed using the following equation: 

                       
UCmaxarg ( getCTR(d))     if  q > ε 

            di =                                                                         (1)   

               Random(UC)                           otherwise   
In Eq. 1, i∈{1,…N}, UC={d1,…,dP} is the set of documents 

corresponding to the user’s preferences; getCTR is the function 

which estimates the CTR of a given document; Random is the 

function returning a random element from a given set, allowing 

to perform exploration; q is a random value uniformly distribut-

ed over [0, 1] which defines the exploration/exploitation 

tradeoff; ε is the probability of recommending a random explor-

atory document.  

4.2 Contextual-ε-greedy() 
To adapt the ε-greedy algorithm to a context aware environ-

ment, we propose to compute the similarity between the current 

situation and each one in the situation base; if there is a situa-

tion that can be reused, the algorithm retrieves it, and then 

applies the ε-greedy algorithm to the corresponding user prefer-

ences. Alg. 1 describes the proposed Contextual-ε-greedy() 

algorithm which involves the following three methods.  

  

 

 

 

 

 

 

Algorithm 1   Context-ε-greedy() 

Input:  ε, N, PS, St , B   

Output: Dt 

         // Retrieve the most similar case  

     (SP, UPp) = RetrieveCase(St, PS);  

        //  Recommend documents 

     Dt=RecommendDocuments(ε,UPp, St, Sp, N, B);   

             Receive a feedback UPt from the user; 

       // update user’s profile   

            Auto_improvement(PS, UPt, St, Sp);   

Endfor         

4.2.1 RetrieveCase()  
Given the current situation St, the RetrieveCase() method de-

termines the expected user’s preferences by comparing St with 

the situations in past cases PS in order to choose the most simi-

lar one Sp. The method returns, then, the corresponding case 

(Sp, UPp). Sp is selected from PS by computing the following 

expression: 
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In Eq.2, simj is the similarity metric related to dimension j be-

tween two concepts Xt and Xi. This similarity depends on how 

closely Xt and Xi are related in the corresponding ontology 

(location, time or social).  αj is the weight associated to dimen-

sion j, and it is set out by using an arithmetic mean as follows:    
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In Eq. 3,  p

j

t

jj

i

j xxsim ,  at trial k∈{1,…,T}  from the T pre-

vious recommendations, where pp

j Sx  .  The idea here is to 

augment the importance of a dimension with the corresponding 

previously computed similarity values, reflecting the impact of 

the dimension when computing the most similar situation in Eq. 

2.  

The similarity between two concepts of a dimension j in an 

ontological semantics depends on how closely they are related 

in the corresponding ontology (location, time or social). We use 

the same similarity measure as [24] defined by Eq. 4: 
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              (4) 

In Eq. 4, LCS is the Least Common Subsumer of xj
t and xj

c, and 

deph is the number of nodes in the path from the node to the 

ontology root.  

4.2.2 RecommendDocuments() 
In order to insure a better precision of the recommender results, 

the recommendation takes place only if the following condition 

is verified: sim(St ,Sp)≥B, where B the similarity threshold value 

and  
j

p

j

t

jjj

pt ,xxsim) =,Ssim(S  . 

29



To improve the adaptation of the ε-greedy algorithm to HLCS 

situations, if Sp ∈ HLCS, we propose the system to not make 

exploration when choosing the document to recommend, as 

indicated in the following equation: 

      
UCmaxarg ( getCTR(d))       if  Sp∈ HLCS 

 di =                                                                                 (5) 

             ε-greedy( )                     otherwise 

In Eq. 5, if Sp is not HLCS, the system recommends documents 

using ε-greedy with an ε computed at an initialization step by 

testing different ε and selects the optimal one, this step is de-

scribed below (Section 5.4).   

4.2.3 Auto_improvement () 
This method is used to update the user’s preferences w. r. t. the 

number of clicks and number of recommendations for each 

recommended document on which the user clicked at least one 

time.  Depending on the similarity between the current situation 

St and its most similar situation Sp (computed with Retrieve-

Case(), Section 4.2.1), being 3 the number of dimensions in the 

context, two scenarios are possible: 

- sim(St, Sp) ≠ 3: the current situation does not exist in the case 

base; the system adds to the case base the new case composed 

of the current situation St and the current user preferences UPt. 

- sim(St, Sp)= 3: the situation exists in the case base; the system 

updates the case having premise situation Sp with the current 

user preferences UPt. 

5. EXPERIMENTAL EVALUATION  
In order to evaluate empirically the performance of our ap-

proach, and in the absence of a standard evaluation framework, 

we propose an evaluation framework based on a diary set of 

study entries. The main objectives of the experimental evalua-

tion are:  

(1) to find the optimal parameters of our algorithm.  

(2) to evaluate the performance of the proposed algorithm w. r. 

t. the ε variation. In the following, we describe our experi-

mental datasets and then present and discuss the obtained re-

sults. 

5.1 Evaluation Framework 
We have conducted a diary study with the collaboration of the 

French software company Nomalys1. This company provides a 

history application, which records time, current location, social 

and navigation information of its users during their application 

use. The diary study has taken 18 months and has generated 

178369 diary situation entries.  

Each diary situation entry represents the capture of contextual 

time, location and social information. For each entry, the cap-

tured data are replaced with more abstracted information using 

time, spatial and social ontologies. Table 1 illustrates three 

examples of such transformations. 

                                                                 

1 Nomalys is a company that provides a graphical application 

on Smartphones allowing users to access their company’s data. 

 

 

IDS Users Time Place Client 

1 Paul Workday Paris Finance client 

2 Fabrice Workday Roubaix Social  client 

3 John         Holiday    Paris Telecom client 

Table 1: Semantic diary situation 

From the diary study, we have obtained a total of 2759283 

entries concerning the user’s navigation, expressed with an 

average of 15.47 entries per situation. Table 2 illustrates exam-

ples of such diary navigation entries, where Click is the number 

of clicks on a document; Time is the time spent on reading a 

document, and Interest is the direct interest expressed by stars 

(the maximum number of stars is five). 

IdDoc IDS Click Time Interest 

1 1 2 2’  *** 

2 1 4 3’  * 

3 2 1 5’  * 

Table 2: Diary navigation entries 

5.2 Finding the Optimal Parameters  
In our experiments, we have firstly collected the 3000 situations 

(HS) with an occurrence greater than 100 to be statistically 

meaningful, and the 10000 documents (HD) that have been 

shown on any of these situations.  

The testing step consists of evaluating the existing algorithms 

for a situation randomly selected from the sampling HS, taking 

into account the number of times that the situation was selected 

and the number occurrences of the situationt in HS. The evalua-

tion algorithm computes and displays the average CTR every 

1000 iterations.  

The average CTR for a particular iteration is the ratio between 

the total number of clicks and the total number of displays. The 

number of documents returned by the recommender system for 

each situation is 10 and we have run the simulation until the 

number of iterations reaches 10000.  

5.2.1 The threshold similarity value 

 

Figure 1.  Effect of B threshold value on the similarity precision 
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Figure 1 shows the effect of varying the threshold situation 

similarity parameter B (Section 2.2) in the interval [0, 3] on the 

overall precision. The results show that the best performance is 

obtained when B has the value 2.4 achieving a precision of 

0.849.  

So, we use the identified optimal threshold value (B = 2.4) of 

the situation similarity measure for testing our CRS.  

5.3 Experimental Results 
In our experiments, we have firstly collected the 3000 situations 

(HS) with an occurrence greater than 100 to be statistically 

meaningful, and the 10000 documents (HD) that have been 

shown on any of these situations.  

The testing step consists of evaluating the existing algorithms 

for a situation randomly selected from the sampling HS, taking 

into account the number of times that the situation was selected 

and the number occurrences of the situationt in HS. The evalua-

tion algorithm computes and displays the average CTR every 

1000 iterations.  

The average CTR for a particular iteration is the ratio between 

the total number of clicks and the total number of displays. The 

number of documents returned by the recommender system for 

each situation is 10 and we have run the simulation until the 

number of iterations reaches 10000.  

5.4 Results for ε Variation 
In order to evaluate only the impact of considering the user’s 

situation in our bandit algorithm, we have replaced in Recom-

mendDocuments(), the equation 5 by the equation 1, we call the 

new algorithm Contextual-ε-greedy without HLCS. Then we 

have compared this algorithm to the ε-greedy (Section 4.1).  

Each of the competing algorithms requires a single parameter ε. 

Figure 2 shows how the average CTR varies for each algorithm 

with the respective ε. 

 

Figure 2.  Variation ε  tradeoff 

Figure 2 shows that, when the ε is too small, there is an insuffi-

cient exploration; consequently the algorithms have failed to 

identify interesting documents, and have got a smaller number 

of clicks (average CTR). 

Moreover, when the parameter is too large, the algorithms seem 

to over-explore and thus lose a lot of opportunities to increase 

the number of clicks. 

We can conclude from the evaluation that considering the us-

er’s situation is indeed helpful for Context-ε-greedy to find a 

better match between the user’s interest and the evolution of his 

content (documents).  

5.5 Evaluation The Impact of The HLCS  
In order to evaluate the impact of the HLCS situations in the 

recommender system, we have compared Contextual-ε-greedy 

without HLCS and the original version of Contextual-ε-greedy. 

Figure 3 shows how the average CTR varies for each algorithm 

with the respective ε. 

 

Figure 3.  Variation ε  tradeoff 

As seen in the Figure 3, on one hand, when the ε is too small, 

there is an insufficient exploration; consequently the impact of 

the HLCS is low; on the other hand, when the parameter is too 

large, the Contextual-ε-greedy takes full advantage of explora-

tion without wasting opportunities to establish good CTR (the 

impact of the HLCS is more important). 

We can conclude from the evaluation that considering HLCS 

situations in recommender system allows a better precision on 

recommendation.  

6. CONCLUSION 
In this paper, we have studied the problem of exploitation and 

exploration in context-aware recommender systems and propose 

a new approach that balances adaptively exr/exp regarding the 

user’s situation.   

We have presented an evaluation protocol based on real mobile 

navigation contexts obtained from a diary study conducted with 

collaboration with the Nomalys French company. We have 

evaluated our approach according to the proposed evaluation 

protocol and show that it is effective.  

In order to evaluate the performance of the proposed algorithm, 

we compare it with standard exr/exp strategy. The experimental 

results demonstrate that our algorithm performs better on aver-

age CTR in various configurations. Moreover, this study yields 

to the conclusion that considering the situation on the explora-

tion/exploitation strategy significantly increases the perfor-

mance of the system on following the user’s contents evolution. 
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 In the future, we plan to extend our situation with more context 

dimension, and we plan to evaluate our approach using an 

online framework.  
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ABSTRACT
To provide a high-quality mobile service in a safe way, many
techniques for location anonymity have been proposed in
recent years. Advanced location-based services such as mo-
bile advertisement services may use not only users’ locations
but also users’ attributes. However, the existing location
anonymization methods do not consider attribute informa-
tion and may result in low-quality privacy protection. In this
paper, we propose the notion of visibility, which describes
the degree that an adversary can infer the identity of the
user by an observation. Then we present an anonymiza-
tion method which considers not only location information
but also users’ attributes. We show several strategies for
the anonymization process and evaluate them based on the
experiments.

1. INTRODUCTION

1.1 Background
In recent years, location anonymization has become one of

the important topics in location-based services and mobile
computing [6]. The issue concerned is that a user should
send her location information to receive a high-quality ser-
vice in general. However, if the service provider is an ad-
versary, the detailed location information may be used for

∗Current Affiliation: NTT DOCOMO Inc.

non-intended purposes. In an extreme case, the user’s iden-
tity may be estimated by combining the location informa-
tion with additional information sources. The use of loca-
tion anonymization would solve the problem in some sense,
but it may result in the degradation of service quality; an
appropriate anonymization method is required.

1.2 Locationbased services that use attribute
information

For a typical location-based service which only utilizes
location information, the conventional notion of location
anonymity is effective for privacy protection. However, ad-
vanced location-based services may use additional attribute
information such as user’s age, sex, and occupation. For
illustrating our motivation, let us consider an example of a
mobile advertisement service.

In this service, we assume that a mobile user issues a
request for an advertisement and it is delivered to an appro-
priate advertiser. Then the advertiser sends corresponding
advertisements to the user. In this sense, the advertisement
service is a pull-based service. The matching service (called
the matchmaker) plays the role of a mediator between users
and advertisers, and uses users’ attribute information for
selecting appropriate advertisers. Since the success of an
advertisement is charged by the matchmaker, advertisers
would like to perform effective advertisements with low in-
vestments. If an advertiser can specify the type of the target
users (e.g., young women), then the effectiveness of the ad-
visement would increase.

Figure 1 illustrates the overview of a mobile advertise-
ment service assumed in this paper. The matchmaker be-
tween mobile users and advertisers is a trusted third party
and manages each user’s information as her profile. As de-
scribed later, the matchmaker is responsible for anonymiza-
tion. When a mobile user issues a request for a service (i.e.,
an advertisement), the matchmaker anonymizes the location
and profile of the user and sends them to the advertisers.
Then appropriate advertisers send corresponding advertise-
ments to the user via the matchmaker. By the obtained
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advertisement, the user can receive benefits such as coupons
and discounts. In this paper, we focus on the anonymization
part in this scenario.

Figure 1: Location-based anonymization framework

1.3 Privacy issues
In the system architecture, we should note that an ad-

vertiser is not necessarily reliable and it may be an adver-
sary. If the exact location is notified to an adversary, there
is a risk that the advertiser identifies the user by watching
the location. For this problem, we may be able to apply a
conventional location-based anonymization method, but the
following problem happens if we consider users’ attributes.

Assume that users in Fig. 2 issue requests of advertise-
ments with the order u1, u2, . . . , u5. Their profile informa-
tion is also shown in the figure. The matchmaker needs
to consider tradeoffs between requirements of users, who
want to preserve privacy, and advertisers, who want to know
the details of user information to improve the service qual-
ity. One idea is to apply the k-anonymization technique;
it groups k users based on proximity. For example, given
k = 3, we can perform anonymization as {u1, u2, u4} as an
example. If the matchmaker provides the users’ profiles,
the received advertiser would know three persons with ages
23, 26, and 38 are requesting advertisements. The problem
is that the advertiser easily identifies user with age 38 by
watching the target area.
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Figure 2: Users and their profiles

If the matchmaker considers not only user proximity but
also user profiles, we have another option. Consider the
grouping {u1, u2, u5}. In this case, it is not easy to deter-
mine who corresponds to each profile entry. Therefore, this
anonymization is better than the former one.

1.4 Research objectives
In this paper, we propose a location-based anonymiza-

tion method that also considers users’ attributes. For this

purpose, an important point is whether we can guess each
user attribute with an observation. To represent this idea,
we incorporate a new criterion called observability. In addi-
tion, since different users may have different privacy policies,
we provide an anonymization method which considers users’
preferences.

The preliminary version of the paper was appeared in [7].
In this paper, we revised the problem setting and the method
proposed is a totally novel one.

2. RELATED WORK

2.1 Anonymization for locationbased services
There have been many proposals on privacy preservation

in location-based services. A popular approach in this field is
spatial cloaking, in which an anonymizer constructs a cloaked
region which contains target users. For example, [4] uses the
notion of k-anonimity [9], which is often used in database
publishing. The notion of k-anonymity is used in many pro-
posals and there are variations such as the use of graph
structure [3] and cell decompositions [1, 8]. In this paper,
we extend the idea for our context.

Most of the anonymization methods for location-based
services do not consider users’ properties. One exception
is [10], in which an attribute vector is constructed for each
user based on her attribute values. In the anonymization
process, a user group is constructed based on the proximity
of vectors. The problem of the approach is that it does not
consider difference of attributes in terms of observability so
that attribute values tend to be over-generalized and results
in low-quality services.

2.2 Classification of attributes
In traditional privacy-preservation methods based on k-

anonymity [9], user attributes are classified into the follow-
ing three categories:

• Sensitive attribute: It represents privacy information
such as disease names.

• Identifier : It is used for uniquely identifying individu-
als such as names and addresses.

• Quasi-identifier : Like age and sex attributes, it does
not identify individuals directly, but their combina-
tions with other attributes may reveal the identity.

In contrast to the assumption of traditional data publishing,
an adversary in our context is not easy to identify individ-
uals using quasi-identifiers and external information (e.g.,
telephone directory) because it is difficult to determine the
candidate users who appear in the target location for the
given time. In contrast, visual observation is more prob-
lematic in our context. If an adversary watches the target
area, he may be able to identify the person who requested
the service.

For this problem, we need to enhance the traditional treat-
ment of attributes. In the context of privacy protection in
social networks, [5] considered two properties of attributes:

• Sensitivity : It describes how the attribute is related
to privacy violation. For example, “address” is more
sensitive than “birthplace” because the latter is not so
useful for identifying people. [5] assumes that sensi-
tivity of each attribute does not depend on a specific
user and takes a constant value in the system.
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• Visibility : It is used as a criterion of how much a user
can disclose a detailed value for the attribute. Visibil-
ity preference depends on each user and each attribute.
For example, different users may have different disclo-
sure policies for “Birthdate”.

The notion of visibility cannot be applied to our context. In
a location-based service, an adversary can observe some of
the user properties even if the user does not want that—it
means that visibility is not controllable. In contrast, ob-
servability of an attribute, which means how much we can
estimate the actual value of the attribute from the observa-
tion, is more important. We describe the notion in detail
later.

2.3 Personalized anonymization
For our context, a personalized privacy-protection mech-

anism is required because the exposure of user profiles de-
pends on each user’s preference. However, most of the exist-
ing data anonymization techniques do not consider person-
alization. [11] proposed a personalized privacy preservation
method for a static database. In this method, a hierarchical
taxonomy is constructed for each attribute. Every user can
specify the level of detail in the hierarchy for each attribute
and then she can represent her preference. In this paper, we
extend the idea considering our context.

3. OVERVIEW OF THE APPROACH

3.1 Objectives of anonymization
We employ the following policies to take trade-off between

privacy preservation and service quality.

• Identification probability : The probability represents
how a user is related with a profile. A user prefers a
low identification probability, but an advertiser would
expect to high identification probability for the good
service. Thus, we assume that each user can specify
the threshold of the identification probability in her
profile. In our approach, the identification probability
of an anonymization result should be as large as possi-
ble with the constraint that the probability should be
smaller than the threshold.

• Attribute generalization: Attribute generalization is a
fundamental method for protecting privacy. However,
excessive generalization results in low service quality,
and preference on attribute generalization depends on
each user. Therefore, we consider that each user can
specify a preferred disclosure level for each attribute;
the anonymization algorithm should not violate this
restriction and tries to group users with similar at-
tribute values.

• Area size: A cloaked region with a large size results
in a poor service quality. We assume that the system
sets the maximum area size for a cloaked region.

3.2 Taxonomy for attribute domain
The taxonomy for an attribute domain is used in the pro-

cess of generalization. We assume that there exists a hierar-
chical taxonomy for each attribute domain. Figure 3 shows
an example for “age” domain. The root node any at level
0 represents all the domain values and the leaf nodes cor-
respond to the most detailed information. Note that Fig. 3

only shows only the descendants of node [20-39] for sim-
plicity. We assume that taxonomies are available for other
domains (e.g., ZIP code).

Figure 3: Taxonomy for “Age” domain

We also assume that each user can specify a disclosure
level for each attribute. For example, consider a user with
age 23. The user can specify node [20-29] as her disclosure
level for the age domain. If the selected node is near the leaf
level, the user can receive more personalized advertisements,
but the privacy may not be well protected.

3.3 Profile
Each mobile user constructs a profile to represent her pref-

erences on service quality and privacy levels. The trusted
matchmaker maintains profiles. An example of user profiles
is shown in Fig. 4.

ID Age Sex Threshold Prob.
u1 23 [20-29] M [Any] 0.4
u2 26 [20-39] M [M] 0.5
u3 22 [20-24] F [F] 0.6
u4 38 [30-39] F [Any] 0.5
u5 24 [20-24] M [M] 0.5

Figure 4: Example of profiles

The contents of profiles are as follows:

• Attribute value: It represents the attribute value of the
user (e.g., Age = 23 for user u1)

• Attribute disclosure level : The level is given by speci-
fying a taxonomy node (e.g., [20-29] for user u1’s Age
attribute)

• Threshold for identification probability : The user re-
quests that her identification probability should be
smaller than this value.

3.4 Attribute observability
Now we introduce a new criterion called observability.

Definition 1 (Observability). Attribute observabil-
ity is a measure of how we can guess its actual value by
visually observing the user.

For example, “Sex” is easy to guess, but “Birthplace” is
difficult to estimate by an observation. In this case, the
observability of “Sex” is higher than “Birthplace”. In this
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paper, we assume that the observability of an attribute do-
main (e.g., age) is represented by a probability and takes a
system-wide constant value.

We take the following approach for other two properties
on attribute privacy.

• A user can specify the disclosure level of each attribute
to reflect her preference on sensitivity. For example, if
a user considers that her age is very sensitive, she can
specify “any” node in Fig. 3. Note that a user cannot
fully control her sensitivity because an adversary may
watch the user directly.

• A user can control visibility by specifying the disclo-
sure level of each attribute. If we select the leaf-level
node, the visibility is the highest, but it depends on
the attribute domain whether the attribute is actually
observable.

3.5 Matching degree
To use the notion of observability in an anonymization al-

gorithm, we need to introduce a method to measure the
observability of an attribute. We take the following ap-
proach: we measure the degree considering taxonomy nodes.
For example, consider attribute “Age”. The attribute value
age = 21 is highly related with node [20-24], but has little
relationship with node [30-34]. We call the degree that user
ui and taxonomy node nk match their matching degree and
define it as follows:

match(ui → nk) = Pr(nk |ui). (1)

When there are K nodes in a level of the taxonomy, the
aggregated matching degree is defined as follows:

K∑

k=1

match(ui → nk) =

K∑

k=1

Pr(nk |ui). (2)

In this paper, we assume that the matchmaker holds the
predefined matching degrees between all the combination of
attribute values and taxonomy nodes. Figure 5 shows an
example. Due to the limited space, we omit the level 0 node
[any] and only show some representative nodes.

l = 1 l = 2 l = 3
ID [20-39] [20-29] [30-39] [20-24] [25-29] [30-34] [35-39]

u1 0.88 0.88 0.00 0.54 0.34 0.00 0.00
u2 1.00 0.90 0.10 0.38 0.52 0.10 0.00
u3 0.79 0.79 0.00 0.56 0.23 0.00 0.00
u4 0.64 0.00 0.64 0.00 0.00 0.11 0.53
u5 0.97 0.95 0.02 0.51 0.44 0.02 0.00

Figure 5: Matching degrees

In this paper, we assume that each attribute in a profile
is independent. Therefore, the total matching degree can be
calculated by multiplying attribute-wise matching degrees.

3.6 Identification probability
An identification probability is a probability that a user

is identified by watching the users in the target area with
the anonymized profiles. If the identification probability is
lower than the threshold probability specified by the user,
we can say that the requirement of the user is satisfied. As
described below, an identification probability is calculated
using matching degrees.

3.6.1 Computing identification probability for two
users

We first consider a simpler case when there are two users
(u1, u2) and their anonymized profiles are given as Fig. 6.
Note that an adversary does not know which user corre-
sponds to which of the profile entries. Therefore, the ad-
versary should consider two cases (u1 : p1, u2 : p2) and
(u1 : p2, u2 : p1). Clearly, the following equation holds:

Pr(u1 : p1, u2 : p2) + Pr(u1 : p2, u2 : p1) = 1. (3)

pid Taxonomy Node
p1 [20-24]
p2 [25-29]

Figure 6: Anonymized profiles

For computing the probability, we consider the following
idea. We play a dice for each user ui. A dice has a face
corresponding to each taxonomy node and its occurrence
probability obeys the matching degree. In this example, we
play two dices for u1, u2 at the same time and there are four
patterns of the results: (u1 : p1, u2 : p1), (u1 : p1, u2 : p2),
(u1 : p2, u2 : p1), and (u1 : p2, u2 : p2). The occurrence
probability of (u1 : p1, u2 : p2) is calculated as

Pr(p1|u1)× Pr(p2|u2) = 0.54× 0.52 = 0.281, (4)

and the probability of (u1 : p2, u2 : p1) is given as

Pr(p2|u1)× Pr(p1|u2) = 0.34× 0.38 = 0.129. (5)

Since (u1 : p1, u2 : p1) and (u1 : p2, u2 : p2) are prohibited
patterns (one profile entry does not correspond to multi-
ple users), we omit when these patterns occur. Thus, the
identification probabilities are given as

Pr(u1 : p1, u2 : p2) =
0.281

0.281 + 0.129
= 0.69 (6)

Pr(u1 : p2, u2 : p1) =
0.129

0.281 + 0.129
= 0.31. (7)

3.6.2 Computing identification probability for gen
eral case

The basic idea is similar to the former case. For exam-
ple, if the number of users is three, we should consider six
combination patterns.

For the anonymization, we need to consider an identifica-
tion probability of each user. Consider users u1, u2, u3 and
profiles p1, p2, p3 are given. User u1 is only interested in her
identification probability is lower than the specified thresh-
old and does not care the identification probabilities of u2

and u3. As an example, the probability that user u1 and
profile p1 is related with is calculated as

Pr(u1 : p1) = Pr(u1 : p1, u2 : p2, u3 : p3)

+ Pr(u1 : p1, u2 : p3, u3 : p2). (8)

In the following, we use the term identification probability
in this sense.

4. ANONYMIZATION ALGORITHM
Table 1 shows the symbols used for describing the algo-

rithm. The algorithm consists of two components: profile
generalization and user group construction.
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Table 1: Symbols and their definitions

Symbol Definition
ui Mobile user
pj Profile
nk Taxonomy node
uq User who requested an advertisement
uq.t The time when uq issued a request
uq.et Request duration time for uq

uq.th Threshold probability of uq

UR Set of users in a cloaked region
UC Candidate set for UR

HU Priority heap of users who requested
advertisements

PR Profiles for users in UR

4.1 Generalization of profiles
For lowering the identification probability for each user,

we perform generalization of user profiles in a target cloaked
region. A profile is, as described above, a set of taxonomy
nodes. Since we assume that attributes are independent,
the process results in generalization of each attribute in the
corresponding taxonomy. Note that the minimum identifi-
cation probability obtained by generalization is 1/N when
N users are in the candidate cloaked region.

Algorithm 1 shows the generalization algorithm when N
users exist in the cloaked region. LUB(n1, n2, ..., nN ) re-
turns the least upper bound of taxonomy nodes n1, . . . , nN

for the target attribute. In Fig. 3 for example, we get

LUB([20-25], [25-29]) = [20-29]

LUB([20-25], [30-39], [40-]) = [any]

LUB([20-29], [20-25]) = [20-29].

generalize is a function which generalizes ni to the speci-
fied level. Given the least upper bound node and the disclo-
sure level specified by the user, it employs the highest one
for the generalization.

Algorithm 1 Taxonomy Node Generalization

1: procedure generalizeNode
2: ñ← LUB(n1, n2, ..., nN )
3: for all i such that 1 ≤ i ≤ N do
4: n′

i ← generalize(ni, max(ui.discl level, ñ.level))
5: end for
6: return {n′

1, n
′
2, ..., n

′
N}

7: end procedure

4.2 User group construction
Algorithm 2 shows the outline of the anonymization pro-

cess when a user requests a service. At line 2, we insert the
user id into priority heap HU . HU is ordered by the expi-
ration time, which is the sum of the service request time
and the duration time. At line 5, we check whether the
bounding box for the grouped users is larger than the max-
imum limit size. generalizeProfile at line 6 performs
generalization of profiles. It uses the aforementioned gen-
eralizeNode function for node generalization. From line
7 to 12, we check whether the identification probability is
lower than the threshold. If it is successful, we remove all

S’s (the sets that contain the finished users) from the can-
didate set UC . Function checkExpiration from line 17 is
for checking and managing the expireation of user requests.

Algorithm 2 Anonymization

1: procedure anonymize(uq)
2: Add user id into HU

3: . heap entries are ordered by {uq, uq.t + uq.et}
4: for all UR such that UR ∈ UC do
5: UR ← UR ∪ uq

6: if getMBRSize(UR) ≤ MAX RECT SIZE
then

7: PR ← generalizeProfile(UR)
8: if ∀ui ∈ UR,∀pj ∈ PR, Pr(ui : pj) ≤ ui.th

then
9: ∀S ∈ UR, remove S from UC

10: return {UR, PR}
11: else
12: UC ← UC ∪ UR

13: end if
14: end if
15: end for
16: end procedure

17: procedure checkExpiration
18: while true do
19: {u, deadline} ← pop(HU )
20: if deadline > now then
21: Remove all the sets that contain u from UC

22: else
23: break
24: end if
25: end while
26: end procedure

We illustrate how the algorithm works using Fig. 2. As-
sume that the requests are issued with the order u1, u2, u3, u4, u5.
The process of candidate maintenance in the matchmaker is
shown in Fig. 7, where “Ev” represents “Event”. We can
see that the candidates of cloaked regions increase during
the process until the output of the user group {u1, u2, u5},
which corresponds to a cloaked region. Note that each can-
didate of cloaked region consists of users, their profiles, and
their identification probabilities.

Ev Candidate Groups
init g0 = ∅
u1 g1 = g0 ∪ {{u1[20-24] : 1.0}}
u2 g2 = g1 ∪ {{u2[25-29] : 1.0},

{u1[20-29] : 0.5, u2[20-29] : 0.5}}
u3 g3 = g2 ∪ {{u3[20-24] : 1.0}}
u4 g4 = g3 ∪ {{u4[30-34] : 1.0},

{u1[20-29] : 1.0, u4[30-39] : 1.0},
{u2[20-39] : 0.91, u4[30-39] : 0.91},
{u1[20-29] : 0.55, u2[20-39] : 0.5, u4[30-39] : 0.95}}

u5 g5 = g4 ∪ {{u5[20-24] : 1.0},
{u1[20-24] : 0.5, u5[20-24] : 0.5},
{u2[20-29] : 0.56, u5[20-24] : 0.56},
{u1[20-29] : 0.4, u2[20-29] : 0.37, u5[20-24] : 0.34}}

out {u1, u2, u5} is output.
After the output, candidate groups are
g6 = {∅, {u3[20-24] : 1.0}, {u4[30-34] : 1.0}}.

Figure 7: Management of candidates
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At the initial state, the candidate set is empty: UC = ∅.
As requests arrive, the number of candidates increases, and
the algorithm performs profile generalization and identifica-
tion probability calculation. For example, since the thresh-
old probability of u1 is 0.4 in Fig. 4, if the calculated identifi-
cation probability for u1 is less than 0.4, the anonymization
is considered successful for u1. Note that the maximum size
of MBR is defined by the system parameter. Therefore, user
u3, which is far away from u1 and u2, is not grouped with
them.

In the example of Fig. 2, we cannot get a satisfactory
grouping until u4 arrives. When u5 requests a service, we
can get an anonymization group {u1, u2, u5}, which satisfies
the constraints of identification probabilities. The match-
maker sends the constructed group to an appropriate adver-
tiser and then removes the candidates which include u1, u2,
and u5 from UC . The remaining users u3 and u4 should wait
the forthcoming user requests.

4.3 Processing strategies and evaluation crite
ria

The algorithm shown in Subsection 4.2 was the baseline
(naive) algorithm. It outputs an anonymized group when
a group of users that satisfies the constraints can be con-
structed. We can consider other option such that we wait
the decision for a better grouping until the earliest deadline
of users is reached. For selecting an appropriate strategy, it
is important how to evaluate an anonymization result. We
employ the following evaluation criteria:

• Throughput : It is the ratio how many users can be
anonymized among all the requested users. A large
throughput is preferrable.

• Quality (Detailedness): From the perspective of an ad-
vertiser, detailed information is better. For evaluating
the detailedness, we use the average level of taxonomy
nodes after the anonymization process. For example,
assume that we only have “Age” attribute and there
are two generaliation results: r1 = {[20-24], [20-24],
[25-29]} and r2 = {[20-24], [20-29], [20-29]}. Since the
levels of [20-24] and [25-29] are three and the level of
[20-29] is two, the average levels of r1 and r2 are 3 and
2.33, respectively. We can deduce that r1 is better
than r2 in quality.

5. EXPERIMENTAL EVALUATION

5.1 Setting of experiments
We evaluate the performance of different strategies using

synthetic data and simulation-based data. The synthetic
data is generated by multiple two-dimensional Gaussians
with different centers and variances. The simulation-based
data is obtained from the road network of Oldenburg city
used in Brinkhoff’s moving objects generator [2]. Although
the generator generates moving histories of moving objects,
we only use their first appearance places since we do not
consider movement of users.

The basic settings of simulation parameters are shown in
Table 2. In the default setting, we assume that requests are
issued based on a Poisson arrival and a new user requests a
service in every 1/100 second with the probability parameter
λ = 0.1 (if two users issue requests at the same time, one
of the users should wait other one’s process). Once a user

issues a request, she does not issue another request later. In
the simulation, we assume that there is only “Age” attribute
in the profiles. The range of age is from 20 to 39, and the
matching degrees are set based on Fig. 5 (the lacked entries
in the figure are filled). We extend the taxonomy shown in
Fig. 3 and selects disclosure levels from 1 (node [20-39]) to
3 (leaf nodes).

Table 2: Basic parameters and their settings

Name Value
Number of users 1000

Unit time of advertisement request 1/100 s
Advertisement request frequencies 10 times/ s

Used attribute Age
Range of user age [20, 39]
Disclosure level 1, 2, 3

Threshold probability 0.3, 0.4, 0.5
Expiration duration 10 s± 10%

Maximum area of a cloaked region 1000× 1000

5.2 Strategies for anonymization
Based on the idea shown in Subsection 4.3, we consider

the following seven strategies:

• Naive: This is the algorithm in Algorithm 2. We pro-
cess each user based on the arrival order and then out-
put a group immediately when we can construct it.

• The following two strategies share the same idea. We
do not output a constructed group immediately and
wait the appearance of a better group.

– Deadline-based : This strategy maintains the can-
didate groups until the earliest deadline of the
current users approaches. If a new user arrives,
we try to add this user into the existing candi-
date groups. If the existing groups cannot merge
the user, we try to construct new groups with the
existing non-grouped users based on Algorithm 2.

– Lazy : This is similar to deadline-based. When we
add a new user, deadline-based checks the existing
groups which satisfy the threshold probabilities
first. In contrast, this strategy checks the groups
which do not satisfy the threshold probabilities
first. The lazy strategy can be said as a variation
of naive which waits the deadline and cares users
who are not in the current candidate groups.

• The following two strategies are also based on the same
idea. They maintain all the candidate groups that sat-
isfy threshold probabilities. When the earliest deadline
of users approaches, they select one group from the ex-
isting candidates. The groups selected and output are
different as follows:

– Many-first : The group which has the largest num-
ber of users among the groups that contain the
user.

– Next-deadline-based : The group which contains
the user with the next-earlier deadline. The in-
tuition is that we care the user whose deadline
approaches near future.

38



– Avg-deadline-based : The group with the earliest
average deadline.

– Threshold-based : The group which contains the
lowest threshold probability.

5.3 Experiment 1: Users’ request frequencies
In this experiment, we change the frequencies of user re-

quests and we check the number of users whose anonymiza-
tion processes are successful. Increase of request frequency
results in a large number of users in the target area, and
we can estimate that many groups will be generated. We
consider four cases of request frequencies: 5, 10, 50, and
100 times per second. This experiment is done using the
synthetic data and we use the parameter settings shown in
Table 2. The experimental result is shown in Fig. 8. Three
methods naive, deadline-based, and lazy have good through-
puts as the increase of request frequency. In contrast, many-
first, next-deadline-based, avg-deadline-based, and threshold-
based have bad performance especially for 50 / 100 times per
second. The reason is that the four methods maintain all
the candidate groups so that their number rapidly increases
as the increase of users.
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Figure 8: Request frequencies and number of quali-
fied users

Figure 9 shows the number of users of two types: 1)
whose process is delayed more than 0.1 seconds due to the
foregoing users’ processes do not finish, and 2) whose pro-
cess is expired since the wait time reaches the deadline.
We consider four strategies naive, deadline-based, lazy, and
many-first. We can see that delays happen in deadline-
based and especially in many-first. Note that next-deadline-
based, avg-deadline-based, and threshold-based have almost
the same result with many-first. Since many-first, next-
deadline-based, avg-deadline-based, and threshold-based con-
tain all the groups which satisfy the threshold probabilities,
the increase of the number of candidates results in delays
for the requests.

5.4 Experiment 2: Changing maximum area
size

We perform experiments by changing the maximum area
size of a cloaked region (MAX RECT SIZE in Algorithm 2)
from 500× 500 to 2000× 2000.

Figure 10 shows the number of qualified users for the syn-
thetic data and the uniform attribute distribution. When
the maximum size is 2000 × 2000, delays happen only for
avg-deadline-based and results in the low the number of
qualified users. The number of qualified users are large for
many-first, deadline-based, and threshold-based. Figure 11
shows how user attributes are generalized. In this figure,
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Figure 9: Request frequencies and delays

naive and lazy provide reults with good quality in which
moderate generalization is performed.
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Figure 10: Maximum area sizes and number of qual-
ified users
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Figure 11: Averaged attribute generalization levels

Additionally, we performed similar experiments using the
simulation-based dataset and the correlated distributions,
but the trends were similar.

5.5 Experiment 3: Changing user conditions
In this experiment, we observe the behaviors when we

change deadline and identification parameters in Table 2
using the synthetic data. First, we change the deadline to
10 ± 50%. Figure 12 shows the qualified users for each
deadline setting. We anticipate that next-deadline-based
and avg-deadline-based have good results, but the results
are different—deadline-based and many-first, which do not
care deadlines, perform well. Detailed analysis reveals that
deadline-based strategies could output users with nearly ex-
piring, but failed to output groups which contain many users.
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Figure 12: Number of qualified users for each dead-
line

Next, we change the deadline setting to the original one
(10 ± 10%), but add 0.2 to threshold probabilities. Fig-
ure 13 shows the number of suceeded users for each threshold
probability setting. In contrast to the case above, threshold-
based, which tries to output low threshold ones, shows a
good result for the threshold setting of 0.3. However, it is
worse than deadline-based and many-first, which do not care
thresholds and try to output groups with many users. All
the strategies could not make a group for users with thresh-
old settings lower than 0.2.
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Figure 13: Number of qualified users for each
threshold probability setting

5.6 Discussion
In terms of throughputs, many-first showed good perfor-

mance. Compared to the strategies that considers deadline
and threshold (avg-deadline-based, next-deadline-based, and
threshold-based), the quality of the generated groups were
better. However, these four strategies have a common prob-
lem when request frequency is high due to the increase of
the number of candidate groups. For such a heavy-traffic
case, the naive strategy might be a better choice since it
can achieve high successful rate with low cost. It may be
possible to change strategies considering the traffic.

In terms of the availability of cloaked regions, lazy was
good. In this strategy, since generalization is not performed
agressively, the quality of the results was generally good.
This is a good property for advertisers. In addition, the
strategy can support many users without serious delays.

6. CONCLUSIONS
In this paper, we have proposed a new anonymization

method for location-based services. The feature is that

we consider not only location information but also user at-
tributes. For that purpose, we defined a new criteria called
observability and introduced the notion of a matching de-
gree. We proposed several variations of strategies and eval-
uated their performance based on the experiments.

Future work includes the development of robust and high-
throuput method and a new algorithm which can anonymize
users with low threshold settings.
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ABSTRACT 

The distribution of data sources has formed a classical challenge 

for data management. The LINDO framework is an open system 

that manages the indexing, storage and retrieval of multimedia 

contents that are distributed in different remote servers and 

generated in a real time basis. The main objective of this 

framework is to provide efficient information retrieval with 

minimal processing costs. This was achieved through the proposal 

of an efficient decentralized content indexing mechanism. When 

considering the pervasive and mobile access to the managed 

content, the need of an access control becomes essential. In this 

paper, we apply an access control layer on top of the LINDO 

architecture that manages access based on the RBAC model and 

realizes decision making using the XACML standard. We explore 

the challenges that face the system in processing access requests 

showing how an access denial could influence the system’s 

usability especially when returned to a user facing an important 

situation. Thus, we propose to apply flexible decision making that 

searches for alternative resources. This operation is performed 

using PSQRS, a query rewriting system that aims to provide users 

with pervasive accessibility where they could access any needed 

multimedia source at anytime, anywhere and anyhow.  

1. INTRODUCTION 
The necessity of handling a huge quantity of multimedia content 

created by multiple sources in a distributed environment emerges 

and raises new challenges concerning the indexing and access to 

the multimedia content, such as: distributed storage and 

decentralized processing, choice of the indexing algorithms, real 

time information retrieval and location-aware retrieval. On top of 

that we have to consider also that the users are more and more 

mobile and they need to access the system from anywhere. In such 

mobile and pervasive contexts, privacy and security management 

is a central issue.  

In this paper, we present a new layer on top of the architecture 

proposed by the LINDO project1 in order to tackle the above-

mentioned challenges. The objective of the LINDO project was to 

build a distributed system for multimedia content management, 

and to ensure effective indexing and storage of data acquired in 

real time. The project didn’t address the issues linked to data 

privacy and security. 

Knowing that ensuring the protection of multimedia content is a 

key issue in certain application domains (e.g., video surveillance, 

                                                                 
1 http://www.lindo-itea.eu 

medical domain, etc.), the access control management should be 

taken into consideration at the different levels of data processing 

and should take into account the user’s mobility. Meanwhile, 

these security constraints should not affect the user’s accessibility 

needs especially in important situations. 

Our objective is to include the access control within the query 

processing and enrich it within the LINDO framework in order to 

attain a pervasive accessibility that enables the user to access 

multimedia sources at anytime, anywhere and anyhow. To achieve 

this goal, we have employed PSQRS – Pervasive Situation-aware 

Query Rewriting System – that offers adaptive context and 

situation-aware access solutions. The decision making within the 

system is based on the RBAC model [10] and employs the 

XACML standard [16]. These technologies are adapted to the 

distributed access management needs within the LINDO 

framework. 

The solution overcomes the access denials taking place in real 

time mobile situations by modifying the query processing 

mechanism of the LINDO framework and by providing adaptive 

solutions that can bypass the access control constraints. 

Next in section 2, we introduce a state of the art covering the 

different systems managing distributed multimedia content in 2.1, 

the basic standards for distributed access control management in 

2.2 and some research about multimedia access control in 2.3.  

The LINDO approach for efficient multimedia distributed content 

management is described in Section 3 through its architecture, as 

well as its indexing and querying mechanisms. In section 4, we 

apply an access control layer on top of the LINDO architecture. In 

section 5, the adaptive access control solution is illustrated 

through a video surveillance use case. Finally, conclusions and 

future work directions are provided in section 6.  

2. STATE OF THE ART:  

2.1 Distributed Multimedia Systems 
The constant growing dimension of the multimedia collections 

that are generated every day brings to the light problems of 

efficient indexing and retrieval. The solution to these issues 

passes through the generation and management of the metadata 

associated to the multimedia content.  

These metadata are obtained through the application of indexing 

algorithms, which have different performances, purposes and 

constraints. Besides, a great heterogeneity of indexing algorithms 

has been defined in the state of the art (e.g., [4] for texts, [13] for 

images, [18] for audios, [20] for the videos). In a multimedia 

information system it is not desirable to execute all available 
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indexing algorithms on all multimedia contents; because these 

will (i) overload the system and (ii) produce metadata that might 

never be used.  

 In the following, we present some distributed systems that 

manage multimedia contents by emphasizing the architectural 

choice and the adopted solution for multimedia indexing. 

A distributed management of the multimedia is used by many 

projects due to the mobile acquisition context of these contents. 

An advantage of this kind of systems is that they benefit from the 

distributed storage and processing of the multimedia content and 

thus, the performances of the system can be improved. 

The distributed systems that handle multimedia contents employ 

peer-to-peer or service-oriented architectures. The major problem 

that these systems encounter is the heterogeneity of indexing 

algorithms and of the generated metadata. The following projects 

addressed this problem in different manners. 

The SAPIR (Search on Audio-visual content using Peer-to-peer 

Information Retrieval) project [2], [15] proposes a hybrid peer-to-

peer architecture for the management of multimedia contents. It 

employs three specialized indexing servers, where each peer sends 

its ingested contents in order to be indexed. The resulted metadata 

is sent back to the peer that ingested the multimedia content in 

order to store it. 

The DISCO (Distributed Indexing and Search by Content) 

project2 has chosen a structured peer-to-peer architecture for the 

management of multimedia contents [5]. The indexing is 

accomplished at each peer, at the contents acquisition time. Each 

peer sends a summary of its index that is concatenated to a global 

index which is sent to all the other peers.  

The CANDELA (Content Analysis and Network DELivery 

Architectures) project3 is focused on the video content analysis 

and retrieval into a Service Oriented Architecture, where the 

content is stored and indexed on the distributed servers. The 

proposed solution was implemented for several use cases: 

personal mobile multimedia management [17], video surveillance 

[14], [12]. 

The WebLab project4 proposes an integration infrastructure that 

enables the management of indexing algorithms as Web Services 

in order to be used in the development of multimedia processing 

applications [11]. These indexing services are handled manually 

through a graphical interface.  

The VITALAS (Video & image Indexing and retrieval in the 

Large Scale) project5 capitalizes the WebLab infrastructure in a 

distributed multimedia environment [22]. The architecture enables 

the integration of partner's indexing modules as web services. The 

multimedia content is indexed off-line, at acquisition time.  

The MODEST (Multimedia Object Descriptors Extraction from 

Surveillance Tapes) project6 proposes a multi-agent system for the 

                                                                 
2 http://www.lamsade.dauphine.fr/disco/index 

3 http://www.hitech-projects.com/euprojects/candela 

4 http://weblab-project.org/ 

5 http://vitalas.ercim.org 

6 http://www.tele.ucl.ac.be/PROJECTS/MODEST/index.html 

video surveillance of motorways, in which they detect strange 

events, identify objects (persons, cars, trucks) and track the 

objects in the videos acquired by different cameras [1]. The video 

content is indexed by a segmentation agent on the same server 

where it is stored. The obtained segmentation is employed by 

other collaborative agents in order to detect anomalies, which are 

displayed to the user as summaries.  

A comparative study of these systems shows that no matter what 

the architectural choice is, the content indexing is usually done on 

dedicated servers (the content and the associated resulting 

metadata are transferred over the network) using a pre-defined set 

of indexing algorithms. These algorithms are executed on all 

ingested multimedia. Thus, the resource consumption is not 

optimal. This important consumption problem was addressed by 

the LINDO project, which proposes a distributed architecture for 

the management of multimedia contents, which is favoring 

reduced resource consumption, in terms of data transfers over the 

network, storage and CPU utilization. 

2.2 Distributed Access Control  
Access control and privacy protection are key issues nowadays, 

especially in the context of distributed systems. In this section, we 

present two main standards that are widely employed for 

managing access control within distributed environments: the 

RBAC model and the XACML standard. 

2.2.1 The RBAC Model 
The principal motivation behind the proposal of the RBAC (Role 

Based Access Control) model [10] was to enable easy 

specification and enforcement for enterprise specific security 

policies in a way that maps naturally to an organization’s 

structure. The RBAC model has simplified the administration and 

modification (updates) of access privileges especially in the case 

of assigning permissions for a large number of users accessing 

distributed resources. 

The main concept of the RBAC model was to group users within 

roles that reflect their organizational positions then, simply 

distribute permissions to these roles instead of repeating the 

process for each individual. 

As illustrated in Figure 1, the role is placed at the heart of the 

RBAC model and is seen as an intermediary element that connects 

between the users and permissions as it attributes a set of 

privileges to those users based on their roles. These permissions 

(PRMS) allow the users to perform operations (OPS) on system 

sources expressed as objects (OBS). 

2.2.2 XACML 
The RBAC model managed to solve the challenge of 

administrating access permissions to distributed data sources by 

Figure 1: The RBAC Model 
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providing centralized management for permissions through roles. 

With the evolution of service-oriented architectures and web 

services, new challenges has arisen and the problem of managing 

access becomes more complicated as the access control policies 

are also being distributed and more dynamic since they’re 

managed by different administrating authorities. To resolve this 

problem, the XACML standard was introduced by [16]. 

XACML (extensible Access Control Markup Language) is an 

XML based policy language that describes access control policies 

to allow the attribution of user privileges on system sources. The 

standard provides a system for authentication and authorization 

taking into account various factors related to the user’s context. 

XACML provides an expressive security policy for data exchange 

within dynamic environments, which enables a flexible way to 

express and enforce access control policies.  

As shown in Figure 2, as a client makes a resource request upon a 

server; a PEP (Policy Enforcement Point) interferes to ensure a 

secure and authorized access. In order to enforce a security policy, 

PEP will formalize attributes describing the requester (these 

attributes can be extracted from the user profile) to the PIP 

(Policy Information Point) and delegate the authorization decision 

to the PDP (Policy Decision Point). Applicable policies are 

located in a policy store PAP (Policy Administration Point) and 

evaluated at the PDP, which then returns the authorization 

decision. Using this information, the PEP can deliver the 

appropriate response to the client and ensures that only authorized 

resources are accessed. 

2.3 MULTIMEDIA ACCESS CONTROL 
The projects mentioned in Section 2.1 were focused on the 

indexing and retrieval of multimedia contents, but none of them 

took into consideration problems related to the privacy and access 

control management of the contents and systems resources.  

Meanwhile, many solutions have been proposed in order to secure 

the access to multimedia databases and systems. While some 

authors were interested in the security of the connection to the 

systems and on the distribution of the contents [19], others were 

focused on the content-based multimedia access control with fine-

grained restrictions at a specific level of the multimedia data [9].  

[8] proposes a framework that addresses multi-level multimedia 

access control by adopting RBAC, XML, and Object-Relational 

Databases. The authors associated roles to users, IP addresses, 

objects and time periods. All multimedia contents handled by 

their system have to be segmented. Only the objects which have 

roles associated to are extracted from the multimedia contents. 

The system stores several versions of the multimedia contents, the 

original one and one for each user-based restriction.  

[21] Studied the confidentiality and privacy issues in the context 

of a video surveillance system. They also defined access rights to 

different hierarchical objects that can be extracted from the video 

contents. They focused on the detection of suspicious events. 

3. THE LINDO APPROACH  

3.1 System Architecture 
The main goal of the LINDO project (Large scale distributed 

INDexation of multimedia Objects) is to define a distributed 

system for multimedia content management, while focusing on the 

efficient use of the resources in the indexing and query processes. 

Thus, not only the multimedia contents storage is distributed but 

also the indexing process. The originality of this solution is that: 

(a) the content is not moved to indexing servers, but indexing 

algorithms are deployed on the servers where the content is 

acquired; (b) the indexing process is accomplished in two steps: a 

generic indexing at ingest time (i.e., implicit indexing) and a more 

detailed one at query time (i.e., explicit indexing). The Figure 3 

illustrates an example of the distributed architecture proposed 

within LINDO project. A more detailed presentation of the 

LINDO architecture can be found in [6].  

 

Figure 3: Example of LINDO architecture 

Thus, the adopted distributed architecture enables to bypass 

problems that are specific to centralized systems like:  

(1) The query processing slowness: executing the query on all 

metadata existing in the system might overload the central server, 

especially when processing complex queries and when several 

queries are executed simultaneously. 

(2) The network bandwidth overload: in a classical approach all 

contents and associated metadata are transferred to central server 

or to dedicated servers. 

 (3) The system centralization: this could rise problems like fault 

resistance, if the central server is no longer available the metadata 

collection needs to be recomputed. 

(4) The violation of access rights concerning the contents: some 

metadata shouldn’t be stored on the central server for privacy 

reasons. 

Figure 2: The XACML dataflow 
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 Indoor Outdoor 

Intrusion - Presence of people - Presence of people & vehicles 

Counting - Number of people 

- Main color of the upper part of 

the people 

- Number of people, number of vehicles 

- Main color of the people upper part. 

- Main color of vehicles 

 

  
Figure 4: Examples of Metadata attained by applying Implicit Indexing Algorithms  

 Indoor Outdoor 

Intrusion - Presence of people - Presence of people & vehicles 

Counting - Number of people 

- Main color of the upper part of the 

people 

- Face recognition 

- voice recognition & speech-to-text  

- Number of people, number of vehicles 

- Main color of the people upper part. 

- Main color of vehicles 

- Car plate number 

- Face recognition 

 

  
Figure 5: Examples of Metadata attained by applying Explicit Indexing Algorithms  

 

3.2 System Functionality 
The functionality adopted within the previously presented system 

architecture goes as follows: the content is acquired and stored on 

the remote servers, and the collection of indexing algorithms is 

stored and managed on the central server. This collection is 

variable; at any moment we can integrate new algorithms with 

different functionalities, execution constraints and performances. 

3.2.1 Indexing Mechanism 
In order to reduce resource consumption, the architecture allows 

the indexing of multimedia contents to be accomplished at 

acquisition time (i.e., implicit indexing) with some generic 

algorithms (e.g., person detection, dominant color detection) and 

on demand (i.e., explicit indexing) with some algorithms that will 

analyze the contents more in detail (e.g., person recognition, 

register plate detection). This avoids executing all the indexing 

algorithms at once and producing metadata that might never be 

used but raises access rights issues concerning the explicit 

indexing. The Figure 4 and Figure 5 offer some indexing 

algorithms examples that illustrate the difference of the level of 

detail attained by the implicit and explicit indexing. These 

algorithms differentiate between two types of context acquisition 

(indoor and outdoor).   

3.2.2 Query Processing Mechanism 
The query processing (illustrated in Figure 6) begins with the 

query specification on the central server. First, the query is 

processed and executed on the metadata collection on the central 

server (which is a summary of the metadata collections from 

remote servers) in order to select the remote servers that could 

provide answers to the query and it is sent for execution to the 

selected servers. Among the servers that were not selected at the 

first step, there could be some servers that contain relevant 

information that has not been indexed with the right algorithms. 

For this reason, the LINDO solution detects such supplementary 

algorithms [7] and starts their execution (i.e., explicit indexing) 

on a sub-collection of multimedia contents. All the results 

obtained from the remote servers are sent to the central server, 

where they are combined and displayed to the user. 

 

 Figure 6: Query Processing Flow Chart 
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4. ADDING AN ACCESS CONTROL 

LAYER TO THE LINDO ARCHITECTURE  
The sensitivity of the multimedia content and the privacy 

protection law that imposes anonymity constraints justify the need 

of applying an access control scheme on top of the LINDO 

architecture. The proposed layer customizes access based on the 

user’s role (RBAC model) and is responsible for managing:  

1. The access rights granted to users or services demanding access 

to the multimedia sources (e.g., video surveillance, medical 

domain, etc.) that vary not only according to their role but also in 

terms of their context (time, location, etc.).  

2. The access rights for executing queries that employ the explicit 

indexing algorithms: the risk of disclosing personal or 

confidential information arises with the level of detail sought and 

provided by the indexing algorithm increases.  

We highlight that in the context of adding this access control 

layer, the lack of responses returned to a user’s query might not 

only be due to the lack of results existing within the system but 

also due to access restrictions imposed by the security layer. 

4.1 A Pervasive Vision for LINDO 
Our goal is to apply the access control layer and to balance 

between the security constraints and the user needs to find 

solutions that can ensure seamless accessibility to the requested 

resources at any time, from anywhere and anyhow. 

The pervasive accessibility that we aim to provide matches with 

the pervasive characteristics of the LINDO system, which are: 

• The distribution of multimedia sources. 

• The variation of the entities managing these resources. 

• The evolutive nature of these resources (generated and 

indexed in real time). 

• The sensitivity and confidentiality of their content. 

• The diversity of contextual information. 

• The distribution of the indexing process performed by a 

variety of indexing algorithms. 

• The execution of access requests in real time. 

• The importance level of obtaining reactive solutions in 

important consultations or critical situations. 

4.2 Confronting Accessibility Challenges with 

Adaptive Access Control  
Managing access requests becomes more challenging within 

pervasive environments due to the dynamicity of contextual and 

situational information. Our objective is to ensure an efficient 

information retrieval process despite the security challenges. In 

order to achieve this objective, we employ PSQRS (Pervasive 

Situation-aware Query Rewriting System) - an adaptive decision-

making system that confronts access denials taking place in real-

time consulting situations by rewriting access requests in order to 

offer alternative-based access solutions.  

The access control relaxation that we propose to carry out respects 

the access rights defined to protect the multimedia content and 

applies the adaptive decision-making at two functionalities: 

1. The choice of using the explicit indexing algorithms 

(located on remote servers). 

2. The presentation of the video contents (the identity of 

filmed persons in a video surveillance system is 

protected by privacy laws that assure their anonymity).  

Next, we introduce the detailed functionality of the PSQRS 

architecture. 

4.3 The PSQRS Architecture  
As illustrated in Figure 7, the PSQRS (Pervasive Situation-aware 

Query Rewriting System) architecture contains several 

components and the sequence of its functionality starts from the 

user, who enters the system through an authentication portal (step 

1) and launches an access request to a certain element (step 2). 

This request will be interpreted by our Query Interpreter that will 

translate the request into an XACML request and send it to the 

Query Analyzer (step3). The request (R) will be analyzed in 

consideration with the user’s profile - automatically extracted at 

the sign in process - and according to his context (XACML flow 

chart, Figure 2). As the analysis finishes, the Query Analyzer 

would send the result directly to the user if it’s a Permit (step 4a) 

or back to the Query Interpreter, if it’s a deny (step 4b).  

Figure 7: The PSQRS Architecture 

In a deny situation the adaptive situation-aware query rewriting 

mechanism will take place and function as follows: the Query 

Interpreter will check the sensitivity of the consulting situation 

with the help of the Sensitivity Analyzer component (steps 5, 6) 

and according to the importance level of the situation, the Query 

Interpreter will search for similar or alternative resources through 

the Similarity Provider component (steps 7, 8) and employ them 

to rewrite the XACML request (R’) and send it again to the Query 

Analyzer that will analyze the request and transfer the result back 

to the user (steps 10a,10b).  

5. VIDEO SURVEILLANCE USECASE 
In this section, we present an example where the implementation 

of our proposal is used to overcome the lack of answers provided 

by the system. As we will illustrate next, the system will modify 

the query processing and will adapt access decisions according to 

the level of importance of the querying situation. 

Scenario: Taking the metro from « Trocadéro » station to « Place 

d'Italie » station at 14:15, Helen has forgotten her red bag on a 

bench at the waiting line. As soon as she realized, she went out to 

report the problem at the information counter. 
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A typical treatment of such situations goes through the customer 

service agent who would open a lost object file, take the 

descriptions and transmit them to the security officer on site. The 

security agent will follow different steps in order to find the 

object; he will check if the object has already been found or 

returned to the lost and found office by someone. Otherwise, he 

will try to see the video surveillance system to check if the object 

is still in the same location. 

5.1 Typical LINDO Query Processing   
Figure 8 shows the typical interpretation performed by the 

information retrieval system provided by LINDO. The launched 

request will be processed and parsed to extract the main keywords 

that are then reformulated in the form of an XML user query. 

Query: Find all videos containing a red bag, forgotten in 

Trocadéro, Paris metro station, on the 2nd of February, between 

2:00pm and now (3:00pm). 

The distributive nature of resource management and query 

processing in the LINDO system justifies the use of a filtering-

based retrieval mechanism. The objective is to find the results that 

strictly meet the expressed needs in the application and minimize 

the subset of metadata that the system has to scan in real-time 

while processing the request. 

After keyword extraction [6], the query processing proceeds by 

locating the servers responsible for managing the data streams 

captured by the cameras located in the Trocadéro station waiting 

line. Next, a filtering step is performed to restrict the search 

within the segments captured between 14:00 and 15:00. 

The system will then, determine a list of indexing algorithms that 

would meet the needs, properties and context expressed within the 

query. This step will retrieve a subset of metadata describing the 

segments corresponding to the query. 

In this scenario, the requested information are generic thus, the 

query processing will perform the search on the metadata 

generated by the implicit indexing algorithms and placed at the 

central server. The system will continue the search to find a red 

object in the retrieved list of metadata describing the chosen 

segments. 

A filtering process is applied to take into account access control 

rules. Analyzing the access rights assigned to the security agent, 

we find that he is not authorized to access the videos containing 

passenger faces nor to use the personalized search options that 

employ the explicit indexing algorithms existing at remote 

servers. Therefore, considering these access restrictions, the 

system will perform another filtering step to eliminate the 

segments that contain people faces and finally return to the user 

the list of segments that contain a red object (if available). 

5.2 Employing PSQRS for Adaptive and 

Alternative based Query Processing  
The search results returned to the security agent in this case might 

be insufficient especially that the red bag might be present in the 

unauthorized segments containing passenger faces. Our proposal 

can take place at this level as a step towards ensuring a better 

quality of service by offering a wider subset of resources to the 

user while respecting the access rights defined on the consultation 

of the video surveillance data sources. 

Through the usage of our proposed PS-RBAC model, the system 

would be able to offer more accessibility and adapt the 

permissions assigned to the security agent according to his 

contextual attributes and to the importance level of the situation of 

the consultation. 

This adaptive solution can be employed when the system 

identifies access challenges related to the user’s context or at an 

important situation. In this scenario, the « lost object » situation 

identification can be obtained from the file number. 

The implementation of the adaptive solutions is performed by the 

PSQRS that adapts decision-making by rewriting the XACML 

queries. The solution proves its effectiveness due to its ability to 

achieve decision making to access video surveillance sources that 

are distributed and administrated by different authorities.  

Figure 9: XACML request embedding the user’s query 

<Request xmlns="urn:oasis:names:tc:xacml:2.0:context:schema:os" 

    xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"  

    xsi:schemaLocation="urn:oasis:names:tc:xacml:2.0:context:schema:os 

http://docs.oasisopen.org/xacml/access_control-xacml-2.0-context-schema-os.xsd"> 

    <Subject>  

        <Attribute AttributeId="urn:oasis:names:tc:xacml:2.0:subject:subject-id"   

            DataType="http://www.w3.org/2001/XMLSchema#string">  

            <AttributeValue>John Smith</AttributeValue> </Attribute>   

        <Attribute AttributeId="urn:oasis:names:tc:xacml:2.0:subject:role"   

            DataType="http://www.w3.org/2001/XMLSchema#anyURI">  

            <AttributeValue>Security Agent</AttributeValue> </Attribute>  

        <Attribute      AttributeId="urn:oasis:names:tc:xacml: 

             2.0:example:attribute:securityAgent-id" 

            DataType="http://www.w3.org/2001/XMLSchema#string" > 

            <AttributeValue>sa2023</AttributeValue>   </Attribute>  </Subject>    

    <Resource>  

        <ResourceContent> 

            <UserQuery>   <QueryInText> find all videos containing a red bag,  

                    forgotten in Trocadéro, Paris metro station, on Thursday,  

                    2 Febuary, between 2:00pm and 3:00pm).</QueryInText> 

                <MediaLocation>metro station, Paris, Trocadéro </MediaLocation> 

                <MediaFormat>Video</MediaFormat> 

                    <TimeSpan>  

                        <From>2012-02-02T14:00:00</From>  

                        <To> 2012-02-02T15:00:00</To> 

                    </TimeSpan>   </UserQuery>   </ResourceContent>  </Resource>   

    <Action>  

        <Attribute AttributeId="urn:oasis:names:tc:xacml:2.0:action:action-id"   

            DataType="http://www.w3.org/2001/XMLSchema#string">   

            <AttributeValue>Read</AttributeValue> </Attribute>   </Action>  

    <Environment>  

        <Attribute  

          AttributeId="urn:oasis:names:tc:xacml:2.0:environment:environment-id"   

          DataType="http://www.w3.org/2001/XMLSchema#string">   

        <AttributeValue>Situation</AttributeValue> </Attribute> 

        <Attribute   

            AttributeId="urn:oasis:names:tc:xacml:2.0:environment:situation-id"   

            DataType="http://www.w3.org/2001/XMLSchema#string">   

            <AttributeValue>Forgotten Object</AttributeValue> </Attribute> 

         <Attribute  

           AttributeId="urn:oasis:names:tc:xacml:2.0:environment:sitLevel-id"   

            DataType="http://www.w3.org/2001/XMLSchema#string">   

            <AttributeValue>1</AttributeValue> </Attribute>   </Environment> 

</Request> 

Figure 8: Request represented in XML 

<UserQuery> 

            <QueryInText> find all videos containing a red bag, forgotten in   

 Trocadéro, Paris metro station, on 2 February, between 2:00pm and 3:00pm.   

             </QueryInText> 

            <MediaLocation>metro station, Paris, Trocadéro </MediaLocation> 

            <MediaFormat>Video</MediaFormat> 

            <TimeSpan>  

<From>2012-02-02T14:00:00</From>  

<To> 2012-02-02T15:00:00</To> 

             </TimeSpan> 

</UserQuery> 
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As shown in Figure 8, the richness of the elements that we can 

embed within an XACML query enables it to describe the 

contextual attributes characterizing: (i) the requested source in 

the « resource » tag, (ii) the user launching the request in the « 

subject » tag and (iii) the situation at which the user has launched 

the access request in the « environment » tag. 

The importance level of the situation will determine the level of 

adaptation to be realized. The activation of the adaptive search 

mode will be communicated from the XACML response in the 

form of an « obligation » that accompanies the resulting access 

decision, see Figure 10. 

Figure 10: XACML response containing the obligation 

As the adaptive querying mode is triggered, the query processing 

mechanism will change to ensure the success of the search by 

providing a variety of adaptive solutions in correspondence with 

the situation’s sensitivity level. 

This adaptive search solution is realized by the PSQRS that 

detects the situation sensitivity through the Situation Analyzer 

component and turns to the Similarity Provider component to find 

similar resources that will guide the query rewriting process (see 

Figure 7). 

In the case where the search didn’t retrieve satisfactory results to 

the user and the consultation is taking place in a normal situation 

(Sit_Lvl = 0), the system will perform the adaptive query 

rewriting step through semantic similarity. The keywords of the 

user query will be reformulated using similar words or more 

generic concepts offered by the Similarity Provider. Similar works 

have been introduced in [3], the objective is to maximize 

accessibility chances without crossing the security boundaries. 

The semantic reformulation options can be achieved with the help 

of a standard lexical dictionary such as WordNet. For example, 

the word "bag" can be replaced by various synonyms {backpack, 

luggage, purse, etc.}.  

At the other hand, the adaptation process in the mentioned 

scenario will follow another scheme since the lost object situation 

is judged to be of higher importance (Sit_Lvl = 1). Hence, the 

Similarity Provider component will be replaced by an Adaptive 

Solutions Provider. This component will provide some predefined 

solutions that could bypass the access control challenge or would 

assist the user in adapting and reformulating his query by pointing 

out the access challenge and offering him adaptive solutions that 

would suit his context, the solutions are often saved in a 

predefined database. Table 1 shows examples of the solutions that 

the system can offer. 

Problem The adaptive solution 

The privacy law imposing the protection of anonymity of 

audiovisual contents 

Passenger faces are not 

authorized  

Display the content after the execution of 

an algorithm that applies a blur face 

function. 

Voices are not-

authorized  

Use an algorithm for speech-to-text 

transcription  

Volume of the video 

Lack of storage capacity 

on the user’s machine 

Use a compression algorithm in order to 

obtain a smaller file  

Format not supported 

by the user’s machine 

Use a conversion algorithm into a 

compatible format. 

Download problems due 

to a low bandwidth 

Use a summarization algorithm in order 

to obtain a concise version of the content.  

New solutions can also be inserted to the adaptive solutions 

database through a learning mechanism that detects the solutions 

that users employ when encountered with access challenges in real 

time. 

The success of the adaptive solutions suggested by the users 

would eventually be more efficient if they knew the reason behind 

the access denial. The error messages that often accompany the 

returned access denial responses can serve as indicators to help 

the users in finding alternative solutions. 

Therefore, the adaptive solution for this example will modify the 

treatment process and will: (i) neglect the filtering step 

responsible for imposing the access control constraints and (ii) 

replace it with an adaptive step-related to the presentation of 

resources with unauthorized content. 

By applying this process to the scenario described above, the 

system will return the video segments taken from the Trocadéro 

station between 14:00 and 15:00 and containing a red object. 

These results will be filtered in order to detect the unauthorized 

segments (containing passenger faces). This is where the system 

will apply the adaptation process that would filter the display to 

conform with the access restrictions imposed by the system. 

The adaptation will be performed through a face detection step 

and the use of an algorithm that applies a “blur function” to 

protect the privacy of passengers appearing in these segments in 

order to return to the user a list of pertinent results that respect the 

access rules. 

6. CONCLUSION 
In this paper, we have presented an adaptive approach for access 

control management within multimedia distributed systems. Our 

solution overcomes the access denials that take place in real time 

access demands by modifying the query processing mechanism 

and by providing adaptive solutions to bypass the access control 

constraints. The proposed solution has been validated within the 

LINDO framework in the context of a video surveillance use case. 

We applied and validated the same access control approach for 

other use cases, such as Healthcare Systems [3]. 

<Response> 

    <Result> 

        <Decision>Deny</Decision> 

        <Status> 

            <StatusCode Value="urn:oasis:names:tc:xacml:2.0:status:ok"/> 

        </Status> 

        <Obligation FulfillOn="Deny"   

                           ObligationId="ApplyAdaptiveQueryingMode"> 

              <AttributeAssignment AttributeId="AQM"  

                 DataType="http://www.w3.org/2001/XMLSchema#string"> 

                        On 

              </AttributeAssignment> 

        </Obligation> 

    </Result> 

</Response> 

Table 1: The adaptive solutions that our adaptive query 

processing can employ 
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The adaptive and alternative based situation-aware solution can 

increase the complexity of processing the request, but if we 

consider the usefulness of the results provided in real time and the 

fact they do not violate the access rights defined by the privacy 

law, this complexity seems quite acceptable. 

In future works, we aim to extend our proposal by taking into 

account different contextual elements that might also influence the 

accessibility to multimedia content (e.g., hardware, network 

bandwidth, etc.) and to apply the adaptive process not only at the 

presentation level but also at the choice of the explicit indexing 

algorithms that are protected by RBAC constraints. 
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