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ABSTRACT
Understanding how users think of personal information, and
how they mentally categorise or classify the objects they
work with, should inform the design of personal information
management (PIM) or personal retrieval systems. However,
most investigations of this topic predate widespread multime-
dia, websites, and social media—objects that a contemporary
PIM or retrieval system should work with.

We describe a pilot study that has used a variant of card
sorts to elicit categories for personal information such as
files, email, tweets, and websites. Our early results suggest
that there are common categorisations which are not yet
supported by PIM software, but which might reward further
work. Our results also suggest that—with some caveats—
card sorts are useful for understanding users’ categories.

Categories and Subject Descriptors: H.5.2 [Informa-

tion Interfaces and Presentation]: User Interfaces
General Terms: Human Factors
Keywords: Facets, classification, card sorts

1. INTRODUCTION
Tools for personal information management (PIM) and

search support the archival, retrieval, and management of
“personal” data: the files, email, photos, videos, and other
digital objects a person creates or uses [15]. Several studies
show that PIM can be challenging [5, 11, 15] and it has been
suggested that tools could be easier to use and more useful, if
the way they represent objects matches the way users think
of them [10, 20].

We are interested in how users think of the wide range of
digital objects they interact with—the objects conventionally
considered by PIM tools, objects less commonly considered
such as websites and applications, and newer objects such as
messages from social media. There are three linked questions:

1. What properties do users think “personal” digital ob-
jects have? That is, in which ways do users think of
the objects they use?

Presented at EuroHCIR2012. Copyright © 2012 for the individual papers
by the papers’ authors. Copying permitted only for private and academic
purposes. This volume is published and copyrighted by its editors.

2. Can we expose these properties in a PIM or search tool?
Can the properties of an object be determined algorith-
mically? How should the properties be presented?

3. Assuming we can expose some or all of these properties,
would we expect that to make management or retrieval
easier?

At present, we are considering the first question. In par-
ticular, in this work, we have experimented with card sorts
to elicit users’ own descriptions of personal information.

2. CLASSIFICATION AND TOOLS
Past work has investigated the properties users assign to

files, and elicited categorisation schemes. This work has not
however considered as wide a range of object types as we do
here; we may expect that with di↵erent types, sources, and
quantities we would see di↵erent categorisations. Existing
PIM and file management systems also support, or impose,
particular faceting schemes.

2.1 Classifications
There is a rich tradition, in information science and in-

formation behaviour, of studies that try to understand how
people organise, classify, and think about their information—
that is, how people understand their information independent
of any particular software capabilities or restrictions.
Three studies of note are by Cole, Kwasnik and Case.

Cole [7] studied how 30 o�ce workers classified their docu-
ment collections. Six aspects of documents were important in
filing decisions: “type”, “form”, “volume”, “complexity”, “func-
tions”, and “levels of information”. Similarly, Kwaśnik [19]
examined the categorisation behaviour of eight researchers
and identified seven dimensions: “situation”, “document”,
“disposition”, “order/scheme”, “time”, “value”, and “cognitive
state”. Case [6] investigated the behaviour of twenty histori-
ans and identified three main factors by which objects were
classified in o�ces; “ease of access”, “form”and“topic”. While
there is considerable overlap in the findings of these studies,
particularly the criteria “form” and “topic”, the studies all
predate the rich digital landscape we have today, and focus
on physical information objects.

Other research relating to our work has tried to learn about
how people think about digital information by investigating
how they behave with information in practice. For example,
people have been shown to organise email messages and files
based on projects [17, 23] and prefer to refind objects by
location than using search facilities [2, 3]. These kinds of
studies provide strong hints at how people may think about
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digital information, but are influenced by the tools they have
available to them.

More recently, Gonçalves and Jorge [13] asked participants
to tell stories about three of their personal documents by
describing each, from memory, in terms of its features, its
content and the context in which it was created or used.
It was discovered that time, location, and purpose of the
document were the most common attributes used in stories.
Similarly, Blanc-Brude and Scapin [4] used semi-structured
interviews to examine participants’ recollection of their doc-
uments. They found that location, format, time, keywords
and associated events were remembered most frequently, but
many of these attributes, particularly keywords, time and
location were often only partially remembered or the recollec-
tions o↵ered by the participants were incorrect. Both of these
studies add a rich understanding of how people perceive their
documents by examining a small number of documents in
great detail, but do not explore how documents are related.
Our aim here is to add to and complement this previous

work by using a technique that can deal with rich variety of
information objects we interact with today; be tool agnostic;
and allow insight into how di↵erent documents can be asso-
ciated in di↵erent ways. We would also like to understand
whether this has any impact on the design of PIM tools.

2.2 Tools
Tools for desktop search typically expose not just filesys-

tem attributes such as name, size, and timestamp, but also
extracted metadata. For example, Phlat [8] uses title, date,
author, recipient, media type and tags; Haystack [1] has
extensible facets but the authors have discussed media type,
people named in email, text in a document, and URL.

More elaborate PIM tools have exposed other attributes to
support di↵erent interactions. Some, such as Lifestreams [12],
have supported time-based browsing and searching; an in-
terface to Stu↵ I’ve Seen [21] extended this by indexing
documents according to contemporaneous events. Other
tools have taken a more personal view of time, or document
lifecycle, and supported information management by context.
Here, objects are organised according to tags for the con-
text in which they are used [16, 18] or grouped according to
patterns of use [9].

These systems o↵er variety of projections, across a number
of media and storage types, but it is hard to know whether
these match the way people naturally think of their objects.
Alternative presentations that were natural for users, and
easy to implement, would be worth further thought.

3. METHOD
In this work, we have experimented with repeated single-

criterion card sorts to elicit users’ mental categorisations.
Cards represented digital objects on each participant’s com-
puter.

3.1 Card sorts
Repeated single-criterion card sorts—or just “card sorts”—

are a common technique for eliciting users’ categorisations
(see e.g. Rugg and McGeorge [22] for an overview). Compared
with interview-based techniques, card sorts are less flexible
but are very lightweight: in our experience participants
grasped the idea very quickly, many found it enjoyable, and
the entire protocol took little time. Coding card sorts for
later analysis is also relatively straightforward.

In a typical exercise, each participant is given a number of
cards, each representing an object or a concept. They are
asked to partition these cards according to any criteria they
like; the criteria used for the sort, the categories (piles or sets),
and the cards in each category are recorded. This is repeated
several times, with participants suggesting a di↵erent criteria
each time. For example, given cards labelled as follows:

1. pig; 2. chicken; 3. snake; 4. horse; 5. spider

a participant may sort cards according to the criterion“raised
on a farm”, with cards 1, 2, and 4 in category “yes” and
cards 3 and 5 in category “no”. A second sort, according
to the criterion “where eaten”, might have cards 1 and 2
in category “almost everywhere”, card 3 in category “Asia”,
card 4 in category “Asia and Europe” and card 5 in category
“don’t know”.

Records of the sorts may then be analysed with qualitative
or quantitative methods.

3.2 Our approach
For this early experiment, we recruited a convenience sam-

ple of ten participants from two institutions. All were heavy
computer users.

As preparation for the experiment participants were asked
to select several information objects they had seen, used
or created in the recent past. An “information object” was
defined by giving as examples computer files, emails, web-
sites, tweets or Facebook updates, documents or articles
read, photographs or images, videos, music, and computer
applications. However, participants were not restricted to
these objects and could choose anything they wanted using
these as a guideline. We encouraged participants to label 10
to 15 cards, which we believe balances the need for broad
coverage with practical limits on participants’ time.

While choosing objects, participants were asked to create
index cards with the name of each (or some other reminder
of its identity or contents).

With cards made, each participant was introduced to sorts
using a set of cards with pictures of buildings; they were
taken through some example sorts which included criteria
clear from the pictures themselves (colour, material), criteria
which were not immediately clear (insulation), criteria which
were subjective (good place for a party). “Can’t tell” or
“don’t know” categories were included in these examples.

The participants’ own cards were then used for repeated
sorts. Participants were asked to make piles according to
a criterion of their choosing, and we noted the criterion
(sometimes this was implicit), the categories used, and the
cards in each category.
After collecting individual classifications from all partic-

ipants, the full dataset, i.e. the criteria used to associate
information objects, was analysed qualitatively using an
a�nity diagramming technique. This is a group-based pro-
cess, which allows the discovery and validation of patterns in
the data [14]. The researchers, as a team, looked for patterns
in the data and grouped related criteria; we then related the
formed groups in a way that creates a hierarchical coding
scheme.

4. RESULTS OF THE SORTS
The results from this pilot are promising. Card sorts

elicited a variety of criteria; some of these di↵er from those
seen before, and many are not well supported by PIM or
retrieval tools.
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Group Participants

document lifecycle 3
events 1
object’s form 7
object’s a↵ective qualities 2
object’s cost and value 3
object static/dynamic distinction 2
people and community 4
properties of associated tasks 4
topics covered 5
work/leisure distinction 10
(three other object-related groups) 3

Figure 1: Groups of criteria at the top of our heirarchy.
Numbers are the number of participants who used each
criteria at least once—note that some participants used some
criteria, or criteria in the same group, more than once.

4.1 General observations
Our ten participants provided 64 sorts, a median 5.5 sorts

each (first/third quartile 5.0/8.0 sorts each). At the leaves
of our hierarchy, there was in general little overlap: 13 of 25
criteria were used by only one participant. However, 12 were
used by two or more participants, 8 by three or more, and one
criteria (discussed below) was used by every participant for at
least one sort. Figure 1 summarises how many participants
were represented in each top-level group, that is each group
at the top of our hierarchical coding.
The single most common criterion was a distinction be-

tween objects used for work and objects used for leisure—all
our participants used this criteria, and typically early on.
Following this there were four common groups: to do with
the object itself, especially the form (data type and other
surface features), which 7 participants used at least once;
the topics an object is connected with (5 participants); the
properties of tasks associated with an object (4); and criteria
describing people and community (4). A striking finding
is the diversity in the criteria derived by the participants.
Although we were able to group the criteria into 13 distinct
high-level cateorgies, only two of these, work/leisure and
form, were named by more than half the population.

After our initial grouping, which was based on labels prof-
fered by participants and not on any statistics of the sorts
themselves, there were no clear correlations between criteria—
that is, “work”did not look the same as“important”or“Word
files” as “makes me angry”.

On our analysis, five of Kwaśnik’s seven groups were repre-
sented in our data: situation, document, time, value, and cog-
nitive state. However, they were very unevenly distributed:
criteria we classified as “situation” were used by all ten par-
ticipants, for one or two sorts each; “document” was used by
nine participants, for a median 3.5 sorts each; while at the
other end of the scale, “time” was used by only three partic-
ipants and “cognitive state” was used by two participants,
once each in each case.

4.2 Criteria, groups, and tool support
In many previous studies two groups of criteria—form and

topic—were found to be central, and our data reinforces this.
There are also, however, notable contrasts.

Work/leisure. To the best of our knowledge, previous stud-
ies of classification behaviour have not found a work/leisure
distinction. However, every participant in our sample used
this criteria. This may be because we most of the objects in
our study were digital, not paper documents—it is very easy
to mingle work- and leisure-related objects online—but it
is clearly important and is not explicitly supported by PIM
tools.

One participant reported that he used two top-level folders
in his file system, and two email accounts, to keep work and
leisure information separate. No other participants reported
as clear a distinction, however. It should be possible in a
PIM/search tool to tag files, or e.g. learn a classifier, to help
maintain this distinction. Distinguishing work from leisure
contexts might also allow di↵erent technologies to be used
in each case.

People. Our participants did associate their objects in terms
of specific people, but not in the way we might have expected.
Rather than linking objects to particular, specified people,
our dimensions relate to relationships with the community:
“popular with many people”, for example, “things I will/won’t
talk about”, or “involvement of other people”. Unfortunately
it is not clear how a PIM or search tool could support this
sort of classification.

Task, time, and workflow. Users in our study did not group
objects by particular tasks—objects related to task A, to
task B, etc—but four users did group objects according to
whether an object had an associated task, and by properties
of that task (state, importance, and cost or di�culty). This
could be used to extend the work of Jones and his colleagues
[16], who advocate project organisation, but do not allow
tasks within projects to be annotated with properties such
as cost or importance.

Time was mentioned by four participants. However rather
than categorise objects according to time of use (or receipt),
as supported by a number of tools, three participants derived
criteria from the lifecycle of an object. Criteria such as“when
I need to act on this” or “when this is important” will change
over time for each object. This is related to Cole’s “level of
information” dimension. Only one participant used objects’
importance to an event, at a particular time, as a criteria.
Tools which support an explicit notion of document or task
lifecycle, or approximate this e.g. by recording patterns of
use, would presumably suit these participants.

5. DISCUSSION OF THIS APPROACH
The results above suggest that card sorts, in this variant,

are useful for eliciting criteria: it does seem possible to
gain some insight into how users think of personal objects,
and how we might support this. This pilot has, however,
highlighted some limitations.
The objects represented by each participant’s cards were

familiar—that is, they tended to choose objects they had used
recently or frequently. They were also selected for sharing,
since although we did not record the card titles we did see
them. We cannot be sure that the chosen objects represent
the sorts of things users may search for in a PIM system,
and of course they are not representative of unfamiliar ob-
jects. We could instead choose objects from a participant’s
computer, for example by choosing randomly from the file
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system and labelling cards with file icons and names, and
similar. There is a tradeo↵, however: if participants did not
recognise these objects, the only possible criteria would be
file icons and names, and we would learn little. By allowing
users to choose their own objects the cards hopefully acted
as prompts for other, richer, associations.
On a related point, some media types, such as video or

audio, are di�cult to represent on cards. It is not clear what
this means for eliciting criteria. We are possibly unlikely to
get criteria such as “out of focus” (for photos) or “scratchy
bit in the middle” (for audio), but participants’ familiarity
with the objects may mitigate this to some extent.

There are of course properties that are not captured by
this method: links between documents, for example (except
implicit links of the type “sorted into the same pile”). It is
also possible that our presence, and the apparatus we used,
made it hard for participants to think naturally. They may
have been inspired to create other categories if prompted
(as in Gonçalves and Jorge [13]); on the other hand, our
approach has the advantage that we can see which properties
were immediately obvious.

We also note that the objects chosen varied greatly from
participant to participant, and this may have played a role
in the criteria that were chosen—although we did see some
overlap, possibly there would have been more if the objects
were more similar. We are considering constraining partic-
ipants more in future, for example by prompting them to
make a certain number of cards for each media or perhaps
having subpopulations sort a shared set of cards, e.g. emails,
web pages etc. they have all seen or received.

6. CONCLUSIONS
We hope to extend this work by scaling to a larger group of

participants, but we will consider some methological changes:
constraining the objects chosen, for example, or careful
prompts to elicit more classifications. Nonetheless card sorts,
in the variant here, have proved useful for starting to under-
stand how users think of “personal” digital objects from a
wide range of sources and media. Some classifications were
both common and expected, but we did observe interesting
di↵erences both with the criteria found in earlier studies and
with the criteria exposed in PIM and search tools.
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[19] B. H. Kwaśnik. How a personal document’s intended
use or purpose a↵ects its classification in an o�ce. In
Proc. SIGIR, pages 207–210, 1989.

[20] M. Lansdale. The psychology of personal information
management. Appl Ergon, 19(1):55–66, 1988.

[21] M. Ringel, E. Cutrell, S. Dumais, and E. Horvitz.
Milestones in time: The value of landmarks in
retrieving information from personal stores. In
Proc. INTERACT, pages 184–191, 2003.

[22] G. Rugg and P. McGeorge. The sorting techniques: A
tutorial paper on card sorts, picture sorts and item
sorts. Expert Systems, 22(3):94–107, 2005.

[23] S. Whittaker and C. Sidner. Email overload: exploring
personal information management of email. In
Proc. CHI, pages 276–283, 1996.

6



Using semantic differentials for an evaluative view of the 
search engine as an interactive system 

Frances Johnson 
Department of Languages, Information & Communications 

Manchester Metropolitan University 
Geoffrey Manton  

+44 161 247 6156 
F.Johnson@mmu.ac.uk  

 
 

ABSTRACT 
In this paper, we investigate the use of semantic differentials in 
obtaining the evaluative view held by users of the search engine. 
The completed scales of bipolar adjectives were analysed to 
suggest the dimensions of the user judgment formed when asked 
to characterize a search engine.  These were then used to obtain a 
comparative evaluation of two engines potentially offering 
different types of support (or assistance) during a search.  We 
consider the value of using the semantic differential as a technique 
in the toolkit for assessing the user experience during information 
interactions in exploratory search tasks.    

Categories and Subject Descriptors  H3.3 [Information search 
and retrieval]; Search process. H.5.2 [User interfaces]: 
Evaluation/methodology  

General Terms 
Measurement, Performance, Design, Human Factors 

Keywords 
Semantic Differentials, User Evaluation, Exploratory Search, 
Information Interaction, User Interface Design,  
 
 

1.       INTRODUCTION 
The design of interfaces to support exploratory search seeks to 
provide users with the tools for and the experience of an 
interactive and engaging search. This is a departure from the 
classic model of information retrieval wherein the user submits a 
keyword query to the system and scans the list of retrieved results 
for relevance, either stopping with relevant results or refining the 
query to get results that are closer to the information need. 
Exploratory search does not necessarily assume that the user has a 
well defined information need (at least one that can be articulated 
as  a  keyword  query)  or   indeed   that   the  query  will  be  ‘static’  and  
thus satisfied by a single list of retrieved results.   
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Accordingly, search engine developments have focused on 
providing query assistance drawing on contextual aspects to the 
search, such as personal history and/or current context [9]. At the 
interface, developments focus on improving the search process via 
richer information representations and interactions, such as 
previews and facets through to tools that allow the user to view 
and   explore   connections   in   the   results,   for   example   ‘the relation 
browser   data   analysis   tool’   [10]. These shifts into HCIR are 
intended to help in the various stages of search, from starting the 
task and understanding the query topic, throughout the search in 
deciding what to do next, and to stopping with a sense of 
confidence. In short, developments aim to support true 
exploration of the search and, whilst many efforts may fall short, 
they will provide some form of user support in query assistance 
and in improving the search process as an interactive experience.    
The context for evaluation is predicated on White and  Roth’s  [3]  
model of the exploratory search process.  This involves the 
searcher in a dynamic interplay between the cognition of their 
‘problem   space’   and   their   exploratory   activities   in   the   iterative  
search process including the query formulation, results 
examination and information extraction.  Data collected on the 
searcher’s  information  interactions may confirm this model [7] as 
well as attempt to systematically evaluate the effectiveness of 
exploratory search systems.  In evaluation, a framework is used to 
attempt to assess performance during the search stages and to 
relate aspects of the system to its role in supporting information 
exploration, including sense making or query visualisation [5].  
The challenge for the evaluation of exploratory search is the 
assumption that the user is willing or able to make an evaluative 
judgment throughout the search or that valid measures can be 
found through their actions, for example of usage of query terms.  
In general, evaluation draws from established HCI measures of 
effectiveness (can people complete their tasks?) efficiency (how 
long   do   people   take?),   an   assessment   of   the   user’s   overall  
satisfaction or other affective responses.  Where possible, and 
increasingly so, the user actions are observed and recorded as 
dependent on the system and/or its interface.  In this study we 
focus   on   an   attempt   to   obtain   the   user’s   evaluative   view   of   the  
search engine, based on criteria which may be affected by the 
developments for new and richer interactive designs.  It is 
assumed that this would be part of an assessment which when 
taken  with  others  will  build  a  picture  of   the  ‘user  experience’  of  
the system used in exploratory search.   
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2.      USER EVALUATION 
In developing an instrument to collect the user assessment effort 
goes into ensuring that the evaluation is made in the task context.  
It  means  little  to  know  that  the  user  is  ‘satisfied’  with  the  interface  
without gaining insight into why this assessment has been formed.  
A variety of questionnaires have been developed for assessing 
usability of interactive systems, such as search engines. Two well 
known are the SUS (System Usability Scale) developed at the 
Digital Equipment Corporation [2] and the QUIS (Questionnaire 
for User Interaction Satisfaction) from the University of Maryland 
[4].  Both assess usability from the user perspective with 10 
statements and rating scales in the SUS and the QUIS with 27 
questions.  The QUIS asks the user to respond on a rating scale to 
statements which address specific usability aspects of the system, 
such  as  “use of  the  terms  were  consistent  throughout  the  website”.      
The   SUS   on   the   other   hand   focuses   on   collecting   the   users’  
overall  reaction  to  the  site/system  on  statements,  such  as  “I  found  
the  website  unnecessarily  complex”.    Arguably  the  QUIS focuses 
on the concerns that a developer might have when assessing 
usability   whilst   the   SUS   assumes   that   the   user’s   overall  
assessment is a reflection on the extent to which their goal 
directed tasks were facilitated by the system and its design.   
Questionnaires, such as SUS, are used in an experimental set up 
when an   explanation   of   the   user’s   overall   assessment   is   sought.    
However, the limitations of the questionnaire to capture and 
provide   insight   into   the   complexity   of   the  user’s   assessment  has 
lead to alternative tools,   for   example   Microsoft’s   Product  
Reaction Cards in the "Desirability Toolkit". This invites 
participants on a usability test to select as many, or as few, words 
from a list of 118 which best describe their reaction and/or 
interaction with the system they have just used.  Benedek and 
Miner [1] includes a list of the words used and point out that the 
approach helps elicit negative comments as well as positive, thus 
overcoming a problem with questionnaires biased towards 
positive responses.   
Given the potential scope   of   the   users’   response   (represented   in 
the reaction cards with some 100+ terms) this study sets out to 
investigate the value in assembling these into a framework (of 
sorts)   for   the   collection   of   the   users’   evaluative   judgment   of   an 
interactive system based on the technique known   as   ‘semantic  
differentials’.   Specifically the aim of this small preliminary 
investigation was to begin to determine the extent to which users 
hold   an   evaluative   view   of   a   ‘search   engine’   and,   what   are   the  
dimensions (traits or criteria) on which we form this view.  If it 
can be found that this view is strongly held (that is, an attitude is 
formed which may influence how we behave and interact with the 
search engine) then it may be feasible to investigate the influence, 
if any, of a design for information interaction on the evaluative 
view.  In this study the technique of semantic differentials is used 
to best describe the evaluative view held by its participants.  This   
is then employed to assess two quite different search engines 
following the completion of two query based searches.    
   

3.     SEMANTIC DIFFERENTIALS  
Semantic Differentials (SDs) originate from the work of Osgood 
[8] as a technique for attitude measurement, scaling people on 
their responses to adjectives in respect to a concept.  Typically 
individuals respond to several pairs of bipolar adjectives scored 
on a continuum + to – and in doing so differentiate their meaning 
of  the  concept  in  intensity  and  in  direction  (in  a  ‘semantic  space’).    

The assumption made here, in the use of SDs on  ‘search  engines’  
is that users hold an evaluative view which is formed when using 
the engine to find and/or explore information.  The SD is used to 
investigate the adjectives that best ‘conceptualise’ the search 
engine, from the user perspective. Factorial analysis is also used 
to identify the dimensions of the judgment, in a sense the 
packaging of the components of the judgment into smaller units of 
meaning reflecting what is important when responding to the 
concept  ‘search  engine’. 
The design of the SD aims to allow a degree of abstraction in the 
evaluation so that participants can reflect the complexity of their 
response. In this study, the adjectives to include on the SD scale 
were chosen from Microsoft’s   Product   Reaction   Cards,   these  
having been collected in previous research, usability studies and 
in the marketing of web sites and systems.  The majority of the 
terms formed pairs on some continuum and 40 terms (20 pairs) 
were selected to present in the SD.  The selection was subject to 
the judgment of the researcher.  This is a limitation of this 
exploratory study, however some steps were taken to formalise the 
selection. A loose grouping of the adjective pairs was made as 
relating to appearance (such as  ‘attractive’), judgment  (‘relevant’), 
emotive  (‘boring’)  and  use  (‘fast’).    Five  pairs from each of these 
groupings were made.  The pairs were mixed on the SD to avoid 
having all the positive terms on one side of the scale and only 
intervals were shown on the scales with the numerical values used 
only for data entry.  This allowed participants to focus on how an 
adjective pair related to the engine and its characteristics, rather 
than  on  ‘scoring’  it  in  some  way.       

 
3.1      Implementation 
The study was conducted on our undergraduates studying BSc 
Web Development and on a postgraduate cohort studying on MA 
Library and Information Management or the MSc Information 
Management.  A total of 89 students participated in the study.  At 
the start of the class each participant was asked to think about a 
search engine, and adjectives they would use to describe the 
engine,   (in   other   words,   “what   it   means   to   them”). Each 
participant was then given the SD to complete. This is referred to 
as   the   ‘baseline’   and   the   data   were analysed to gauge user 
perceptions of search engines. 
In the following lab sessions (about one hour later) each 
participant was required to perform two search tasks on each of 
the two search engines - Google, an engine we can assume some 
familiarity and, a second clustering engine (Yippy, formerly 
Clusty).  The two tasks were as follows  

1.  Find information on the symptoms for diabetes type II 
2. Find information to help write an assignment on the 

debate  ‘nurture  vs  nature’ 

These were selected to give the participants experience of using 
the engines for a closed question (find symptoms) and on a more 
open   ‘informational’   type   of   query   (on   the   ‘nature   nurture’  
debate).  A measure of search success was not taken as the aim 
was simply to get the participants using the engines.  The order of 
use of the two sites was randomized so that approximately half of 
the participants worked on Google first and half on the clustering 
engine. All were told to spend no longer than 10 minutes 
searching on each engine and to complete the SD for each engine 
immediately after each use.  
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4.      FINDINGS  
4.1    Evaluative views 
The responses to the baseline (think of an engine) were entered 
into SPSS with the scales coded (7-1) so that the positive 
adjectives corresponded to the higher numbers.  Descriptive 
statistics of mean, mode and standard deviation were calculated 
for each of the adjectives. Those with a mean greater than 4 or 
less than 3 were taken to suggest the adjective pairs that best 
characterise the  participants’  view, as follows 
  attractive   unattractive 

powerful   simplistic 
valuable   not valuable 
relevant   irrelevant 
satisfying  frustrating 
fast   slow 
predictable  unpredictable  
intuitive   rigid 
easy   difficult 

Factor analysis investigates the correlations among subsets of the 
responses to the bipolar pairs and groups the correlated variables 
such that each group is largely independent of the others.  
Exploratory factor analysis was employed to identify the groups 
which might explain most of the variance in the data. With 20 
pairs of adjectives to perform Principal Components Analysis 
(PCA) in SPSS it is recommended that a minimum of 100 
responses are obtained, whilst others recommend that a sample 
requires approx 5-10 times the number of people as scale pairs 
[6]. With 89 responses we should use a reduced number of pairs, 
however the Kaiser-Meyer-Olkin measure of sampling adequacy 
(.616) is greater than the 0.6 needed to indicate that the 
correlations matrix may be able to factorise. So with this, PCA 
was  run  (with  varimax  rotation  to  force  items  to  ‘load’  with  only  
one   factor   group),   to   identify   the   possible   ‘factors’   or   subsets  
derived from patterns of correlation of the adjective pairs. The 
following five subsets were obtained (the adjectives from the list 
above having a low or high mean are shown in bold). The labels 
were assigned to suggest the evaluative dimension.  

Factor 1 label USE – Utility 
  

effective, valuable, satisfy, relevant, predictable, 
intimidating, inspiring, stimulating 

 
Factor 2 label QUALITY – Affective 
  
    engaging, fun, connected 

 
Factor 3 label QUALITY -  Appearance 

 
 high quality, personal, meaningful, rigid, attractive 

 
Factor 4 label USE – Efficient 

 
    easy, intuitive, fast, powerful 

 
Factor 5 label USE - Control 
 
    controllable 

  
4.2     Comparative evaluations  
Using the same SDs, participants scaled their responses post 
search using Google and the clustering search engine.  These were 
entered into a worksheet to obtain basic statistics. The mode for 
each adjective is shown Figure 1 with a note of those with mode 
>4 and < 3 suggesting a positive or negative response. 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
    
Figure 1.  Responses to the adjectives for both engines  
 
Using the suggested dimensions or aspects of the user evaluation 
from the factor analysis of the ‘baseline’ data we can compare the 
participants’ responses on the high or low scoring adjectives 
across the engines.  On  QUALITY – Appearance   Google 
was rated rigid and attractive and whereas Google was neutral on 
the factor  QUALITY- Affective,  the clustering search 
engine obtained a positive score towards the adjective engaging.  
On the factor labeled  USE- Utility  Google was scored as 

Google (mode > 4 or < 3) 
& in bold where mean is also > 4 
1attractive -   , 6valuable -   , 8relevant -   ,  
15satisfying - , 16fast - , 17predictable -  ,18controllable -,  
and (where mode < 3) 19rigid -  

 

Clustering search engine (mode > 4 or < 3)  
& in bold where mean > 4 or < 3 
14engaging - , 19intuitive –     
and (where mode < 3)   
13intimidating - , 17 –   unpredictable         
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predictable, valuable, relevant and satisfying, whereas the 
clustering engine as unpredictable and towards intimidating. On 
USE-Efficient Google was rated as fast and the clustering 
engine appears more intuitive. Google was also rated as 
controllable. 

 
5.      DISCUSSION   
This is an exploratory study and it has its limitations. It is 
questionable whether the selection of the adjectives to use in the 
SD influenced the results.  In particular there is uncertainty in the 
results that intuitive to rigid is on some continuum.  Also there is 
some unease at accepting a factor with 8 out of 20 pairs and one 
with only one. Perhaps the sample size was too small to attempt 
factoring. The results also raise questions on how some of the 
adjectives were interpreted by the participants. These 
withstanding, the participants in this study did appear to hold an 
evaluative judgment  of   the  concept   ‘search  engine’  and  the  traits 
represented in the scale were grouped to suggest the aspects on 
which an assessment may be formed.  It is of particular interest 
that upon using the search engine Google to conduct a search task 
the ratings on the SD, on the whole, altered only in the factors of 
‘controllable’  and  USE –efficient (easy, intuitive and 
powerful).  Perhaps we can assume that Google was the typical 
engine when asked to think of an engine in the baseline and, when 
it came to use Google, users shifted their perception with regards 
to some of the adjectives.  Perhaps this is not surprising but it may 
suggest that we hold an implicit view of search engines, and that 
this view will be influenced by actual use (and the experience). 
Our participants may have had less familiarity with the clustering 
engine, and in the evaluation this appears to have prompted an 
‘affective’  response  in  finding  the  engine  to  be  ‘engaging’  whilst  
also  indicating  shifts  in    the  ‘use’  factors  (towards  an  assessment  
of   the  engine  as  ‘unpredictable’).     Again the infallibility of some 
of the terms is highlighted where an ‘unpredictable’ system may 
be regarded to be a negative judgment, but if the system is also 
considered to be engaging the assessment could be highly 
desirable depending  on   the  user’s  goals.  This study of the use of 
semantic differentials indicates that it is worth running the test 
with a new cohort of students to determine the extent to which a 
consistent view is obtained. As an exploratory study it also 
suggests that further research on user’s perceptions and mental 
models of search engines is worthwhile. With regards to the 
challenge of providing an evaluation of the exploratory search, 
this study falls short as no behavioural data was obtained.  
However, perhaps, with further design of the SD and use in an 
experimental set up with honed tasks, a user assessment of the 
interface may be obtained as dependent on the search interface 
development and design.   
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Appendix: The Semantic Differential scale 
 
attractive   _     _     _     _     _     _     _   unattractive  
impersonal _     _     _     _     _     _     _   personal  
dull   _     _     _     _     _     _     _   fun  
powerful  _     _     _     _     _     _     _   simplistic 
disconnected _     _     _     _     _     _     _   connected  
valuable   _     _     _     _     _     _     _   not valuable  
high quality _     _     _     _     _     _     _   low quality 
irrelevant  _     _     _     _     _     _     _   relevant 
effective  _     _     _     _     _     _     _   ineffective  
incomprehensible _     _     _     _     _     _     _   meaningful 
stimulating  _     _     _     _     _     _     _   confusing  
boring  _     _     _     _     _     _     _   inspiring 
intimidating _     _     _     _     _     _     _   empowering 
stressful  _     _     _     _     _     _     _   engaging  
satisfying  _     _     _     _     _     _     _   frustrating 
fast   _     _     _     _     _     _     _   slow 
predictable _     _     _     _     _     _     _   unpredictable 
controllable  _     _     _     _     _     _     _   uncontrollable 
intuitive   _     _     _     _     _     _     _   rigid  
difficult  _     _     _     _     _     _     _   eas
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1. INTRODUCTION
As designers of information retrieval (IR) systems, we

need some way to measure the performance of our systems.
An excellent approach to take is to directly measure actual
user performance either in situ or in the laboratory [12]. The
downside of live user involvement is the prohibitive cost if
many evaluations are required. For example, it is common
practice to sweep parameter settings for ranking algorithms
in order to optimize retrieval metrics on a test collection.
The Cranfield approach to IR evaluation provides low-cost,
reusable measures of system performance.
Cranfield-style evaluation frequently has been criticized as

being too divorced from the reality of how users search, but
there really is nothing wrong with the approach [18]. The
Cranfield approach effectively is a simulation of IR system
usage that attempts to make a prediction about the perfor-
mance of one system vs. another [15].
As such, we should really be thinking of the Cranfield

approach as the application of models to make predictions,
which is common practice in science and engineering. For
example, physics has equations of motion. Civil engineering
has models of concrete strength. Epidemiology has models
of disease spread. Etc. In all of these fields, it is well under-
stood that the models are simplifications of reality, but that
the models provide the ability to make useful predictions.
Information retrieval’s predictive models are our evalua-

tion metrics.
The criticism of system-oriented IR evaluation should be

redirected. The problem is not with Cranfield — which is
just another name for making predictions given a model —
the problem is with the metrics.
We believe that rather than criticizing Cranfield, the cor-

rect response is to develop better metrics. We should make
metrics that are more predictive of human performance. We
should make metrics that incorporate the user interface and
realistically represent the variation in user behavior. We
should make metrics that encapsulate our best understand-
ing of search behavior.
In popular parlance, we should bring solutions, not prob-

lems, to the system-oriented IR researcher. To this end,
we have developed a new evaluation metric, time-biased
gain (TBG), that predicts IR system performance in hu-
man terms of the expected number of relevant documents
to be found by a user [16].

Presented at EuroHCIR2012. Copyright (C) 2012 for the individual papers
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2. TIME-BIASED GAIN
HCI has a long history of automated usability evalua-

tion [10], and indeed, so does IR. Cleverdon designed the
Cranfield 2 study carefully in terms of a specific type of
user and how this type of user would define relevance [8,
p. 9]. Taken together, a test collection (documents, topics,
relevance judgments) and an evaluation metric allow for the
simulation of a user with different IR systems.

Järvelin and Kekäläinen produced a significant shift in
evaluation metrics with their introduction of cumulated gain-
based measures [11]. The cumulated gain measures are ex-
plicitly focused on a model of a user using an IR system. As
long as the user continues to search, the user can continue to
increase their gain. The common notion of gain in IR eval-
uation is the relevant document, but gain can be anything
we would like to define it to be.

Cumulated gain can be plotted vs. time to produce a gain
curve and compare systems. The curve that rises higher and
faster than another curve is the preferred curve. While we
can plot gain curves of one system vs. another, it is well-
known that users do not endlessly search; different users
stop their searches at different points in time for a host of
reasons. Given a probability density function f(t) that gives
the distribution of time spent searching, we can compute the
expected gain as follows:

E[G(t)] =

∫ ∞

0

G(t)f(t)dt, (1)

where G(t) is the cumulated gain at time t. Equation 1
represents time-biased gain in its general form, i.e. time-
biased gain is the expected gain for a population of users.

While it is natural for us to talk about cumulated gain over
time, the traditional cumulated gain measures have substi-
tuted document rank for time and implicitly model a user
that takes the same amount of time to evaluate each and
every document. By making time a central part of our met-
ric, we gain the ability to more accurately model behavior.
For example, in a document retrieval system, longer docu-
ments will in general take users longer to evaluate, and if the
retrieval system presents results with document summaries
(snippets), we know that users can use summaries to speed
the rate at which they find relevant information [14].

Another significant advantage of using time directly in our
retrieval metric is that we now make testable predictions of
human performance. Our predictions are in the same units
as would be obtained as part of a user study. To our knowl-
edge, this alignment between the units of Cranfield-style
metrics and user study metrics has not previously existed.
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Time-biased gain in the form of Equation 1 makes no men-
tion of ranked lists of documents, for it is a general purpose
description of users using an IR system over time. To pro-
duce a metric suitable for use in evaluating ranked lists, we
followed a process common to development of new simula-
tions [3]:

1. Creation of model.
2. Calibration of model.
3. Validation of model.

Our first step in model creation was to adopt the standard
model of a user that works down a result list and move
Equation 1 to a form common to cumulated gain measures:

∞∑

k=1

gkD(T (k)), (2)

where gk is the gain at rank k, T (k) is the expected time it
takes a user to reach rank k, and D(t) is the fraction of the
population that survives to time t and is called the decay
function.
Our model for the time it takes a user to reach rank k,

T (k), takes into consideration a hypothetical user interface
that presents results to the user in the form of document
summaries. A click on a document summary takes the user
to the full document. We model both the probabilities of
clicking on summaries given their NIST relevance and the
probability of then judging a viewed full document as rele-
vant. We separately model the time to view summaries and
full documents. For the time spent on a full document, we
modeled longer documents taking longer with an additional
constant amount of spent. We treated duplicate documents
as zero length documents. We then calibrated T (k) using
data from a user study, and finally we validated that our
T (k) provided a reasonable fit to the user study data. Like-
wise, we modeled D(t) as exponential decay fit to a search
engine’s log data.
In contrast, older evaluation metrics such as mean average

precision [19, p. 59] cannot be calibrated and have only
been validated after their creation. For example, the work
of Hersh and Turpin [9] is likely the first attempt to validate
a metric (average precision). Many recent metrics can be
calibrated to actual user behavior [4, 5, 7, 17, 20, 21], but
their calibration and validation often come after their release
and adoption.

3. CONCLUSION
The Cranfield approach to IR evaluation is merely an-

other name for the development and use of predictive mod-
els, which is a fundamental part all science and engineering
fields. In particular, IR evaluation fits nicely into the frame-
work of simulation where models are created, calibrated, and
validated before being used to make predictions. We have
presented time-biased gain as an example of what we believe
the correct direction is for IR system evaluation. We are not
the only ones to be working on better metrics or taking a
simulation based approach [2, 13], and others also consider
time an important part of evaluation [1, 6].
Our position is that system-oriented IR research is user-

oriented IR research given its use of evaluation metrics that
model users. If HCIR researchers can produce better mod-
els than exist today — by better, we mean more predictive
of human performance — then we can help system develop-
ment to focus on changes that help users better search.
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ABSTRACT 

In order to design better search experiences, we need to 
understand the complexities of human information-seeking 
behaviour. In previous work [13], we proposed a model of 
information behavior based on an analysis of the information 
needs of knowledge workers within an enterprise search context. 
In this paper, we extend this work to the site search context, 
examining the needs and behaviours of users of consumer-
oriented websites and search applications.  

We found that site search users presented significantly different 
information needs to those of enterprise search, implying some 
key differences in the information behaviours required to satisfy 
those needs. In particular, the site search users focused more on 
simple   “lookup”   activities,   contrasting   with   the   more   complex, 
problem-solving behaviours associated with enterprise search. We 
also found repeating   patterns   or   ‘chains’   of   search   behaviour in 
the site search context, but in contrast to the previous study these 
were shorter and less complex. These patterns can be used as a 
framework for understanding information seeking behaviour that 
can be adopted by other researchers   who  want   to   take   a   ‘needs  
first’  approach  to  understanding  information  behaviour. 

Categories and Subject Descriptors 
H.3.3 [Information Search and Retrieval]: Search process; 
H.3.5 [Online Information Services]: Web-based services 

General Terms 
Human Factors. 

Keywords 
Site search, enterprise search, information seeking, user 
behaviour, search modes, information discovery, user experience 
design. 

1. INTRODUCTION 
Classic IR (information retrieval) is predicated on the notion of 
users searching for information in order to satisfy a particular 
'information need'. However, it is now accepted that much of what 
we recognize as search behaviour is often not informational per 
se. For example, Broder [2] has shown that the need underlying a 
given web search could in fact be navigational (e.g. to find a 
particular site) or transactional (e.g. through online shopping, 
social media, etc.). Similarly, Rose & Levinson [12] have 
identified the consumption of online resources as a further 
common category of search behaviour. 

In this paper, we examine the needs and behaviours of individuals 
across a range of site search scenarios. These are based on an 
analysis of user needs derived from a series of customer 
engagements involving the development of customised site search 
applications. In so doing, we extend and validate a model of 
information behaviours derived from a previous study of 
enterprise search users [13].  

The model is based on a set of  ‘search  modes’  that  users  employ  
to satisfy their information search and discovery goals. It extends 
the IR concept of information-seeking to embrace a broader 
notion of discovery-oriented problem solving, addressing a wider 
range of information interaction and information use behaviours. 
The overall structure of the model reflects Marchionini’s   [9] 
framework, and consists of three lower-level   ‘lookup’   modes  
(locate, verify and monitor),   three   “learn”   modes   (compare, 
comprehend and explore) and three higher-level   “investigate”  
modes (analyze, evaluate and synthesize).  

We investigate the degree to which the model extends to 
accommodate the domain of site search (i.e. consumer-oriented 
websites and search applications) and discuss some of the 
differences between the needs and goals of enterprise search users 
versus those of site search. We conclude by exploring the ways in 
which these modes combine to form distinct chains or patterns, 
and reflect on the value this offers as a framework for expressing 
complex patterns of behaviour.  

2. MODELS OF INFORMATION SEEKING 
The framework investigated in this study is influenced by a 
number of existing models. For example, Bates [1] identified a set 
of   29   search   ‘tactics’   which   she   organised into four broad 
categories, including monitoring (“to   keep   a   search   on   track”).  
Likewise,  O’Day  &  Jeffries  [11] examined the use of information 
search results by clients of professional information intermediaries 
and identified three categories of behaviour, including monitoring 
a known topic or set of variables over time and exploring a topic 
in an undirected fashion. They also observed that a given search 
scenario would often evolve into a series of interconnected 
searches, delimited by triggers and stop conditions that signalled 
transitions between modes within an overall scenario. 

Cool & Belkin [3] proposed a classification of interaction with 
information which included evaluate and comprehend. They also 
proposed create and modify, which together reflect aspects of our 
synthesize mode.  

Ellis and his colleagues [4, 5, 6] developed a model consisting of 
a number of broad information seeking behaviours, including 
monitoring and verifying (“checking   the   information  and  sources  
found for accuracy   and   errors”). In addition, his browsing mode 
(“semi-directed  searching   in  an  area  of  potential   interest”)  aligns 
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with our definition of explore. He also noted that it is possible to 
display more than one behaviour at any given time. In revisiting 
Ellis’s   findings   among   social   scientists, Meho and Tibbo [10] 
identified analysing (although they did not elaborate on it in 
detail). More recently, Makri et al [8] proposed searching 
(“formulating   a   query   in   order   to   locate   information”),   which 
reflects to our own definition of locate.  

In addition to the research-oriented models outlined above, we 
should also consider practitioner-oriented views. Spencer [14] 
suggests four modes of information seeking, including known-
item (a subset of our locate mode) and exploratory (which mirrors 
our definition of explore). Lamantia [7] also identifies four 
modes, including monitoring. 

In this paper, we use the characteristics of the models above as a 
lens to interpret the behaviours found in a new source of empirical 
site search data. We also explore the combinatorial nature of the 
modes,   extending   Ellis’s   [5] concept of mode co-occurrence to 
identify and define a set of repeating patterns and sequences. 

3. CONSUMER SEARCH BEHAVIOUR 
3.1 Data Acquisition 
The primary source of data in this study is a set of 277 
information needs captured during client engagements involving 
the development of a number of custom site search applications. 
These information needs take the form of ‘micro-scenarios’,  i.e.  a 
brief narrative that illustrates the end user’s  goal  and  the  primary 
task or action they take to achieve it, for example: 

 Find best offers before the others do so I can have a 
high margin. 

 Get help and guidance on how to sell my car safely so 
that I can achieve a good price. 

 Understand what is selling by area/region so I can 
source the correct stock. 

 See year-on-year ad spend trends for TV and online to 
supply to the Head of Global Media. 

The scenarios were collected as part of a series of requirements 
workshops involving stakeholders and customer-facing staff from 
the respective client organisations. They were generated by 
participants in individual breakout sessions, and then moderated 
by the workshop facilitator in a group session to maximise 
consistency and minimise redundancy or ambiguity. They were 
also prioritised by the group to identify those that represented the 
highest value both to the end user and to the client organisation. 

This data possesses a number of unique properties. In previous 
studies of information seeking behaviour (e.g. [5], [10]), the 
primary source of data has traditionally been interview transcripts 
that provide an indirect, verbal account of end user information 
behaviours.  By contrast, the current data source represents a self-
reported account of information needs, generated directly by end 
users (although a proportion were captured via proxy, e.g. through 
customer facing staff speaking on behalf of the end users). This 
change of perspective means that instead of using information 
behaviours to infer information needs and design insights, we can 
adopt the converse approach and use the stated needs to infer 
information behaviours and the interactions required to support 
them.  

Moreover, the scope and focus of these scenarios represents a 
further point of differentiation. In previous studies, (e.g. [8]), 
measures have been taken to address the limitations of using 
interview data by combining it with direct observation of 
information seeking behaviour in naturalistic settings. However, 
the behaviours that this approach reveals are bounded by the 
functionality currently supported by existing systems and working 
practices, and as such do not reflect the full range of aspirational 
or unmet user needs encompassed by the scenarios in this study.  

Finally, the data is unique in that is constitutes a genuine 
practitioner-oriented deliverable, generated expressly for the 
purpose of designing and delivering professional site search 
systems. As such, it reflects a degree of realism that interview data 
or other research-based interventions might struggle to replicate. 

3.2 Data Analysis 
These scenarios were analyzed using the model derived previously 
for the domain of enterprise search [13]. In this respect, the 
process was partially deductive, applying the model in a top-down 
fashion to classify the data. But it was also partially inductive, 
applying a bottom-up, grounded analysis to identify new types of 
behaviour not present in the original model or to suggest revised 
definitions of the existing categories.  

Although the original study involved three separate analysts, the 
behaviours this time were identified by the first author alone. The 
current analysis approach is therefore much more subjective. 
However, the first author was also the facilitator at each of the 
requirements workshops at which the scenarios were generated, 
and was able to again a deep insight into the needs, goals and 
motivations of the participants. This allowed him to be as 
confident as possible   in   his   understanding   of   the   users’  
information needs and consistent in his interpretation of the 
information behaviours required to satisfy a particular need. 

A number of the scenarios focused on needs that did not involve 
any explicit information seeking or use behaviour, e.g. “Achieve a 
good price for my current car”.   These were excluded from the 
analysis.  A further number were incomplete or ambiguous, or 
were essentially   feature   requests   (e.g.   “Have flexible navigation 
within the page”), and were also excluded. This process resulted 
in further confirmation and validation of the nine search modes 
identified in the original study, but with revised definitions to 
reflect a broader scope: 

1. Locate: To find a specific (possibly known) item,  e.g.  “Find my 
reading list items quickly”.   This mode encapsulates the 
stereotypical ‘findability’   task that is so commonly associated 
with site search, consistent  with  (but  a  superset  of)  Spencer’s  [14] 
known item search mode. This was the most frequent mode in the 
site search scenarios (120 instances).  

2. Verify: To confirm that an item meets some specific, objective 
criterion,  e.g.  “See the correct price  for  singles  and  deals”. Often 
found in combination with locating, this mode is concerned with 
validating the accuracy of some data item, comparable to that 
proposed by Ellis et al.  [5] (39 instances).  

3. Monitor: Maintain awareness of the status of an item for 
purposes of management or control,   e.g.   “Alert me to new 
resources in my area”. This activity focuses on the state of 
asynchronous responsiveness and is consistent with that of Bates 
[1],   O’Day   and   Jeffries [11], Ellis [4], and Lamantia [7] (13 
instances).  
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4. Compare: To identify similarities & differences within a set of 
items, e.g.   “Compare cars that are my possible candidates in 
detail”. This mode has not featured prominently in previous 
models (with the possible exception   of  Marchionini’s),   but   was 
found to be a significant component of enterprise search 
behaviour [13]. Moreover, it is a common feature of product 
search and navigation on many ecommerce sites. However, it 
occurred relatively infrequently in the site search scenarios (2 
instances).  

5. Comprehend: To generate independent insight by interpreting 
patterns within a data set, e.g. “Understand what my competitors 
are selling”.   Like compare, this mode was found to be a key 
element of the enterprise search scenarios, and also features in the 
models of Cool & Belkin [3] and Marchionini [9]. It occurred 
relatively frequently in site search (50 instances).  

6. Explore: To investigate an item or data set for the purpose of 
knowledge discovery, e.g.  “Find useful stuff on my subject topic”. 
In some ways the boundaries of this mode are somewhat less 
prescribed than the others, but what the instances share is the 
characteristic of open ended, opportunistic search and browsing in 
the   spirit   of   O’Day   and   Jeffries   [11] exploring a topic in an 
undirected fashion and Spencer’s   [14] exploratory. This mode 
was the second most common in site search (110 instances).  

7. Analyze: To examine an item or data set to identify patterns & 
relationships, e.g. Analyze the market so I know where my 
strengths and weaknesses are”.   This mode features less 
prominently in previous models, appearing as a sub-component of 
the processing stage   in   Meho   &   Tibbo’s   [10] model, and 
overlapping   somewhat   with   Cool  &   Belkin’s   [3] organize. This 
definition is also consistent with that of Makri et al. [8], who 
identified analysing as an important aspect of lawyers’  interactive  
information  behaviour  and  defined   it   as  “examining   in  detail   the  
elements or structure of the content found during information-
seeking.”   (p.   630).   Although the most common element of the 
enterprise search scenarios, it was less prevalent in site search (59 
instances).  

8. Evaluate: To use judgement to determine the value of an item 
with respect to a specific goal, e.g.  “I want to know whether my 
agency is delivering  best  value”.  This mode is similar in spirit to 
verify, in that it is concerned with validation of the data. However, 
while verify focuses on simple, objective fact checking, our 
conception of evaluate involves more subjective, knowledge-
based judgement, similar to that proposed by Cool & Belkin [3] 
(61 instances).  

9. Synthesize: To create a novel or composite artefact from 
diverse inputs, e.g.   “I need to create a reading list on celebrity 
sponsorship”.  This mode also appears as a sub-component of the 
processing stage   in   Meho   &   Tibbo’s   [10] model, and involves 
elements of Cool & Belkin’s  [3] create and use. Of all the modes, 
this one is the most commonly associated with information use in 
its broadest sense (as opposed to information seeking). It was 
relatively rare within site search (5 instances). 

4. MODE SEQUENCES AND PATTERNS 
Applying the modes described above provides a framework for 
understanding the needs of site search users, and an insight into 
their likely behaviours. But as with the previous study [13], their 
real value lies not so much in the individual instance data but in 
the patterns of co-occurrence they reveals. In most scenarios, 

modes combine to form distinct chains and patterns, echoing the 
transitions observed   by   O’Day   and   Jeffries   [11] and the 
combinatorial behaviour alluded to by Ellis [5], who suggested 
that information behaviours can often be nested or displayed in 
parallel. 
Just as new definitions were needed to accommodate the new 
domain, new patterns of occurrence were identified in the data. 
Typically these consisted of chains of length two or three, of 
which the following were most frequent: 

1. Insight-driven search: (Explore->Analyze-> 
Comprehend): This patterns represents an exploratory 
search for insight to resolve an explicit information 
need,  e.g.  “Assess the proper market value for my car” 
(45 instances) 

2. Opportunity-driven search: (Explore-Locate-
Evaluate): In contrast to the explicit focus of the pattern 
above, this sequence represents a less directed 
exploration in the prospect of serendipitous discovery 
e.g.   “Find useful stuff on my subject topic”(31 
instances) 

3. Qualified search (Locate-Verify) This pattern 
represents a variant of the stereotypical findability task 
in which some element of immediate verification is 
required, e.g.   “Find trucks that I am eligible to drive” 
(29 instances) 

A deeper insight into these patterns can be obtained by presenting 
them in diagrammatic form, as a network (Figure 1). This diagram 
illustrates the three sequences outlined above plus other 
commonly found patterns. It also reflects an outcome of the 
pervious study, in that certain modes tend to function as 
“terminal”  nodes,  i.e.  entry  points  or  exit  points  to  a  scenario.  For  
example, Explore typically functions as an opening, while 
Comprehend and Evaluate function in closing a scenario. Analyze 
typically appears as a bridge between an opening and closing 
mode. 

 
Figure 1. Mode network for site search 

4.1 Site search vs. Enterprise Search 
The sequences described above also allow us to reflect on some of 
the differences between the needs of site search users and those of 
enterprise search. One of the most fundamental differences is an 
emphasis  on  simpler  “lookup”  modes  such  as  Locate and Verify: 
these were relatively rare in the enterprise search data, but 
prominent in site search (120 and 39 instances respectively). 
Enterprise search, by contrast, emphasised higher-level 
“investigate”   behaviours such as Analyze and Evaluate (modes 
which also appeared frequently in site search, but not as 
prominently: 58 and 61 instances respectively). However, in 
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neither case was the stereotype of ‘search as findability’   borne 
out: even in site search (where it was the most common mode), 
Locate was accountable for no more than a quarter of all 
instances.  
But perhaps the biggest difference was in the composition of the 
chains: while enterprise search was characterised by a wide 
variety of heterogeneous chains, site searched focused on a small 
number of common trigrams and bigrams. Moreover, these chains 
displayed little evidence of the composite nature observed in 
enterprise search, in which certain chains were seen to be 
embedded within others to create larger, more complex sequences 
of behaviour. 

5. DISCUSSION 
A key feature of the current model is its emphasis on the 
combinatorial nature of search modes, and the value this offers as 
a framework for expressing complex patterns of behaviour. Such 
an approach is not unique: the second author, for example, has 
also previously explored the concept of mode chains to describe 
information seeking behaviours observed in naturalistic settings. 
However, his approach was based on the analysis of complex 
tasks observed in real time, and as such was less effective in 
revealing consistent patterns of atomic behaviour such as those 
found in the current study.  
Conversely, this virtue can also be a shortcoming: the fact that 
simple repeating patterns can be extracted from the data may be as 
much an artefact of the medium as it is of the information needs it 
contains. These scenarios were expressly designed to be a concise, 
self-contained deliverable in their own right, and applied as a 
simple but effective tool in the planning and prioritisation of 
software development activities. This places a limit on the length 
and sophistication of the information needs they encapsulate, and 
hence a natural boundary on the scope and extent of the patterns 
they represent. Their format also allows the analyst to apply 
perhaps an unrealistic degree of top-down judgement and iteration 
in aligning the relative granularity of the information needs to 
existing modes; a benefit that is less readily available to those 
whose approach involves real-time, observational data.  
A further caveat is that in order to progress from understanding an 
information need to identifying the information behaviors 
required to satisfy those needs, it is necessary to speculate on the 
behaviours that a user might perform when undertaking a task to 
satisfy the need. It may transpire that users actually perform 
different behaviours which achieve the same end, or perform the 
expected behavior but through a combination of other nested 
behaviours, or may simply satisfy the need in a way that had not 
been envisaged at all. 
Finally, the process of inferring information behaviour from self-
reported needs can never be wholly deterministic, regardless of 
the consistency measures discussed earlier. In this respect, further 
steps should be taken to operationalize the application of the 
framework and apply some independent measure of stability or 
objectivity in its usage. 

6. CONCLUSIONS 
In this study we have investigated a model of information seeking 
behaviour derived from the domain of enterprise search, and 
validated its extensibility to users of consumer-oriented websites 
and search applications. In so doing, we explored a novel, goal-

driven approach to eliciting user needs, and identified some key 
differences in user behaviour between the two domains. 
In addition, we have demonstrated the value of the model as a 
framework for expressing complex patterns of behaviour, 
extending the IR concept of information-seeking to embrace a 
broader range of composite information interaction and use 
behaviours. Moreover, we propose that our method can be 
adopted by other researchers   who   want   to   take   a   ‘needs   first’  
approach to understanding information behaviour. 
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ABSTRACT
Aggregated search interfaces are a common way to present
web search results, mixing di↵erent types of results into one
single result page. Although numerous e↵orts have been
made to infer users’ information needs in “standard” search,
we know little about users’ information needs within the con-
text of aggregated search. This paper presents the outcomes
of a survey of 117 respondents, investigating users’ prefer-
ences for their type of search result (image, news, video)
and their type of information need (informational, naviga-
tional and transactional). The survey reveals that users’ re-
sult preferences di↵er based on their underlying information
needs, suggesting that the taxonomy provided by Broder [1]
requires updating to reflect user information needs in the
context of aggregated search. For instance, respondents in-
dicated a preference for diverse results (news and reviews
about a particular software product) for navigational and
transactional queries rather than a single result (the web
page to download that software product).

1. INTRODUCTION AND BACKGROUND
Aggregated search is the technique of integrating search re-
sults from di↵erent verticals (e.g., web, image, video, news)
on a single search result page so that users can access the
increasingly diverse content available on the web. Aggre-
gated search systems aim to facilitate users’ access to “non-
standard” web results without having to perform separate
searches in the respective verticals, which are source specific
sub-collections provided by search engines [13].

Throughout the evolution of web search, users’ interaction
with search results has been studied by many to improve the
quality of the search results and the search experience. Ef-
forts were (and are still being) made to understand users’
information seeking process, based upon which several tax-
onomies describing users’ behaviours have been proposed [1,
5, 6, 9, 10, 11, 16].

For instance, in 2002, Broder [1] created a taxonomy of
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web search, classifying users’ information needs into three
categories, namely, informational, navigational and trans-
actional. For navigational search, the immediate intent is
to reach a particular site (e.g., BBC Homepage); for infor-
mational search, the intent is to acquire some information
likely to be contained in one or more web pages (e.g., global
warming); and finally, for transactional search, the intent
is to perform some web-mediated activity (e.g., download,
purchase).

Others such as Lindley et al. [16] looked at why peo-
ple search or go online and identified five main web activi-
ties: respite, orienting, opportunistic use, purposeful use and
lean-back internet. An example of a respite activity is when
people use the web to take a break at work, or through a
mobile phone to occupy themselves while waiting. Similarly,
Chew et al. [10] explored the contextual and behavioural
details of users’ interaction with web-based images as they
occur in the course of everyday life, showing that users in-
teract with image results as these help creating connections
to other people and remote places, or reflecting on the past.

While there is a substantial body of work on understand-
ing users’ information needs and browsing activities in“stan-
dard”search, far less is known about these within the context
of aggregated search. For instance, it is not clear if the exist-
ing taxonomies on information needs for “standard” search
hold in an aggregated search scenario. In aggregated search,
search results may originate from di↵erent media (e.g., im-
ages, maps) or may be of di↵erent genres (e.g., news, blogs).
This may have an e↵ect on the way users interact with the re-
sults, and a↵ect their preferences for the types of results. A
study in [15] investigated the former, but the latter remains
largely unexplored. For instance, it is not known whether for
navigational queries, users prefer to view a specific website,
as would be implied by [1]. A negative answer would mean
that a revisit of Broder’s three-main-categories of informa-
tion needs is needed. Also, building an awareness of web
activities in aggregated search, which cut across domains,
media types and applications, can highlight important de-
tails when designing for interactions with the web [16].

The focus of this short paper is, therefore, two-fold: (1)
to investigate the preference of search results sought by the
users; and (2) to investigate the existing frameworks of web
activities within the context of aggregated search. For this
purpose, users’ preferences for results of several media types
and genres are investigated. Furthermore, since Broder’s
taxonomy has been heavily used (e.g. [3, 7, 9, 15]) we focus
on the now classic informational, navigational and transac-
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tional categories. We nonetheless aim to extend this work
with other taxonomies (e.g., ODP1) in future work. This
paper makes the following contributions: (1) Investigates
users’ preference for search results (media and genres) for
informational, navigational and transactional search tasks;
and (2) Provides empirical evidence to support the need for
updating the above three categories within the context of
aggregated search.

We present the results of a survey that investigated users’
preferences for results of di↵erent media types and genres,
as answers to informational, navigational and transactional
queries.

2. STUDY
A survey containing sixteen questions (4 background ques-
tions and 12 search task questions) was distributed on vari-
ous social networks. The survey allowed us to reach a large
and diverse enough number of users, and is a common way to
elicit user perceptions and preferences [4, 8]. A total of 117
respondents completed the survey, of which 60 were female
and 54 male; the remaining 3 did not disclose their gender.
The respondents’ age varied between 20-59 years (mean 29).
Geographically, respondents were distributed across the US
and Canada (3%), Europe (34%), Asia (62%) and Africa
(1%). Most respondents were familiar with search engines
and used them frequently.

2.1 Task
The aim of the survey was to elicit users’ preferences for
the types (media, genres) of search results for informational,
navigational and transactional search tasks. To this end,
we designed four search topics2 for each of these three cate-
gories. The list of topics for each category is listed in Table 1.
In total, there were twelve questions for each respondent to
answer. The orders of the questions were rotated to min-
imise ordering bias.

We designed topics that could be understood universally
(e.g, global warming, checking emails, buying dvd, soft-
ware download). Furthermore, the topics were devised to fit
the informational, navigational and transactional categories.
Therefore, we did not manipulate topics to suit specific me-
dia or genre. For instance, for the topic global warming,
some people may want to read the latest news about global
warming, some others may want to view pictures of melting
icebergs, while some others may want to watch a documen-
tary on global warming. Therefore this topic does not have
an implicit type intent (e.g. image) but requires the gath-
ering of information (informational search task) from many
web pages; it is expected that users will look for multiple
results to satisfy the corresponding information need. How-
ever, it will depend on users which result types (image, news,
video, etc) they prefer to view – only news articles, few pic-
tures, or a combination of both.

2.2 Procedure
For each search topic, the respondents were given five choices,
namely, web, news, image, video and other results3. The re-
1http://www.dmoz.org/
2A search topic describes a search task scenario. The con-
cept of a search task scenario was inspired from [2].
3The definitions of these categories were not specified in the
instructions and were left open to respondents’ interpreta-
tion.

Figure 1: Screenshot showing the preference op-
tions provided to the respondents for the selection
of search result choices.

Table 2: Median and Interquartile Range for the
Preference Rank Score, where Q1and Q3 are 1st and
3rd quartile.

Navigational Informational Transactional
Result
Type

Median
(Q1 - Q3)

Median
(Q1 - Q3)

Median
(Q1 - Q3)

Web 1 (1-1) 1 (1-2) 1 (1-1)
Image 3 (2-4) 3 (2-4) 3 (2-4)
Video 3 (3-4) 2 (1-3) 3 (2-4)
News 2 (2-4) 2 (1-4) 2 (2-4)
Others 4 (2-5) 4 (3-5) 4 (3-5)

spondents were allowed to select as many options as they
desired. That is, they were allowed to select just ‘one’ or
‘all’ options, and therefore were not forced to provide a pref-
erence for all the choices listed. This allowed a more natural
selection of choices, and hence reduced any design bias. In
cases when the respondents selected more than one option,
they were asked to rank the choices, by providing“1st”,“2nd”
......,“5th” preference for each choice. For instance, if image,
news and others were selected as choices, these had to be
ranked in order of preference (e.g., 1st preference - news,
2nd preference – image, 3rd preference – others).

Figure 1, shows the screenshot of an example question
with the preference options. Next, the outcomes of the sur-
vey are presented.

3. OUTCOMES
As the data obtained from the survey was non-parametric,
we report medians and the interquartile range for the prefer-
ence scores. The results are reported in Table 2, which shows
the median rank of each vertical by information need. Fried-
man tests were performed to estimate the significance of
preference for the results types, among and across the three
categories (navigational, informational and transactional).
Finally, multiple Wilcoxon-tests were run in the post-hoc
analyses while adjusting the p-values using the Bonferroni
method. The outcomes from the post-hoc pair wise com-
parisons for navigational, informational and transactional
categories are shown in Tables 3, 4 and 5 respectively. Each
row in these tables indicates whether a particular result type
was preferred over each of the other result types.

As can be seen in Table 2, most respondents indicated
the ‘web page’ as the most preferred type of results, when
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Table 1: List of topics presented to the respondents in the survey. The topics for each category (navigational,
informational and transactional) are grouped here, but their order was rotated in the survey to minimise
ordering bias.

Navigational Topics
1. When you wish to book tickets with British Airways, which results would be useful for you?
2. When you wish to find an address from yellow pages, which results would be useful for you?
3. When you wish to check courses of a University, which results would be useful for you?
4. When you wish to check your email (e.g, gmail, hotmail, msn, etc), which results would be useful for you?

Informational Topics
5. When you wish to learn about salsa dance, which results would be useful for you?
6. When you wish to gather information about global warming, which results would be useful for you?
7. When you wish to learn on how to make a pancake, which results would be useful for you?
8. When you wish to know about 2011 budget, and how it e↵ected farmers, which results would be useful for you?

Transactional Topics
9. When you wish to download a free software, which results would be useful for you?
10. When you wish to download a song for your iTunes library, which results would be useful for you?
11. When you wish to file a property complaint, which results would be useful for you?
12. When you wish to buy a DVD online, which results would be useful for you?

compared to the other four types (image, video, news and
others). The di↵erence was found to be significant for nav-
igational, informational, and transactional cases (rows 1-4
in Tables 3, 4 and 5 ); thus suggesting that “standard” web
results are the prime source of information sought by most
users. After web results, news was the second most pre-
ferred type of results when compared to image, video and
others (6th row in Table 2). For the navigational category,
news results were significantly preferred over image, video
and others results (rows 6, 8 and 9 in Table 3). However,
video was equally preferred to news for informational and
transactional categories (row 8 in Tables 4 and 5).

Finally, there is a trend for image and video results to
come third in preference from respondents for most cate-
gories (4th and 5th rows in Table 2). However, post-hoc
analyses suggest a significant di↵erence of preference for
video and image over ‘other results’ for all three categories
(rows 7 and 10 in Tables 3, 4 and 5). In addition, video
results were significantly preferred to image results for in-
formational and transactional cases (row 5 in Tables 4 and
5), while no significant di↵erence was observed for the nav-
igational case (row 5 in Table 3 ). Therefore, it is possible
that users may prefer image results instead of video results
in some cases, and video results in other cases. In addition,
image and video being the third preference indicates that
providing image and video results for all queries may not be
appreciated by users.

In Tables 3 to 5, in only two occasions were the ranking
of result types not significantly di↵erent: image-video for
navigational, and news-video for informational information
needs. This indicates that for navigational needs, neither
image or video results are judged as important to users,
backing up the results in Table 2, where both are ranked
bottom. For informational information needs, both news
and video were judged equally important to the search tasks,
second only to web (Table 2).

4. DISCUSSION
The aim of our study was to investigate, via a survey, users’
results preference for navigational, informational, and trans-

Table 3: Results of post-hoc pair wise comparisons
for navigational category.

row. no Pair Z- Score p-value
1 Web - Image -14.09 < 0.0001
2 Web - Video -13.95 < 0.0001
3 Web - News -13.62 < 0.0001
4 Web - Others -13.46 < 0.0001
5 Image - Video -1.34 0.1814
6 Image - News 5.26 < 0.0001
7 Image - Others -4.03 < 0.0001
8 News - Video -7.69 < 0.0001
9 News - Others -8.38 < 0.0001
10 Video - Others -3.73 0.0001

actional search topics.
Overall, three key observations can be made from this sur-

vey. First, for all query categories, web results continue to
be the prime source of information sought by users – 90%
for navigational, 54% for informational and 85% for trans-
actional – suggesting that for an aggregated search result
page, web results should always be provided. This echoes
the findings of [14] where the importance of web results for
aggregated result pages was demonstrated through the min-
ing of query logs.

Second, there appears to be a di↵erence between the re-
sult preferences for navigational and transactional queries.
From Broder [1], the corresponding information needs for
these categories were identified to be focused (i.e., specific
website, download, etc). In contrast, our study suggests that
users also prefer to view other results, and not just one (“to
the point”) result, or one type of result. More precisely, for
the navigational search topics, in addition to web results,
respondents also indicated a preference for news and video
results. This may be due to the fact that, since an aggre-
gated result page is often provided for most queries by mod-
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Table 4: Results of post-hoc pair wise comparisons
for informational category.

row no. Pair Z- Score p-value
1 Web - Image 11.94 < 0.0001
2 Web - Video -7.40 < 0.0001
3 Web - News -6.62 < 0.0001
4 Web - Others -13.87 < 0.0001
5 Image - Video 8.55 < 0.0001
6 Image - News 3.96 < 0.0001
7 Image - Others -9.06 < 0.0001
8 News - Video 0.58 0.5583
9 News - Others -11.25 < 0.0001
10 Video - Others -11.80 < 0.0001

Table 5: Results of post-hoc pair wise comparisons
for transactional category.

row no. Pair Z- Score p-value
1 Web - Image -13.40 < 0.0001
2 Web - Video -12.65 < 0.0001
3 Web - News -13.17 < 0.0001
4 Web - Others -13.39 < 0.0001
5 Image - Video 4.64 < 0.0001
6 Image - News 5.33 < 0.0001
7 Image - Others -4.34 < 0.0001
8 News - Video -2.30 0.021
9 News - Others -10.09 < 0.0001
10 Video - Others -6.77 < 0.0001

ern search engines4, users are exposed to diverse results and
as a consequence, results other than web have now gained
prominence. However, whether providing diverse results for
informational and transactional information needs facilitates
task completion, and/or increases user satisfaction, requires
further investigation.

Third, users’ preferences for the ‘type’ of results vary with
the query category. For instance, for navigational and trans-
actional search topics, web and news results seem to be
preferred. The preference is more mixed for informational
search topics, with image results least preferred. In itself,
it is not surprising that users’ preferences vary with query
categories. However, concrete knowledge regarding which
‘types’ of sought results are preferred would allow for more
appropriate aggregation of the di↵erent verticals under con-
sideration. Similar investigations were carried out in [12]
by Sushmita et al. where, associations between query clas-
sifications (e.g., arts, health, etc) and result types were in-
deed identified. Such knowledge may then be used by search
systems, to present particular types of result for di↵erent
queries, for example, a system may not present (or demote
in importance) image results in response to an informational
query.

5. CONCLUSION AND FUTURE WORK
4http://www.slideshare.net/rankabove/com-score-
rankabove-final

We presented the analysis of a survey of 117 respondents’
preferences regarding the di↵erent types of results for navi-
gational, informational, and transactional information needs.
Although small in terms of the number of users and acknowl-
edging the limitation of an online survey, interesting insights
emerged from our investigation. The outcomes of the sur-
vey support the aggregated search paradigm, showing that
users’ preferences are for a diverse range of result types. The
analysis also indicates a need to revisit the definition of the
three categories of information needs [1], within the context
of aggregated search. This work initiates two future research
questions: (1) What information needs exist within the con-
text of aggregated search? and (2) How to identify suitable
results satisfying those information needs?
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ABSTRACT
This paper examines how simple changes to a search system
can influence the user’s experience when using the system.
In previous work, we evaluated user behaviour with a search
tool designed to help people discover events distributed over
a city of interest to them personally. We established, con-
trary to our expectations, that users mostly searched for
events they already knew about, made several spelling er-
rors and often achieved poor search performance. Taking
these findings as inspiration, we made changes to how the
system works. In this paper, we describe and motivate the
changes and present a naturalistic log-based study (n=860)
to examine the e↵ect on user search behaviour.

1. INTRODUCTION AND MOTIVATION
When studying search behaviour most published work fo-

cuses on analysis in the context of work tasks. Such tasks
are not necessarily related to work but rather involve people
performing a sequence of activities in order to accomplish a
goal [5]. A work task has a recognisable start and end, may
consist of a series of sub-tasks, and results in a meaningful
product [2]. Thus models developed tend to assume that
people look for information to close a gap in knowledge [1]
which prevents them from completing their current task.

In contrast we want to do search analysis in context of
leisure activities where no clear focus on a concrete working
task is given. Elsweiler and colleagues [4] proposed a model
for what they refer to as casual leisure search, which devi-
ates from standard work-based models. According to their
model, in casual-leisure situations users are not focused on
accomplishing a task but rather aim to be entertained or to
pass time. These needs are influenced by emotional state,
physical state or the social context in which they live. Addi-
tionally such needs di↵er from work tasks by weighting the
emotions induced by the found content or even the search
process itself more than the raw informational content.

Schaller et al. analysed in [7, 8] mobile search behaviour
in the context of a distributed event and compared search
characteristics and performance of a naturalistic user study
to those of mobile web search. A main finding is that the
analysed queries were much shorter than those of mobile
web search. Also, most queries – in contrast to web search –
were for known-items: predominantly events names. Users
made a huge amount of spelling mistakes perhaps due to the
environmental context (e,g, typing on a bumpy bus) or due
to the unfamiliarity with the correct spelling of the known-
items. This is probably one of the causes of the poor search

Presented at EuroHCIR2012. Copyright c� 2012 for the individual papers
by the papers’ authors. Copying permitted only for private and academic
purposes. This volume is published and copyrighted by its editors.

performance with over 40% of searches being unsuccessful.
A major conclusion of the paper is that people used the
system as a tool for filtering and not for searching for new
things. The paper gives suggestions for better tailoring the
search system towards the observed user behaviour.

In this paper we build upon these results and explore how
the proposed changes to the system influenced search charac-
teristics and performance with the overall aim of improving
search experience. We first describe the design of a study
to answer this question. We report analyses of interaction
logs of a variant of the search system including the proposed
changes which was tested on a similar event as was used in
[8]: The Long Night of Music 2012 opposed to the Long
Night of Museums 2011, both located in Munich. We admit
possible doubts as to the comparability of these Nights due
to the di↵erent topics: however we are able to address these
doubts by showing that user behaviour is similar enough to
make valid comparisons of system changes. We then show
di↵erences and similarities in search behaviour between the
original and the improved search system and finally draw
conclusions as to the e↵ectiveness of the analysed changes.

2. DISTRIBUTED EVENTS
A distributed event is a collection of single events over

the same time period and having the same general theme.
One such event is the Long Night of Munich Museums1 (LN-
Museums), an annual cultural event organised in the city of
Munich2, which was the context of the study performed in
[8]. In addition to a diverse range of small and large muse-
ums, other cultural venues, such as the Hofbräuhaus and the
botanical garden open their doors for one evening in Octo-
ber. Many venues organise special activities and exhibitions
not otherwise available. A similar distributed event is the
Long Night of Music (LNMusic) which also takes place in
Munich. Aside from pubs, discotheques and clubs also some
cultural venues like churches and museums take part which
leads to some overlap between both nights regarding the
provided events.

Visitors to Long Night include both locals and tourists
and represent a broad range of age groups and social back-
grounds. In 2011 an estimated 20,000 people visited a total
of 176 events at 91 distinct locations at the LNMuseums,
including exhibitions, galleries and interactive events. The
LNMusic is about the same size with 206 events at 123 lo-
cations and approximately 20,000 visitors. Events on both
nights take place all over the city, mostly in the city centre,
but some, such as the Museum of the MTU Aero Engines

1Name in German: Lange Nacht der Münchner Museen
2The event is organised by Münchner Kultur GmbH
(http://www.muenchner.de/museumsnacht/)
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and the Potato Museum, are located in suburbs. Special bus
tours are set up to transport visitors between events.

Events can be discovered by means of the booklet that is
distributed for free by the organisers and contains descrip-
tions of all events in the order they lie along the bus tours.
This booklet is necessarily large (110 A6 pages per Long
Night) and can be di�cult to navigate.

3. SYSTEM
An Android app was developed in [8] to help visitors of

the Long Night find events of interest to them personally.
Once they have found and selected the events they would
most like to visit, the system can create a time plan for the
evening, taking into account constraints such as start and
end times of events, time to travel between events and pub-
lic transport routes and schedules. If the user chooses more
events than would fit into the available time then the sys-
tem tries to maximise the number of scheduled events by
leaving out those requiring long travel time. It is also possi-
ble for the user to manually customise the plans by adding,
removing and re-ordering events to be visited. Based on
the created plan, the application can lead the user between
chosen events using a map display and textual instructions.
Figure 1 provides some screenshots of the app3 as was used
on the LNMuseums and LNMusic.

Figure 1: The search screen with a query (left) and

the map screen with the planned route (right)

The user has four ways to find events he would like to
visit, namely he can: receive recommendations based on a
pre-defined profile and collaborative filtering algorithm built
into the app; browse events by bus route; browse events by
genre or type or submit free-text queries, which search over
the names and descriptions of the events.

As described in [8] the search functionality was imple-
mented in Lucene4 and documents were represented by titles
and descriptions from the Long Night booklet. Lucene was
extended to perform a search based on topics. Firstly the
event descriptions and titles were tokenised and stemmed

3a video demo of the application can be found on YouTube
(http://www.youtube.com/watch?v=qy1F8fZbowo)
4Lucene version 3.1. (http://lucene.apache.org)

then to match topically similar words, each token is mapped
to one or more topic groups (these groups are taken from [3]).
This way terms such as “dinner” and “food” are mapped to
the same groups, thus event descriptions containing one of
these words could be found by the other. To speed up inter-
action with the system, queries were submitted after each
typed character (search-as-you-type). The presented result
list contains the name and nearest bus stop for each of the
retrieved events.

4. SEARCH SYSTEM CHANGES
Based on insight gained from user interactions with the

original search system, as described in [8], it was determined
that the following improvements could be made:

• Grep-Like Search:
Since users used the system mainly as a filtering tool,
the search-as-you-type feature might have led users to
give up early: the system tried to match whole (or
stemmed) words while the user faces an empty result
list after typing in the first few characters but before
finishing the word. In our new system – used and eval-
uated on the LNMusic – we extended the search system
with a grep-like feature which would also match parts
of words and not just complete words. For example, if
a user is looking for the event ”Lenbach” it is su�cient
to type in just ”Lenb”. This means that users are not
so often presented with an empty list of search results.

• Fuzzy Search:
It was noticeable from the user interactions that a huge
number of spelling errors were being made. This was
presumably due to environmental factors, e.g. typing
on a bumpy bus or due to the a high number of named
entities, the spelling of which people are not familiar.
In either case the system was adapted to better sup-
port the user by performing a fuzzy search according to
[8]. Our system was improved by utilising the Lucene
Fuzzy Search mechanism which uses the levenshtein
edit distance to match term that di↵er only by a few
characters. If looking for the event ”Lenbach” it will
be found even if the user by mistake typed ”Lembach”.

Both changes aim to allow users to more quickly and easily
find the events they are interested in and improve the overall
search experience.

As the same naturalistic study was used to analyse other
parts of the system there were other small changes which
are unrelated to the search system analysis: the number of
tabs was increased due to the addition of a recommender
tab which was beforehand combined with the list of already
selected events in one tab. Secondly, the tab position of the
recommender tab was tested in an A/B test. Both changes
are beyond the scope of this search behaviour paper and
should not have any significant influence on it as the layout
of the search tab itself wasn’t changed.

5. DATA COLLECTION
We examined the search behaviour of users by record-

ing user interactions with our refined app at the LNMusic
2012 in the same manner as with the original app on the
LNMuseums2011. Again the app was available for down-
load from Google Play Store and advertised on the o�cial
Long Night of Music web page. In total the application
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was downloaded approximately 1000 times and 860 users al-
lowed us to record their interaction data (In [8] approx. 500
downloads and 391 users are reported). We recorded all in-
teractions with the application including submitted queries,
result click-throughs, all interactions with browsing and rec-
ommendation interfaces, tours generated, modifications to
tours, as well as all ratings submitted for events. Users
interacted on average for 11.79 minutes5 with the system
(median 6.46). 57.3% of users interacted for more than 5;
17.9% for more than 30.

Since queries were submitted after every typed character,
it is necessary to pre-process the recorded queries to estab-
lish those that the users actually intended to submit. For
example, if the user wanted to search for “food”, the system
logged“f”, “fo”, “foo”, as well as “food”. Furthermore, should
the user wish to submit a new query, then he must first re-
move the old search terms from the search box, resulting
again in all prefixes but this time in decreasing length.

As in [8] we manually judged queries to be intended or not.
3 assessors separately annotated all of the 12,500 queries
logged as being either intended or not-intended. A very high
inter-assessor agreement was found (Fleiss’ kappa = 0.915,
89.8% of queries which were labeled by at least 1 assessor
were also labelled by at least one other). This process re-
sulted in a final list of 1,434 search queries, which is used
in the following analyses and compared against the results
reported in [8] which are based on 801 search queries.

6. IS A COMPARISON OF NIGHTS FAIR?
Undoubtedly the best way of comparing two version of a

system is to run experiments under the same external con-
ditions. Unfortunately this was not possible with our app
for the LNMusic as we work together with the organisers to
provide a real system for “productive” use and cannot ex-
periment with arbitrary system variations. The alternative
would be a lab study, however we consider this to be a less
preferable option given that we wish to record interaction
with the system in a real-world (i.e. non-simulated) set-
ting. Therefore we looked into whether data obtained from
di↵erent events could be fairly compared.

We learned from our experience with past Long Nights
that user behaviour is to a huge extent independent from
the actual type of Long Night. In [7] interviews with visitors
of two di↵erent Long Nights revealed that beside the topic
of an event other characteristics – such as novelty, the time
and location of the event or the possibility to take part in
the event – play a crucial role. It is precisely this that sets a
system for casual leisure activities apart from a system for
solving a work task [4].

In this section we want to give more insights into why our
study on the LNMusic2012 and the study presented in [8] on
the LNMuseums2011 are comparable. First of all both dis-
tributed events – although their topics are di↵erent – have
a lot in common: They take place in the same city, are or-
ganised by the same company and hence have the same ads,
booklet format, price tag and even the special bus routes

5These figures were calculated by summing the time peri-
ods for which a user was active, discounting times where
the system reported no interactions for more than 15 sec-
onds. We further discounted any interaction sequence that
contains gaps of non-interaction longer than 30 minutes as
these are likely due to logging problems caused by running
out of power, connection problems, app crashes, etc.

provided are partially the same. We noticed that some of
the events on the LNMusic were also available on the LN-
Museums. We investigated further into how many events
are in common between both nights. To do so we looked
into how many LNMuseums events had, at the same loca-
tion, an event on the LNMusic that were organised by the
same museum, church, bar, etc.. Surprisingly 21.6% of the
LNMuseums2011 events had a matching event on the LN-
Music2012. The topic of the matched events might di↵er but
as mentioned above the topic is only one of many relevant
aspects for visitors to choose an event.

Secondly we looked into the app usage itself. Upon first
start-up of the app we ask our users to fill out a short ques-
tionnaire; among others we ask for the age of the user (below
18, 18 to 29, 30 to 39, 40 to 49, 50 to 59 and above 60 years
old). Answering of these questions was optional but 246
on the LNMuseums2011 and 495 users on the LNMusic2012
chose to do so. Based on these data (omitting the first and
last age groups due to the small sample size) we compared
the age distribution of users on both nights with a �2-Test
revealing a �2 of 1.459 and p = 0.6918. This result states
that this is no significant di↵erence between app users of
both nights.
To ascertain if the two studies are comparable it is important
that system usage is similar on both nights. As described in
Section 3 there were multiple ways (di↵erent tabs) of access-
ing the events. We looked into which of these tabs users were
interested in. We therefore define a tab session to start when
a user switches to a tab and to end when he switches to an-
other tab. Table 1 shows the number of tab sessions. Based
on this data, a �2

-Test shows a �2
of 5.387 and p = 0.1456,

again indicating no significant di↵erence between users of
both nights.

by Tour by Genre Search Rec.+Rated

LNMuseums 28.0% 14.5% 15.4% 42.0%
LNMusic 26.6% 15.6% 15.1% 42.7%

Table 1: Number of tab sessions

Lastly we considered properties of the search behaviour
itself that should be invariant to our changes to the search
system. One of the main findings of [8] was the huge num-
ber of named-entity searches and we compared the reported
numbers to those of our own system. Using the same method
described in [8] we instructed 3 human accessors to label
all search queries into one of three categories: specific event
name, not a specific event name or indeterminate. For 82.0%
of all queries at least two of the assessors were able to agree
on one of the three categories (Fleiss Kappa of 0.32). 84.5%
(LNMuseums2011: 59.4%) of the agreed on queries were
marked as clearly named entities and 8.2% (34.6%) that
might be named entities. Only 7.2% (6.0%) were labeled
as non named-entity searches. It is notable that the low
number of non named entity searches is similar to what is
described in [8].

In [7] it is reported that the same system used on the LN-
Museums2011 was also evaluated on the Long Night of Sci-
ence in Erlangen-Nuremberg (LNScience2011), which also
is a distributed event but dedicated to science. We looked
into how search characteristics di↵er if the same system is
used on di↵erent nights. We compared query length with re-
spect to the number of characters and the number of terms
per query by performing a (non-parametric) Kruskal-Wallis
Rank Sum Test. No significant di↵erence between the usage
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on the LNMuseums2011 and the LNScience2011 could be
found (for characters: p = 0.1169; for terms: p = 0.6039).
When performing the same test between queries on the LN-
Museums2011 and the LNMusic2011 a highly significant dif-
ference can be found with p ⌧ 0.01 for both characters and
terms. Thus changes to the search system have an influence
on search behaviour but changes to the overall setting of the
distributed event have not.

In conclusion we believe a comparison of the app user
behaviour on both nights is appropriate, given the circum-
stances and di�culty of obtaining real-world user data of
such apps.

7. INFLUENCES OF THE CHANGES
In [8] many statistics on query characteristics and query

performance are given based on analysis of search logs, a
common technique in the literature [6]. In this section we re-
calculate these statistics based on the data logged with the
new system and compare behaviour with both app variants
to determine what user behaviour changes the search system
modifications caused. To do so we consider a number of
di↵erent indicators of an improved search experience.

The average length of a search query on the LNMusic2012
was 5.6 characters (� = 3.36) and 1.14 terms (� = 0.41).
This is much shorter than what is reported [8] for the LN-
Museums2011: 8.9 characters (� = 5.31) and 1.21 terms
(� = 0.52). A Z-test performed between both nights reveals
that this di↵erence is highly significant for both metrics (i.e.
p ⌧ 0.01 in both cases). It seems that the grep-like search-
ing – which matches also partial words – has influenced peo-
ple to stop typing much earlier. We assume that there are
two main causes that users stopped typing: either they have
found what they were looking for (successful search) or they
gave up on the search because they couldn’t find what they
were looking for (unsuccessful search). Users of our system
had three options to interact with the entries in the result
list: they could view details of an event, mark an event as
a candidate for tour inclusion or add the event to an pre-
existing tour. We consider any of the three as an indicator
for search success and the lack thereof as an indicator of an
unsuccessful search. Good abandonment wasn’t considered
since the result list contains no information beyond the event
name and nearest bus stop. The length of successful queries
on the LNMusic2012 was 5.39 characters (� = 3.27) and 1.12
terms (� = 0.38) which is highly significantly (p ⌧ 0.01)
shorter than reported in [8]: 9.90 characters (� = 5.42) and
1.26 terms (� = 0.57). This means users have to type on av-
erage 45% less to find the events they are interested in. On
the other hand the query length of unsuccessful queries was
slightly reduced with 6.39 characters (� = 3.56) opposed to
7.47 characters (� = 4.80) but slightly longer with regard to
terms: 1.20 (� = 0.49) as opposed to 1.13 (� = 0.42).

Of the 1,434 queries entered on the LNMusic 76.7% re-
sulted in an interaction of the user with an event, mean-
ing they were successful. 23.3% were unsuccessful, a much
better conversion rate compared to the 40.3% unsuccessful
searches in [8]. This decrease is highly significant (p ⌧ 0.01)
and demonstrates that the improved search system was able
to assist users in finding events they were looking for.

In [8] a large ratio of 59.75% of unsuccessful search queries
had an empty result list. With the improved search system
this was only the case in 12.57% of unsuccessful queries. But
how successful were those “added” entries? We looked at all

2,157 interactions with events (viewing, rating, selecting)
on the result list of the LNMusic2012 app (created by the
improved search system). We then ran the corresponding
search queries through the old search system and counted
whether these events would be on the result list had the orig-
inal search system been used. Only 938 event interactions
would be possible with the previous search system, meaning
that 56.5% of the interactions performed by users wouldn’t
have been possible, simply because the events wouldn’t be
in the results.

This analysis has revealed indicators of an improved search
experience which means that the changes proposed in [8] are
useful in the context of distributed events assistance.

8. DISCUSSION AND CONCLUSIONS
In this paper we analysed the changes in query behaviour

of users due to modifications of a search system used on
distributed events. We first describe two studies performed
during two such events, including a description of the system
used and what changes to the search system were tested. As
the LNMuseums and LNMusic have di↵erent topics we then
showed that a comparison of user behaviour between both
nights is sensible and worthwhile. With this preparatory
work we then analysed users’ search behaviour by compar-
ing search characteristics and search performance. Overall,
users typed much shorter search queries, especially in the
case of a successful search. Also comparing query perfor-
mance revealed a much higher success rate with the ratio
of unsuccessful searches being almost halved. Finally we
presented a comparison of both search systems running on
the same search queries which showed that only half of the
interactions with events would have been possible with the
old system.

The search system as it is now is designed for users to
find events they already know of in advance. But how can
users be assisted in finding events that are new to them?
How can we better support the discovery of serendipitous
events? Since the users seldom used the search system for
that purpose, a second tool like a recommender is necessary.
The user could then decide if he wants to look for a concrete
event he already knows of or if he would rather be inspired
by the system. If such a split into two “orthogonal” tools is
understood and accepted by users then it is worth investi-
gating and would point the way to vastly better distributed
events assistance systems.
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ABSTRACT 
In this position paper, we discuss the problem of extracting 
information about chronic diseases from the large volume of text 
written in health blogs, mailing lists, forums, and other electronic 
venues, then making this information accessible via structured 
queries, while analyzing it to map out patterns among the opinions 
and demographics of users. Information retrieval systems exist for 
spatially-referenced demographic data about diseases such as 
diabetes and their therapies, but as in the case of communicable 
diseases, the databases that contain such data are manually 
populated.   For example, in information portals such as 
HealthMap.org, which are searchable by location and disease, the 
data are user-reported and collaboratively maintained, but not 
automatically extracted from text.  Furthermore, there is as yet no 
automated means of relating sentiments expressed by users in 
their text postings to their semistructured profile data. This is 
because the primary sources for this kind of information have 
been statistical surveys such as opinion polls, where text 
responses are often human-interpreted and demographic analysis 
is done post hoc, rather than as part of an information retrieval 
and extraction task. These limitations indicate a present need for 
text summarization techniques that integrate quantitative 
information extraction – which captures symptoms, diseases, and 
complications of diseases – with opinion summarization.   

Categories and Subject Descriptors 
H.3.3 [Information Storage and Retrieval]: Information search 
and retrieval – clustering, relevance feedback, selection process; 
H.2.8 [Database Management]: Database applications – data 
mining, spatial databases and GIS 

General Terms 
Algorithms, Experimentation, Human Factors 

Keywords 
sentiment analysis, social networks, geoinformatics, opinion 
mining, subjectivity,  information extraction, information 
visualization, human-computer interaction 

1. INTRODUCTION 
In this paper, we address the problem of information retrieval and 
information extraction in subjective domains, with applications to 
visualization of opinions – specifically, thematic mapping of 
opinions.  At present, there is a dearth of methods for integrating 
user profile data for social networks with blog posts, tweets, and 

other content from the associated social media.  These limitations 
present an integrative challenge for human-computer interaction 
(HCI) and information retrieval (IR).  Towards this end, the 
specific aims of the research proposed espoused in this position 
paper are as follows: 
1. Aim 1.  Extend known algorithms for named entity 

recognition and relationship extraction, to produce basic 
summaries of diseases and treatments mentioned in texts.  
The technical objective is to tag where basic entities and 
opinions are mentioned in freely available text (including 
both user posts and profiles), then map these tagged elements 
in space, time, and by topic, to acceptable levels of precision 
and recall. 

2. Aim 2.  Adapt basic known techniques to the domain of type 
2 diabetes – specifically, extracting data from text 
discussions of diabetes that are archived from health blogs 
and forums using web crawlers. [1] This entails developing a 
means of handling entities and quantitative data that have not 
previously been extracted from text, such as information 
concerning insulin and oral anti-diabetic drug dosage, HbA1c 
levels, etc.  Another functional requirement is some 
mechanism for entity reference resolution, e.g., abbreviations 
and synonyms, for known terms.  Finally, a domain-specific 
ontology of relevant symptoms, disease attributes, 
complications, and treatments is proposed.  For type 2 
diabetes, this includes topics frequently discussed in health 
blogs and forums: food groups, meal plans, nutritional 
constraints, and conditions such as obesity that are linked to 
diabetes.  This shall facilitate information retrieval 
applications such as question answering about meal plans 
recommended by primary care physicians and specialists. 

3. Aim 3.  Develop methods for sentiment analysis and 
improve existing ones, to summarize opinions and 
discover patterns. The technical objective is to relate 
demographic data extracted from text and profiles to 
qualitative data – namely, the polarity of text at the 
document, sentence, or aspect level, aggregated across 
demographic categories such as geographic region of 
residence.  Objects of interest for sentiment analysis 
include prescribed therapies and specifically side effects, 
but can extend to disease aspects and complications. 

The overall goal of this approach is to develop an integrative 
technology for summarizing online text about chronic diseases, 
capturing opinions from users’ posts and demographic data from 
a combination of their posts and profiles, and finally using these 
to discover global patterns indicated by the set of all text 
documents.  The central hypothesis of this work is that a 
combination of entity and relationship extraction, driven by a 
domain-specific ontology of terms, will result in more precise 
and accurate summarization of opinions.  This will increase the 
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usefulness of free-form text, written by users of social media, in 
understanding patterns that are reflected in the opinions and 
demographics of chronic disease patients. 

2. BACKGROUND 
2.1 Information Extraction from Health Blogs 
The chief potential impact of the research framework and test bed 
proposed in Section 1 is to provide assistive technologies to public 
health analysts and health services analysts who are using blogs, 
microblogs (e.g., Twitter), and other social media to explore user 
opinions about chronic disease issues.  As an example, in the 
application domain of type 2 diabetes, these include dietary 
treatments such as carbohydrate control, complications such as 
gastroparesis induced by diabetes that may pose digestive 
constraints, and recommendations of primary care physicians, 
therapists, endocrinologists, nutritionists, etc. 
The availability of mailing lists, blogs, wikis, and other electronic 
media for content management and dissemination has resulted in 
rapid growth in the volume of online text data containing 
voluntarily expressed public opinions about health issues.  While 
general-purpose metadata tools exist for annotating this text, the 
opinions themselves remain a largely unexplored source of 
information about how chronic diseases affect populations.  
Meanwhile, the task of relating content from these various self-
publishing media to semi-structured profile data from their users 
has not yet been effectively automated. 
We advocate development of application test beds and 
experimental systems aimed at improving techniques for 
information extraction, ontology development and mapping, and 
text mining to identify opinion patterns. The potential progress in 
these areas is due in part to the approach of combining 
information extraction to discover disease mentions with 
sentiment analysis to establish opinions, and in part to the 
application of this approach to a new source of data: free-form 
text describing user demographics, attributes of the chronic 
disease of interest and its related entities, and opinions and semi-
structured profile data. 
To help public health researchers tap into these freely available 
but unexplored sources of opinions, we propose to develop 
information extraction (IE) and summarization methods geared at 
health blog postings and similar text.  Such postings contain not 
only opinions, and attribution information that can be used to link 
them to the users who expressed them, but also factual data about 
the posters and their opinions.  This data can help place opinions 
in a comparative context [2] with population statistics, such as the 
reporting frequency of symptoms, side effects, and complications. 

2.2 Ontology Development 
The research approach centers around using information 
extraction to obtain structured data in the form of records about 
chronic disease references in text, which are then linked to users 
via relational data extracted from their profiles. [3] However, the 
body of relevant concepts in the healthcare domain and in the 
clinical domain theory of each chronic disease is much broader. 
Currently there exist pre-clinical (genomic and proteomic) and 
clinical translational ontologies [4] that contain information 
relevant to diabetes, but they do not provide the requisite concepts 
for mining free-form text written by lay users who are discussing 
diabetes online.  We propose to develop an ontology for text 
mining in diabetes, and the mappings from extracted entities and 
relationships into this ontology.   

2.3 Opinion Mining (Sentiment Analysis) 
This aspect of the proposed work focuses on a basic research 
problem: sentiment analysis from text, also known as opinion 
mining, whose objective is to determine from analysis of a written 
document what the author’s attitude towards an identifiable topic 
is.  This attitude can be subjective or objective; it can be identified 
as an evaluation (positive or negative), a declaration of the 
author’s emotional attitude, or a expression intended to evoke an 
emotional response in the reader.  Subjects of interest include 
chronic diseases, their features or aspects including symptoms, 
complications, and treatments, and related health services. 

2.4 Current State of the Field 

 
Figure 1. Prototype event search based on a previous IR 

system for veterinary epidemiology. 
Figure 1 depicts a simple search interface for an existing IR 
system developed by the principal investigator’s research group.  
This system was designed for event extraction in the domain of 
viral zoonoses, but uses general-purpose software for web 
crawling and ranking (the latter is developed using Lucene Java).  
One marker is displayed on both the thematic map and the 
timeline for each returned page, but the only features extracted by 
this system are the disease name, formatted dates and times given 
in each article, and locations mentioned in the article. 
The thematic map suggests several interactive functions related to 
opinion mining.  One is content-based filtering of articles using 
the first type of thematic data, demographic and biostatistical 
attributes; another, collaborative filtering using the second type, 
polarity scores.  Both of these use associations that can be learned 
from data: a user can search for articles by entering queries that 
express certain sentiments.  In the first case, entities and attributes 
(e.g., symptoms, complications, and treatments) mentioned in the 
query may match frequent patterns in the data; in the second, 
polarity scores themselves can be used to retrieve their “nearest 
neighbors in opinion space”. 

3. EXAMPLE: HEALTH BLOGS 
The primary value added in adapting the IR and IE workflows 
described above is an increased capability to explore patterns and 
trends expressed by an entire collection of health blog posts.  As a 
running example, consider the public health analyst who is 
interested in charting trends in the use of fast-acting insulin by 
diabetics.  Users often share information about the brands of 
insulin they use and post opinions about their effectiveness.   The 
following is a post archived on diabetesforums.com which is 
marked up (with a color coding to distinguish entity types and 
relationship types): 
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Since I have found out in a previous thread I posted I 
can use most pen needles with the Novolin 4 pen I 
got(Haven't used it yet since I have only Humalog for 
rapids so far), I am here with another question. 
I have only used Humalog for a rapid... Does anyone 
have any insight as to how it compares to Novolog? 

In this post, the user is requesting information comparing two 
drug products (brands of fast-acting insulin, referring to specific 
delivery mechanisms (pen syringes), eliciting opinions from 
fellow users, and specifying a requested comparison between 
named products.   Opinions voiced by respondents to this post 
then discuss how heat-tolerant each brand is, how quickly it acts, 
and other aspects we refer to as facets. [5] Achievement of our 
primary aims will allow analysts to chart reported biostatistics and 
opinions, not only about products but about trends, such as the 
number of units of postprandial insulin taken per gram of CHO. 

4. PROPOSED DIRECTIONS 
4.1 Mining Social Media (Blogs, Lists, Wikis) 
As mentioned above in Sections 1 and 2.1, our approach applies 
text mining to blogs and social media, a new source of 
information that is beginning to be studied for opinion and 
trending topic data, but has not been analyzed for disease-related 
information that can be related to these data.  The novelty of our 
approach is that it extends named entity recognition and 
relationship extraction to the domain of understanding free-form 
text about aspects of chronic diseases (specifically, opinions about 
type 2 diabetes, its complications, dietary recommendations, and 
drug treatments).  It further develops methods for mapping these 
new entities and relationships to the terms of an ontology for text 
mining, and finally leverages the text contained in many online 
sources to produce integrative summaries of disease mentions and 
associated opinions.  

4.2 New Theory and Methodology 
4.2.1 IR (Search Query-Driven) Workflow 
In IR applications of automatic text summarization, a user enters a 
free-form search query and views returned hits that are 
summarized by topic and aspect – in this case, author opinion. 
These hits may be organized by space and time.  For example, 
consider the case of a clinical health services analyst, public 
health analyst, doctor, patient, or other concerned individual who 
is interested in some aspect of a chronic disease. Such a user 
typically enters a query into a general-purpose search engine and 
is either directed to a domain-specialized web portal, also called a 
vertical portal, or browses through documents housed in one. 
We seek to advance the state of the field by supporting structured 
queries, in which a user specifies fields and constraints in addition 
to traditional search keywords.  This is achieved by combining 
quantitative text summarization (extraction of attribute values) 
with recognition of entities and relationships.  The collection of 
documents may include some that are dynamically crawled from 
the web in response to the query. A mixture of labeled and 
unlabeled data is used to train a semi-supervised topic model. [6] 
The output consists of structured tuples that are ranked by 
relevance to the query, filtered to remove hits deemed 
insufficiently relevant, and finally visualized in a map or timeline 
view.  This view allows the user to more freely explore 
information by performing interactive manipulations such as 
online analytical processing or editing the set of constraints. 

4.2.2 IE and Summarization (Push) Workflow 
IE applications of the proposed summarization technology can be 
viewed as a more passive variant of the IR application described 
above, from the user’s point of view. [7] No initial query is 
supplied by the user, but there is an implicit domain of interest 
from which records should be displayed, corresponding to a 
combined set of search terms and relevance criteria.  When a 
small set of search terms is known, the IE application can be 
formalized as a general case of the IR application where “every 
possible query” is enumerated, multiple crawls are conducted in 
advance, and the union of all resulting hits is ranked and filtered. 

4.2.3 Improved Access through Structured Queries 
and Opinion Pattern Mining 
This workflow is designed to provide analysts with better access 
to spatiotemporal data.  First, it supports approximate range 
queries, such as: “return records of persons with fasting blood 
glucose levels close to the non-diabetic range of < 126 mg/dL”.  
Second, it uses measures of semantic relatedness or similarity, 
e.g., “return posts about adverse effects of Metformin whose 
expressed sentiments are closest to those in this post”.  Third, it 
extracts information in Steps 1 – 3 that in Step 4 can be used to 
generate thematic maps, which portray specific aspects of a 
geographic region.  In this research, the themes fall into two 
categories: the first, demographic attributes and biostatistics 
specified by the ontology – some disease-independent, and some 
disease-specific; the second, quantized measures of opinion 
polarity (i.e., degree of positive or negative sentiment).  The 
increased support for flexible queries and thematic map 
generation, compared to IR without relationship extraction and 
sentiment analysis, will help reveal patterns in the data through 
interactive investigation. 

5. TECHNICAL FOCUS AREAS 
5.1 Improvements and Refinements to Theory 
The following generic methods are applied in order to meet the 
functional requirements presented in the preceding section.  We 
refer to them as cross-cutting because they are used in service to 
all of the technical aims: entity and relationship extraction, 
ontology development, and sentiment analysis. 

5.1.1 Focused Crawling 
In previous work on IE, applied to news summarization in the 
domain of veterinary epidemiology, we used a combination of 
topical and focused crawling.  Topical crawling prioritizes pages 
to be crawled based on user-provided terms (i.e., topics) and seeds 
(i.e., links to initial pages), while focused crawling uses both 
terms and pages labeled as positive or negative examples of 
relevant documents.  Once tag-formatted web documents (HTML 
or XML) are crawled, text must be extracted from them.  
The on-demand IR system described above functions by passing 
the user query to a built-in web crawler that fetches hits from a 
commercial search engine (in this case, Yahoo).  The results are 
combined with previously crawled documents, if any, and ranked 
and indexed as a whole. 

5.1.2 Information Extraction 
The state of the field in IE for web articles describing disease 
consists of: payload extraction (of text from HTML), baseline 
named entity recognition (NER), and extraction of dates, times, 
and locations in order to localize putative events.  In addition to 
general open natural language processing problems such as co-
reference resolution (in particular, pronouns and other anaphora), 
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word sense disambiguation, and canonicalization of dates, other 
IE problems that remain unsolved include: resolving alternative 
abbreviations and synonyms for diseases, disambiguation of place 
names, associating quantities of persons affected with diseases 
mentioned, and deduplication of reports.  The foundation of our 
proposed work consists of tasks known to be feasible, but for 
which general-purpose solutions are still being manually adapted 
to new domains in current practice: automated named entity 
recognition and topic categorization.  Typically, information 
extraction is restricted to named entities (Person, Organization, 
Location, and in our domain, Disease), but attributes such as 
“causative agent” are not always extracted. Neither are dates, 
times, quantities, and place names that support the extraction of 
full tuples of a relationship set. This open problem is of critical 
significance and is therefore the first of our specific aims. 

5.1.3 Web 2.0 
The term Web 2.0 describes an eclectic set of technologies for 
online interoperability and collaboration. While it includes search, 
hyperlinking, collaborative authorship and tagging, web services, 
and syndication, our IE approach focuses on the authorship, 
tagging, and syndication aspects.  Collaborative authorship and 
editing are mainstays of specialized wikis, but many forums also 
provide tools for collaboration, from discussion threading and 
editing history to user profiles, our main source of demographic 
information besides posts.  We will crawl or aggregate profile 
data, which in some social network and blogging systems (e.g., 
LiveJournal) is published as a publicly available feed. [8] Another 
source of relational data is the link structure expressed by 
collaborative tagging, especially annotation by other users cf. 
Wikipedia, social bookmarking cf. Delicious, social citation cf. 
CiteULike, and collaborative recommendation cf. Digg, Reddit, 
and StumbleUpon. We intend to make use of available content 
management functionality in health wikis and electronic groups. 
[9] Syndication provides a modern mechanism for refreshing 
content that is generally more efficient than periodic crawls.  We 
will make use of these three categories of Web 2.0 features and 
other available content management functionality to assist in the 
extraction of relational tuples from free text writings online, and 
in their validation and ranking. 

5.1.4 Map and Timeline Visualization 
Finally, the generation of views as shown in Figure 1 is a key 
application of our other primary aims: to build a domain ontology 
for text mining in diabetes blogs and develop automated mappings 
from entity recognition systems to this ontology; and to extract the 
objects and polarity of opinions. 
Thematic maps, including opinion maps, help reveal global 
patterns and trends that may have been previously hidden.  By 
visualizing the attributes and related entities of a disease and 
depicting their variation across space and time, they allow the user 
to interactively discover these trends. Most previous approaches 
to construction of thematic maps have been based on electronic 
medical records and reports compiled by medical providers or 
observers, such as individual incident reporters for HealthMap. 

[2] The value added by IE operations that automatically populate 
databases and thematic maps is that they can be applied to the 
large volume of text that is voluntarily submitted on a daily basis 
to venues listed at the beginning of this section. 
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ABSTRACT
Tasks in web search are often rather simple, e.g. navigating
to an already known web page or looking up a fact. How-
ever, tasks in other domains are usually more complex and
diverse. Thus, we discuss various search modes of tasks and
how they might be supported by functions of a search sys-
tem. We give examples of the required search functions of
di↵erent search modes and describe the implications for the
design of search systems.

Categories and Subject Descriptors
H.3 [Information Storage and Retrieval]: General

General Terms
Human Factors

Keywords
system functions, search modes, user interfaces

1. INTRODUCTION AND RELATED WORK
While tasks in web search are often rather simple [4] (e.g.

navigating to an already known web page or looking up a
fact), tasks in other domains (e.g. searches for scientific lit-
erature or patents) are usually more complex and diverse.
A set of search system functions that is well-suited for these
simple tasks is not appropriate for other more complex task
types. In our opinion, each type of task requires a di↵erent
set of search system functions. Thus, we argue that a “one
size fits all” approach (that is, using a search systems with
functions e.g. optimized for web search for di↵erent tasks in
other domains) does not allow the user to search e↵ectively
and e�ciently. We propose a model of search functions that
allows mapping of search activities (search tasks) to neces-
sary system functions comprising the entire search activity.

Hughes-Morgan and Wilson [7] have examined whether
improvements of an interactive search system are due to the

The 2nd European Workshop on Human-Computer Inter-
action and Information Retrieval (EuroHCIR), Nijmegen,
The Netherlands
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newly introduced meta-data or to new search functionality.
They conclude that users can benefit from improved search
features while still using the same meta-data.

Russel-Rose et al. developed a taxonomy for enterprise
search and site search by analyzing real-world scenarios [11,
12, 10] based on three top-level categories of search activities
originally proposed by Marchionini [8]:

Lookup a) Locate b) Verify c) Monitor

Learn a) Compare b) Comprehend c) Explore

Investigate a) Analyze b) Evaluate c) Synthesize

These categories are orthogonal to each other. Russel-
Rose et al. [11] introduce the notion of search modes. A
search mode is a concrete value of a search activity cate-
gory. Search modes can be combined to longer sequences or
networks. For enterprise search Locate is far less common
then Analyze and Evaluate. In the domain of site search the
emphasis is on Locate and Explore.

In the remainder of this paper, we first describe the func-
tional level of search systems. We show how search functions
can be mapped to di↵erent search modes by giving exam-
ples to illustrate how search systems can support each mode
and its associated search functions. Subsequently, we de-
scribe the implications for designing and developing search
systems. Finally, we give an outlook on future work and a
conclusion.

2. SEARCH SYSTEM FUNCTIONS

Higher Level Search Functions

Select/Organize/Project Session Support and
Information Management

Figure 1: Functional level of IR systems

We divide the functionality of an IR system into three dif-
ferent groups depicted in Fig. 1: i) Select/Organize/Project
(SOP) ii) Session Support and Information Management
(SSIM) and iii) Higher Level Search Functions (HLSF). In
our notion a search function is a functionality of the sys-
tem with which the user can interact or that is fixed by the
system designer. A more detailed explanation of the lat-
ter two groups and an overall architectural view is given by

29



Beckers and Fuhr [3]. We will concentrate on SOP and (to
a lesser degree) on HLSF in the following. In doing so, we
will focus on system functions and not discuss their concrete
visualizations in the user interface.

Select functions
Select (S) comprises functions for selecting (searching) pos-
sibly relevant items.

Ranking method Retrieval functions/ranking methods may
be more precision- or more recall-oriented, or they
may consider di↵erent sources of additional informa-
tion (like e.g. page-rank). Mutschke et al. [9] showed
that search in scientific literature can be improved by
considering information about the author, the publi-
cation venue or related terms from a thesaurus.

Ranking principle The final ranking might regard each
document in isolation, or consider all items above the
current one in the output ranking (like e.g. in diversity
ranking).

Query language The query structure can be very simple
(e.g. a list of terms) or more powerful and expressive,
e.g. by supporting simple (boolean) and more complex
(wildcards, word distances, etc.) query operators as
well as fields and data types.

Formal filter conditions The result set can be filtered by
some formal criteria (e.g. by data type, source, date)
which is usually done without a↵ecting the RSV.

Query formulation Queries can be formulated a priori as
in most systems but also by referring to one or more
given items (e.g. query by example, similarity search).

Organize functions
Organize (O) functions deal with the way how the set of
result items is structured and organized logically.

Sorting The results can be sorted according to one or more
criteria. When searching the best o↵er for a new smart-
phone the items may be sorted by price and the trust-
worthiness or customer ratings. While sorting usu-
ally is a one-dimensional organization, also two- or
three-dimensional organizations may be helpful, pro-
vided that appropriate visualizations are available in
the user interface.

Grouping The results can be grouped according to a sim-
ple criterion (e.g. grouping by release date, author,
source) or according to several facets, as in faceted
search [13].

Clustering While grouping is based on some formal crite-
ria, clustering focuses on content aspects based on a
some sort of similarity [5]. Although users might have
problems interpreting the cluster structure, they might
also gain new insights about the result set.

Linking In case there are (explicit or implicit) links be-
tween the answer items, the resulting tree or graph
structure might be of interest (e.g. Web links, co-author
relationships in scientific literature, or friendship con-
nections in social networks).

Project functions
Project (P) comprises functions for the construction of the
surrogates to be presented in the results.

Selection Surrogates consists of specific fields of the re-
sult items (like e.g. title, author and year in literature
search).

Summarization Either unbiased or query-biased summaries
(extracts) of the answer documents (or specific fields
thereof) can be generated.

Aggregation This function generates a single entry repre-
senting several items di↵ering in formal aspects (e.g.
mirrors of a web page, various editions of a book) or
content (e.g. di↵erent reviews of a book in an online
store).

Faceting For displaying facets with their existing values
and corresponding frequencies, the system must sup-
port projection on single facets along with counting
values. From the point of view of a relational database,
if F denotes a facet/attribute, then the system has to
process the SQL query ”select F, count(*) from R

where ... group by F” for each facet. Query condi-
tions and restrictions wrt. to the values of a facet then
a↵ect the where part of the query.

Enrichment By using external data sources the results can
be enriched with additional data (e.g. on a product
review site, linking to online stores for each product).

Extracting The items can be used to extract new data
characterizing the whole result set, e.g. common terms
in the documents or frequent authors.

Higher level search functions
According to Bates [1] a system should not only o↵er basic
functionality. It should also provide support for search tac-
tics, stratagems and strategies. In our model a HLSF is a
function that uses lower level SOP and/or SSIM functions
(called moves regarding Bates’ terminology) for providing
tactical and strategic support. For example, when search-
ing for relevant literature about a certain topic a stratagem
consisting of two tactics would be to i) search for documents
that contain some terms describing the topic and then ii) us-
ing a function for exploring references and citations of doc-
uments to find related documents. An ideal system should
also be able to support these kinds of search functions.

3. SUPPORTING SEARCH MODES
We think that the search mode taxonomy is flexible and

general enough to be also well-suited for many other do-
mains. We regard a search mode or a sequence of search
modes (just called search mode in the following for the sake
of simplification) as a higher level search function (or task)
as defined by Bates. In the following we will give exam-
ples which functions are particularly required for supporting
certain search modes. Functions from all three groups are
required of course but we will focus on those that are the
most important and distinctive ones. These requirements
are listed in Table 1 and will be explained in more detail in
the following.
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Search Functions
Select Organize Project

Lookup
Locate Query language, Ranking method
Verify Selection

Monitor Selection

Learn
Compare Sorting Selection

Comprehend Grouping Faceting
Explore Formal filter conditions Grouping, Clustering Faceting

Investigate
Analyze Sorting, Grouping, Clustering, Linking
Evaluate Sorting
Synthesize Join

Table 1: Most important and distinctive (groups of) functions for each search mode

Lookup: Locate For supporting this search mode (often a
known-item search) it is important to o↵er appropri-
ate select functions that allow the specification of the
known attributes. For example, when searching for a
scientific publication, the user might know some words
from its title as well as the publication venue—so the
system must allow for searching in specific fields.

Lookup: Verify/Monitor If the user wants to verify that
an item meets some specific and objective criteria or
when s/he wants to monitor an item to maintain aware-
ness the system should be able to project on the rele-
vant parts or attributes of the result items. For exam-
ple, when finding out whether a central processing unit
(CPU) is compatible with a specific mainboard chipset
the system should show the compatibility information
of the CPUs in the result items.

Learn: Compare Comparing items in the results to iden-
tify similarities or di↵erences requires the system to
organize the items as a list and to o↵er a projection
of all relevant aspects visualized in tabular form. Al-
ternatively, the items may be organized in a multi-
dimensional grid. For example, when comparing prod-
ucts, both price and performance of products are rele-
vant criteria.

Learn: Comprehend For supporting comprehension of re-
sult items by finding patterns and traits the system
should allow the user to organise and project the re-
sults by grouping them according to one ore more facets,
in order to gain a understanding of the structure of the
result set. For example, a user interested in buying an
solid-state drive for his/her computer first has to com-
prehend the possible values of the relevant attributes
(e.g. storage size, host interfaces, operating system
requirements, etc.) by faceting.

Learn: Explore Faceted search supports exploration. Be-
sides selecting a specific value of a facet as a formal fil-
ter condition, the system should o↵er functions for or-
ganizing the result items into di↵erent groups for each
facet. For more content-oriented searches, clustering
functionality may help the user in understanding the
various aspects of a topic.

Investigate: Analyze Analyzing items to identify patterns
and relationships is a very complex task. Thus, the
system should o↵er several versatile and powerful or-
ganization functions.

There are several functions that may be helpful for
the user here, such as i) (multi-dimensional) sorting,
ii) grouping, iii) clustering and iv) linking of the result
items. Sorting result items allows the user to inspect
the items by the priority of one or more sorting criteria.
The HyperScatter component of the visual information
seeking system MedioVis [6] would be a proper visu-
alization and interaction technique. Especially, multi-
dimensional sorting might help in understanding the
relationship between facets (e.g. when buying a digital
camera, the user might want to learn which features
have a strong influence on the camera price). Func-
tions for grouping may help the user in gaining new
insights or getting an overview of the result items (see
preceding search modes). Clustering the result items
may be helpful for finding previously unknown simi-
larities by creating groups of items with an unknown
meaning. Additionally, a clustered result set may sup-
port the user in getting an overview of the found items
easier. Functions for linking the items can produce tree
or graph structures of the result set. These functions
can be used for creating e.g. networks based on some
kind of relationship.

Investigate: Evaluate For judging the value of an item
concerning a specific goal or purpose the system should
be able to let the user organize the result items accord-
ing to the important criterion, e.g. by sorting.

Investigate: Synthesize This search mode occurs when
the user is creating new objects from the found result
items. We envisage that a system may support this
by o↵ering a join function similar to joins in relational
databases.

The system does not have to allow the user to perform
all functions that are theoretically possible. Instead, the
system should perform certain functions automatically and
should use suitable preadjustments and defaults (see levels
of system involvement by Bates [2]). Which functions the
user should interact with depends on the search modes and
the domain in which the system is actually used.

4. IMPLICATIONS FOR THE DESIGN OF
SEARCH SYSTEMS

In the previous section we provided examples which func-
tions are required for di↵erent search modes. An ideal search
system should be flexible enough to support a broad variety
of search modes. Which set of functions is exactly required
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certainly depends on the context the system is used within
and the tasks a user typically performs. Adding as many
functions as possible may leads to a feature-bloated system.
Instead, only the appropriate functions should be o↵ered to
the user. Richer functionality requires increased user exper-
tise. Thus, the interaction and visualization techniques have
to be chosen carefully to provides an easy-to-use system.
Further open research issues concerning rich functionality
have been described by Beckers and Fuhr [3].

The discussion in this paper has shown that the ideal
search system extends classical IR functionality with typical
database functions, as well as more advanced IR functions.
Thus, typical IR systems as well as relational database sys-
tems are both far away from the ideal system. An XQuery
system with full-text search might come closest today, but
it lacks all the more advanced IR functions. Whatever the
resulting query language might look like, however, it should
be clear that it mainly targets at the application developer,
who specifies the functionality needed, which is then mapped
onto a user-friendly interface.

5. CONCLUSION AND OUTLOOK
We demonstrated how di↵erent search modes require dif-

ferent search functions of the system. Thus, an ideal search
system suitable for various search modes should not only
support classic search functions for ad-hoc retrieval (e.g. or-
dinary web search) but also more advanced functions de-
scribed in this paper. Our grouping of search functions al-
lows the identification of functions possibly required for a
certain search mode. Previous research in this area can be
categorized and integrated.

Further empirical research is necessary to validate our pro-
posed mapping from search modes to search functions. A
first step may be to show exemplarily that for a particular
search tasks the users can benefit from improved and suit-
able functionality by controlling the other variables.
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ABSTRACT
We describe our efforts to design an interface that supports media
studies researchers in collecting data. Based on interviews about
their search behavior we arrive at a set of search scenarios and for
each we identify IR techniques that provide the required functional-
ity. We end with a discussion about the implementation of such an
interface and its re-usability across the humanities.

Categories and Subject Descriptors
H.5.2 [User interfaces]: User-centered design

1. INTRODUCTION
Research in the arts and humanities often follows an interpre-

tive, associative method based on historic-cultural materials, includ-
ing primary sources as well as secondary materials. Humanities
researchers increasingly make use of online archives and libraries
to collect and compare materials and this is changing the way they
work [3]. Although the trend towards e-humanities is being ad-
dressed by computer science, current search tools remain ineffective
in supporting humanities researchers in data collection [5, 17, 18].

Most support tools for e-humanities research focus either on sup-
porting a single type of search process, are aimed at analysis and or-
ganization, or focus on a single collection of primary sources rather
than the collection of secondary material across various sources and
modalities. Letizia is an example of a user interface that assists a
user in browsing the Web by pre-fetching related documents [10].
Flamenco is an interface that supports exploration of image col-
lections through facets [20]. Imagesieve is an exploratory tool for
museum archives based on entities [11]. See [15] for an overview
of metadata enhanced interfaces for specific digital libraries. Other
systems aim to support sensemaking of collected data. Combin-
Formation, for example, is a creativity support tool for searching,
browsing, organizing, and integrating information [9]. Visualiza-
tion and text analysis tools provide a wider variety of methods to
organize and analyze material, e.g., MONK1 and TaPoR.2.

In this paper we revisit the search scenarios in which humanities
researchers engage. We follow a human centered approach to derive
the search scenarios that a tool for data collection in the human-
ities should support. We focus on a specific group of users, i.e.,

1
http://monkproject.org/

2
http://portal.tapor.ca/
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researchers in the field of media studies. Media Studies concerns
the study of production, content and/or reception of various types
of media, e.g., social media, film, and television [12]. The search
for data in different modalities and across a wide variety of sources
make this an interesting group for our analysis. We perform a set of
interviews to analyze the information search behavior exhibited by
media studies researchers during their research. Our contributions
are establishing a set of search scenarios based on these interviews,
identifying suitable information retrieval techniques that support
these scenarios, and a discussion about the challenges in incorpo-
rating these techniques in an interface and its re-usability for other
humanities disciplines.

2. ESTABLISHING SEARCH SCENARIOS
Most research in the humanities starts out by gathering specific

primary sources on a certain topic. When a selection of source
materials has been made the search for additional materials starts in
order to provide context for the source materials [1, 14]. In terms
of information behavior a research project consists of successive
information seeking processes each consisting of multiple search
processes [19]. Each search process, whether for primary sources
or other materials, consists of starting a search, several types of
search actions, i.e., browsing, chaining, and monitoring, followed
by differentiating, verifying and extracting information [7].

Each of these actions can be observed in the search processes
of media studies researchers in various stages of their research cy-
cle [4, 12]. However, the effectiveness of current search tools to
support these actions depends on the goal of the search process and
the organization of the material. For example, browsing is easily
facilitated in an interface by providing facets over the metadata
annotations of documents, but metadata is usually unavailable. We
will focus on the contextualization stage of the research cycle of me-
dia studies, where the primary sources have already been collected
and the search for additional material starts. In this stage multiple
sources of different modality are searched for and we expect that the
analysis of this process will provide search scenarios that facilitate
the development of an appropriate search interface.
Interview method and analysis. We interviewed ten media stud-
ies researchers from 3 different institutes with varying levels of
experience: 2 PhD students, 5 post-doctoral researchers, 1 assistant-
professor, and 2 full professors. Several media are being studied:
television (10), radio (2), news papers (2), and documentaries (1).
The interview was conducted in a semi-structured style and con-
sisted of three parts: (i) identification of a recent research project;
(ii) open questions about search processes and research questions
during the project; and (iii) an interactive part in which subjects

33

http://monkproject.org/
http://portal.tapor.ca/


I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 frequency

newspapers 1 4 - 2 - 1 - 1 1 3 7/10
interview 1 - 1 - - - 1 2 - 4 5/10
magazine/tvguide - 1 - 1 - - 1 2 1 - 5/10
entity homepage 2 - 1 - 1 1 - - - 1 5/10
forum/blog - - - 1 3 1 - - - 1 4/10
paper archive 1 - - - - - 4 2 1 - 4/10
Wikipedia 1 - - 1 - 1 - - - 1 4/10
reports 1 - 1 - - - - 2 - - 3/10
book 1 - - 1 - - - - - - 2/10
specific site 2 1 - - - - - - - - 2/10
twitter/facebook - - - - 1 - - - - - 1/10

Table 1: Number of times a source is mentioned in an interview.
Frequency is the fraction of interviews to which a code applies.

wrote down the search processes on index cards. Interviews lasted
about 30 minutes, were tape-recorded and later transcribed.

In our analysis of the interviews we focus on those questions
that address the process of secondary material collection. We apply
open-coding [16], to identify different types of material, the type of
information needs the materials satisfy, and search strategies used
by media studies researchers to retrieve the material. Given this data
we then identify search scenarios on a more general level. Note that
when using quotes, square brackets [..] indicate modifications to the
original quote to improve understanding or to protect the anonymity
of the subject. For identification purposes interviewees are assigned
a number, i.e, I1 to I10.

Interview results. We first consider the different types of materi-
als that media studies researchers search for besides their primary
source material, e.g., television programs. Table 1 shows the types
of material mentioned during the interviews. The source that is
most often used are newspapers. They provide relevant context in
terms of: (i) reviews about a television program; (ii) information on
events during the period in which a program was broadcasted; (iii) to
reconstruct which programs were broadcasted during a time period;
and (iv) whether a program itself caused some event or controversy.
Interviews are used when the required information is not otherwise
accessible. Interviews with directors and producers provide context
in terms of productions information, e.g., why a certain format was
choses for a program. Interviews with people who watched a pro-
gram that is no longer available provide information on the attitude
of viewers in that time. Magazines and tv-guides are interesting
mainly for the reviews of programs they contain or for reconstruct-
ing a broadcasting schedule. The context of homepages depends
on the entity of interest. The homepage of the production company
of a program provides production information, e.g., when it was
broadcasted. Alternatively, a person mentioned in a program may
be of interest and his/her homepage allows the researcher to find
out more about that person. Wikipedia is also a popular source for
this type of information. The main use for fora and blogs is to get a
sense of people’s attitudes towards a certain program. Other sources
used mostly to get production information are paper archives and
internal reports. Books and other sites, e.g., history site, are used to
provide historical context for a program. The lack of use of social
media as sources is due to our sample of media researchers, who
work mostly with television.

Next, we categorized the various types of information need that
the materials satisfy into 3 types: (i) general background information
on a topic; (ii) information on specific entities; and (iii) identify-
ing conversational information about an event. Table 2 shows the
number of times each type of information need occurred in each
of the interviews. Searching for background information is men-

I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 frequency

background 5 - 2 - 4 1 5 4 1 - 7/10
entities 2 - 3 - 1 4 - - - 1 5/10
conversational 1 4 1 4 - - - - - 5 5/10

Table 2: Number of times a type of information need is men-
tioned in an interview. Frequency is the fraction of interviews
to which a code applies.

tioned by most of the interviewees. We found two general topics on
which media studies researchers require background information:
cultural context and media production context. Cultural context
is necessary to understand the reception of a program by society:
(I7) “[regarding television shows for women in the 70’s] I found
that as the topics discussed were more taboo, those topics were still
taboo then... That the program was broadcasted at a later time slot
and there the difficult topics like divorce and birth control were
discussed.” Another type of context, i.e., media production context,
is necessary to understand why programs turned out in a certain
way: (I1) “There are different ways to interpret this rebellion. As
producers got more freedom in creating television programs and
while the television landscape was still very much divided, more
artistic programs could emerge.” The goal of gathering this type of
context is to learn more about the situation in which a program was
broadcasted or created.

Regarding context for entities we find that biographic information
about people is important: (I6) “For example, if a [person] was men-
tioned then I would know his name, but not his ethnic background.
Part of the analysis was finding out [peoples]’ ethnic background”
and (I3) “not all journalists are so vain to put themselves online.
Especially the ones that are not well known and then I could not find
their specialism.” For organizations information about the internal
culture and policies is important: (I1) “Sometimes you search for
policy information. How did the broadcasting company present
itself, what does it mean for the broadcasting company... So what
role does the program play in the perception of the broadcasting
company’s own history.” These quotes show a particular interest in
specific information about entities.

In five cases interviewees engage in a conversational search, i.e.,
they look for the discussion around certain events. For example three
interviewees mention that they look for controversy: (I2) “I searched
in newspapers for controversies, you are actually searching in other
media for reflection on what happened. And then you find the title
of the program. You start with there was a fight, and you need to
know what it was about” and (I10) “Of course the programs that
are the most controversial, those that fuel public debate and get the
most media attention, are the ones that I examined closest.” These
quotes show how media studies researchers are interested in the
reasons that cause a controversy. A similar type of information need
is mentioned by two other interviewees interested in multiple views
on a topic: (I3) “I was interested in the relation between political
issues and whether news programs show multiple views on every
topic, for example a government source and an opposition source”
and (4) “I chose to organize [political figure]’s story chronologically:
her rise, moments of glory, and her fall.”

We find that of the information needs described above the search
task of finding background information is exploratory, i.e., it is un-
clear what the actual goal is other than information about a general
topic. Regarding the entity information need the search task is very
specific, e.g., finding journalists’ specialism. The search task may
be repeated multiple times for different entities, but the goal remains
the same. In the case of conversational search multiple types of
search task are required to satisfy the information need. For exam-
ple, to find multiple views on a political issue, first, an exploratory
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Figure 1: Sketch of an exploratory meta search engine, num-
bers are used to reference components.
resources facetsBarack Obama

Barack Obama - Wikipedia the free encyclopedia
Barack Hussein Obama II is the 44th and current President of the 
United States. He is the first African American to hold the office. In 
January 2005, Obama was...
Barack Obama - Wikipedia the free encyclopedia

President Barack Obama | The White House
Barack H. Obama is the 44th President of the United States. ... With a 
father from Kenya and a mother from Kansas, President Obama was 
born in Hawaii on...
www.whitehouse.gov/administration/president-obama

President Obama and Civil Liberties: a mixed record
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search task is required to find the people involved. Second, a more
targeted search is necessary to find the attitude of each person to-
wards the issue. We also note that these types of information need
occur multiple times during a research project, e.g., (I3) looking for
multiple views on political issues and the specialism of journalists
reporting on those issues.

Finally, we consider the search strategies used to collect material.
The tools used most often are web search engines, for example when
searching for controversial documentaries: (I2) “I Google not for
documentaries, because I do not know which are controversial. I
use keywords of which I know that they are related to controversies
such as: conflict.” Media studies researchers are trained in searching
through archives and so also use various strategies when searching
for additional material: (I1) “You have to search in different ways,
of course... That was the same in the archive. When you can not
find anything on a shelf organized per director, then use decades
as a searching criterion. So you are always trying different angles.”
Another example shows how chaining via web links is used to
reconstruct the conversation about an entity: (I4) “right, you end
up on a forum with a discussion about her biography. Where one
post suggests to look at this and this. Another suggests you should
read that. In this way you get a lot of pointers to links in a very
organic way, and I collect it in a folder with interesting links.” Even
for a specific information need such as the nationality of an entity
several sources are searched: (I6) “Wikipedia is also a search engine.
I needed to know the ethnic background of [people]. You can do
this in all sorts of ways, for example fora, but also other sites that
provided information about the nationality of [people].”

These quotes show how media studies researchers use multiple
strategies and cover multiple sources to get at the information they
need. The most popular tool are web search engines that while
specialized in navigational search are also used for exploratory and
informational type searches.

3. IDENTIFYING IR TECHNIQUES
The types of information need identified in the interviews suggest

that an interface that supports multiple data search and collection
tasks should support the following search scenarios: (i) general
search; (ii) entity information search; (iii) entity relation search; and
(iv) information management.
Background search. When the goal of the search is to find general
background information on a certain topic, media studies researchers
engage in an exploratory search task over multiple sources, e.g.,
news archives, libraries, and the Web. To support this task we
propose to combine features of an exploratory search engine [13]
with those of a meta search engine [6], see Figure 1. A search
box (1) is available for the user to type in keywords in response
to which a ranked list of result snippets is displayed. To support
users in finding material across sources the interface aggregates

results from multiple sources. A sidebar (2) shows a list of common
information sources, e.g., Wikipedia. Checkboxes are available to
select or deselect one or more sources from which results for the
keywords are retrieved. Facets (3) are available on the right side
and support the user in filtering the result set and learning about the
topics covered in the results set. A typical issue for meta search
engines is the aggregation of results from different sources. We
propose to leave control to the user: for each source we display one
result with the option to expand (4) a source and display its results.
The user is able to drag and reorder the sources in the sources list in
order to select the source that will be shown at the top.
Entity information search. Another scenario is when the goal
of a search task is to find more information about an entity, e.g.,
the ethnic background of a person, or an event, e.g., reality shows
causing a controversy. To support this kind of tasks we propose
an interface that combines techniques for entity resolution [8], list
completion [2] and query by example [21], see Figure 2.

Figure 2: Sketch of an entity information search interface, num-
bers are used to reference components.
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Entity resolution is necessary when only an entity’s name is known,
e.g., the name Michael Jordan usually refers to the basketball player,
but the target could be a researcher or anyone with that name. Typ-
ing a name in the entity resolution component (1) and selecting a
knowledge base against which to resolve the entity, e.g., Freebase,3

results in a list of possible targets for the entity. These targets, e.g.,
a Wikipedia page or homepage, provide an identifier for the entity
and context information. This is also useful in the case of events,
which only in special cases have specific names, i.e., named events.

Query by example (2) supports finding information about a topic
for which some information (context) is already available. Given a
news article about a certain topic, find more documents that describe
that same topic. Possible target resources for query by example are
video databases and news archives as items from different resources
describe an event in different ways.

List completion supports a scenario where a researcher wishes
to find a group of entities that all have something in common, e.g.,
members of the same political party, but he/she has only identified
some members of this group. Providing a number of examples
the list completion component (3) results in a list of entities that
have characteristics in common with the examples, e.g., entering
Wikipedia URLs as example entities returns other entities (URLs)
from Wikipedia that share characteristics with the examples.
Entity relation search. In some cases multiple types of search
processes are required in order to satisfy an information need, i.e.,
to find multiple views on a topic exploratory and targeted searches
alternate. For example, finding who are the opponents and propo-
nents on a political issue and the reasons for their respective views.
We propose an interface that facilitates viewing entities in context
using dynamic snippets, see Figure 3. Whenever a search query is
issued, a sidebar (1) on the left of the interface is populated with
entities. To locate candidate entities online named entity recognition
3
http://www.freebase.com/
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Figure 3: Sketch of a search engine with dynamic snippets and
entity highlighting, numbers are used to reference components.
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is performed (NER). As NER is a costly operation this is done in-
crementally, i.e., first on the top 10 pages then, if the user paginates,
on the next 10 pages, etc. Initially snippets in the result list contain
the same text as returned from the source. The snippets, however
are dynamic and when hovering over an entity (2) the snippet is up-
dated to show a piece of text from the document in which this entity
occurs, highlighting the entity (3). Jumping to an entity’s position
in result documents and highlighting, allows a user to inspect the
context in which an entity occurs without opening each document.
To account for the limited amount of space each snippet is made
scrollable to enable inspection of other occurrences of the entity.
Information management. In all cases listed above the proposed
techniques support finding information, however, this information
needs to be stored and organized. Rather than an elaborate informa-
tion organization environment common to sensemaking tools, we
propose to allow the creation and assignment of labels to relevant
documents. For example, in the case of the rise and fall of a political
figure, documents can be organized according to the start of career,
moments of glory and the eventual downfall.

4. DISCUSSION
In this paper we have established several search scenarios in

which media researchers engage and recommend IR techniques that
provide support in these scenarios. There are however two unre-
solved issues: (i) will these techniques work for each source or
do they have to be tuned towards the characteristics of each data
collection; and (ii) is an interface that incorporates these techniques
re-usable by other humanities researchers? We believe the first point
can be addressed by carefully documenting the characteristics of
collections and the dependence of the retrieval performance of IR
techniques on these characteristics. Whether linking a video archive
with a news archive is a different task from linking a photo archive
with a news archive will depend on the agreement of the character-
istics of the datasets. To address the second point, we believe it is
necessary to separate the functionality and the sources into modules
and allow the user to compose the interface required for the search
task at hand. These modules also have to be configurable, for ex-
ample, the facets entities and phrases in a facets search component
may be useful in some cases, while others require events and years.

Our main next step is to take these requirements and realize an
interface that supports the various information search tasks of media
researchers and is re-usable across the humanities.
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ABSTRACT
Interactive  applications  can  greatly  benefit  from  Information 

Visualization (Infovis) methods addressing aesthetic and creative 

design aspects,  to help in  effectively conveying the meaning of 

complex data.  We present  a  novel  Infovis  design  and  method, 

applied  to  the  interactive  visual  exploration  of  Italian  wines' 

properties.  This  work adopts  a  generative  approach,  based  on 

automatic creation of the visual layout according to functional as 

well as aesthetic and perceptual criteria.

Categories and Subject Descriptors
H5.m.  Information  interfaces  and  presentation  (e.g.,  HCI): 

Miscellaneous.

General Terms
Algorithms, Design, Human Factors.

Keywords
Information  visualization,  graphic  design,  generative  art, 

generative design,  visual recommender  systems,  interactive data 

exploration, wine culture.

1. INTRODUCTION
Aesthetic  and  creative  design  aspects  are  essential  to  the 

development of a successful Information Visualization  (Infovis) 

project,  helping  to  immediately  and  effectively  convey  the 

meaning  of  complex  data  [10].  To  this  end,  we  think  that 

inspiration can be found  in the approach of  generative visual art 

and  generative  graphic  design,  where  the  artist/designer,  after 

envisioning  a  set  of  aesthetic,  functional  and  semantic  criteria, 

models them as a process and lets the resulting system organize 

into the actual, emergent visual patterns [3][5][6].  This kind of 

flexibility can greatly benefit  interactive applications,  where the 

visualized data  are dynamic by nature. Following this framework, 

we present a  demonstration of a novel Infovis visual concept and 

method,  applied  to  an  interactive  application  scenario.  This 

concept emphasizes, in addition to its specific visual design: a) 

visual  layout  creation  driven  by  a  fitness  function  taking  into 

account not only data  relationships, but also aesthetic, perceptual  

and  graphic  design  aspects;  b)  immediacy  and  easiness  in  the 

interactive exploration of the resulting visualization.

2. RELATED WORK
The aesthetic features of an Infovis project depend primarily on 

the human designer's  creative design insights  and skills [10][9]

[1].  When  dealing  with  dynamic  and  interactive  applications, 

where the data  to visualize are selected on the fly, the designer  

faces  the  additional  challenge  of  managing  the  layout  and 

aesthetics  of   unpredictable  data  configurations.  In  the  Infovis 

field, this is usually addressed in essentially two ways: a) letting 

the aesthetic features emerge from layout algorithms designed to 

show  data  properties  and  relationships  with  clarity  (see,  for 

example, graph layout algorithms[4][11]);  b) directly embedding 

aesthetic  criteria  into  the  visualization  algorithm  (see,  for 

example,  circle  packing  layout  algorithms  [2]).  However,  the 

combined  use  of  a)  and  b)  and  the  embedding  of  multiple, 

potentially  complex  aesthetic  factors  remain  challenging  and 

relatively  unexplored  areas.  Our  work  aims  to  integrate  the 

approaches  a)  and  b)  in  a  single  generative  framework.  The 

generative  process  is  applied  to  a  visual  concept  with  many 

degrees of freedom,  related to  the family of grid  visualizations 

(see for example [8]). The process is driven by a fitness function,  

able  to  take  into  account  multiple  data-driven,  aesthetic  and 

graphic design visual factors. The flexibility and modularity of the 

fitness function allows the designer to experiment with different 

aesthetic  criteria and styles.  Moreover,  the generative approach 

naturally leads to the creation of a diverse set of visual solutions 

for a given data set, enriching the user's experience with a source 

of visual novelty.

3. APPLICATION SCENARIO
Our work's example application scenario is a visual recommender 

system on the domain of Italian wines from the Piemonte region, 

based on a database of these wines and their properties related to 

smell,  taste,  grapes  and  production  locations.  This  application 

scenario has been envisioned in the context of the “PIEMONTE 

Project”1,  a  research  project  whose  core concept  is  that  “smart 

things” can play the role of gateways for enhancing the interaction 

between people and a territory with its cultural heritage.

When the user chooses a wine from the list, the system extracts 

from the database a set of wines with similar properties (according 

1 http://www.piemonte.di.unito.it/index.html 
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to  a  given  similarity  function)  and  creates  an  interactive 

visualization  of  this  set,  allowing visual  exploration  of  wines' 

properties.

4. VISUALIZATION
Our visualization method works on a set of n items, where each 

item, identified by a name label, is linked to a list of properties 

taken  from  a  domain-specific  dictionary  and  categorized  in 

property groups. In the wine recommendation scenario, items and 

item properties become wines and wine properties, categorized in 

the  following  property  groups:  smell,  taste,  primary  grape, 

secondary grape and production location.

The algorithm is composed by the following steps:

1)  An initial visualization layout is built as a n x m matrix, where 

each  row  corresponds  to  a  distinct  item  and  each  column 

corresponds  to  a  distinct  property (m is the number of distinct 

properties appearing in the given item set). Each element in this 

matrix, corresponding to a item-property combination, is assigned 

a color, determined by the property group the element's property 

belongs to, according to a given color table. For the wine domain, 

we chose the following color table association: taste = red, smell 

=  indigo,  primary  grape  =  green,  secondary  grape  =  cyan, 

production  location  = yellow.  Elements  corresponding to  item-

property combinations  not  appearing  in  the  visualized  item set 

(called  in  the  following  "empty  elements")  are  assigned  the 

background color.  A special  column in the matrix will  contain 

item's name labels.

2)   A  large  number  of  candidate  visualization  layouts  is 

generated,  where  each  candidate  is  obtained  by  randomly 

rearranging rows and columns in the matrix (keeping individual 

rows and columns intact, for data coherence). Candidate layouts 

are  assigned  a score according to  a fitness function;  the actual 

visualization  layout  is  randomly selected  among the  candidates 

with the highest scores. The fitness function takes into account a 

set of factors related to the visualization's functional, aesthetic and 

graphic design factors, including:

• minimization  of  the  distance  between  rows 

corresponding to similar items (the similarity between 

two items is calculated as a function of  the properties 

they share);

• preference for visual grouping of columns linked to  the 

same property group (i.e., of the same color);

• preference  for  specific  shape  properties  of  local  or 

global  visual  emergent  patterns  (e.g.,  preference  for 

spatially compact  patterns,  minimizing  the  number  of 

gaps between colored matrix elements);

• preference  for  specific  color  pairings  of  matrix 

elements,  according  to  a  given  color  theory  (e.g., 

preference  for  complementary  colors  of  adjacent 

elements).

The  fitness  function  is  calculated  as  a  weighted  sum  of 

components, where each component calculates the score assigned 

to a given layout  with respect to a different design factor.  This 

modular structure allows for seamless modelization and  inclusion 

of  other  design  factors  when  needed,  for  example  when  the 

designer wants to experiment with different visual and interaction 

styles.

During this step, groups of two or more columns can be optionally 

fused together into one column, provided that non-empty elements 

from these columns won't overlap in the resulting column. These 

column fusion operations generate new candidate layouts.

3)  Finally, the chosen visualization layout is displayed (Figure 1). 

Each matrix's element is drawn as a borderless tile painted with 

the color associated to the element. Item names are displayed in 

their  column,  with  the  tile  belonging  to  the  chosen  item 

highlighted by a thin border. Optionally, the brightness and width 

of  adjacent  columns  of  the same color  is  slightly modified,  in 

order to increase visual diversity and allow the user to tell these 

columns apart more easily.

5. INTERACTION
Interactive  exploration  of  the  resulting  visualization  can  be 

performed in several ways, including:

• selecting  a  wine  in  the  name  column:  all  the  wine's 

properties in the corresponding row will be highlighted, 

by showing their labels (e.g. in Figure 1,  the 5th wine 

from the top is selected) ;

• selecting a property column: the property's label will be 

shown at the interaction point and all the wines sharing 

that  property  will  be  highlighted,  emphasizing  their 

name  labels'  font  and/or  coloring  their  tiles  with  the 

same color  as the property tiles (e.g.  in  Figure 2,  the 

“amarognolo” (slighty bitter) taste property is selected). 

It should be noted that, by default, properties' labels are 

intentionally  not  shown  until  they  (or  related  wine 

names) are selected,  in order to encourage visual data 

exploration  and  reduce  information  overload.  At  any 

moment  the  user  can,  of  course,  ask  for  permanent 

display of a given label, or all labels;

• asking  for  alternate  layouts  (from the  best  candidates 

found in the step 2) of the visualization algorithm);

• making  a  new  recommendation/visualization  query, 

choosing one of the visualized wines, or a wine from the 

global list;

• changing  the  visualization's  settings,  e.g.  setting  the 

number of similar wines shown as the result of a query, 

or  setting  the  minimum number  of  wines  a  property 

must belong to, in order for the property to be shown;

• manually rearranging the layout of rows and columns 

with drag-and-drop actions.

When the  user  makes a  new query,  a  smooth  visual  transition 

between  visualization  layouts  is  provided  by  animations 

“dissolving”  the  current  layout  (by  moving  tiles  outwards  in 

random directions  and fading them out)   and “assembling” the 

new one (by  moving tiles from random outscreen positions  to 

their actual position in the layout, and fading them in).

6. IMPLEMENTATION
The Infovis method described in this paper has been implemented 

as a prototype application for the wine recommendation scenario 

using  Processing2,  an  open  source  programming  language  and 

environment for creating images, animations, and interactions [7]. 

The  availability  of  a  powerful  language  for  building  visual 

structures,  together  with  the  compatibility  with  the  Java 

programming  language,  made  Processing  an  excellent  rapid 

2 http://processing.org
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development  environment  for  both  the  visual  design  and  the 

algorithmic aspects of our work.

So far, we ran the prototype on standard PCs and on an interactive 

whiteboard,  the  latter's  large  touchscreen  providing  a  natural 

environment for our work's visual and interactive features.

7. PUBLIC DEMONSTRATION
The prototype  application  was  exhibited  at  the  CHEESE 2011 

festival3. We were located in the headquarters of Slow Food4, the 

event's organizer and PIEMONTE Project's partner. At  this place, 

one of the event's focal points, people attending the event could 

see  the  application,  interact  with  it  and  comment  on  it.  We 

received a strong positive feedback from the event's visitors, about 

both  the  usefulness  and  the  aesthetic  value  of  the  presented 

application.
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ABSTRACT 
Task-based evaluation has been suggested as a solution for 
comparing search systems in the personal context.  However, as 
personal search tasks are broad, dependent on users, and have 
different levels of specificity [3], focusing on the building blocks 
(or characteristics) of these tasks could provide a more reliable 
and maintainable alternative for evaluation. Moreover, the 
characteristics can be used to determine to what extent evaluation 
results are generalizable and comparable across different users 
and tasks.   

In this position paper, a characteristic reference model for 
personal search tasks will be introduced. Based on this model, 
different search systems can be compared not only in relation to 
task types, but also in terms of the characteristics that are most 
influential in search tasks, increasing the level of detail at which 
comparisons can be made.  

Categories and Subject Descriptors 
H.3.3 [Information Storage and Retrieval]: Information Search 
and Retrieval 

General Terms 
Performance, Design, Experimentation, Human Factors. 

Keywords 
Personal Search, Task-based Evaluation, Task, Search 
Characteristic. 

1. INTRODUCTION 
Providing search solutions to retrieve information that has been 
seen previously is the main focus in the personal search context 
[8]. To compare the effectiveness of search systems in the 
personal context, identifying common search tasks is of key 
importance. For example, Kelly and Teevan [3] proposed building 
a shared collection of common tasks instead of studying tasks in 
separate research groups. Common tasks for evaluation purposes 
have also been suggested in other disciplines such as HCI (Human 
Computer Interaction). For an instance, Whittaker et al. [7] 
introduced reference tasks with the goal of comparing interaction 
techniques. 
However, it is challenging to identify common search tasks, 
particularly in the personal context, due to the variety of search 
needs among different users. Controlling the variety of tasks 

under a set of task types was proposed as an approach for 
evaluating personal search systems by Elseweiler and Ruthven 
[1]. In this study, three task types were identified based on a 
search characteristic to control the evaluation experiments; and a 
task-based evaluation conducted where the search systems are 
compared in relation to the search tasks. However, as the task-
based evaluation focuses on specific task scenarios, there is a 
disadvantage that the acquired results cannot be generalized [5]. 
This is while solving task-based evaluation problems and 
developing a new type of evaluation has been highlighted [9].   

To overcome this problem, we propose to incorporate the 
underlying characteristics of tasks. These characteristics, being 
more general in nature, can support the identification of 
commonalities across different tasks in terms of their components.  
For this purpose, we introduce a characteristic reference model in 
the next section.  

2. CHARACTERISTIC REFERENCE 
MODEL 
With the focus on search characteristics to compare personal 
search systems, first we must acquire knowledge about the range 
of characteristics that can affect the retrieval process. Based on 
these characteristics, we can then identify similar tasks, which 
have common search characteristics. This notion of explicit 
similarity supports a fair comparison of search systems in relation 
to the user tasks.  

However, it is also possible to define implicit similarity between 
tasks. Here, tasks do not necessarily share the same set of 
characteristics, but their characteristics have been demonstrated to 
have the same effect on the retrieval process. Consider the 
following simple example of the implicit similarity concept.  

From pilot user studies that we have conducted with the aim of 
identifying different types of personal search tasks, the user’s 
level of knowledge in relation to the target information and task 
has been observed as a search characteristic influential in retrieval 
results. Based on this characteristic, we proposed a hierarchy of 
personal task types for level of knowledge, as shown in Figure 1.  

 

Figure 1. Personal task types and level of knowledge 

Personal 
Tasks

Known

Seen

Remembered Not-
remembered
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Unknown
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In the proposed task hierarchy, for   example,   the   user’s   state   of  
knowledge might be that the target information is unknown, where 
the user does not know whether the required information item 
exists. Another possibility is that the user is searching for an 
information item that they know exists and have seen before, but 
is currently not-remembered.  

In our observations of users, there are situations where user search 
behavior for not-remembered tasks is the same as for unknown 
tasks. For example, one of these situations is when the last access 
time to the information is prior to last month; here, the user does 
not know how to get to the information.  

In the literature, the time of last access to required information has 
been called the task temperature. For this search characteristic, 
three values of hot (accessed within the last week), warm 
(accessed within the last month), and cold (accessed prior to the 
last month) have been suggested [1]. Based on this observation 
and from the gathered characteristics and values, it is possible to 
derive a simple rule as an example of implicit task similarity, 
illustrated in Figure 2.   

 

 

 

 

Figure 2: Implicit similar tasks 

From Figure 2, it can be seen that if there are two task scenarios 
identified under two different types (e.g. unknown and not-
remembered), in some situations (e.g. cold temperature) they 
could have a similar effect on the retrieval process. In other 
words, it is possible that tasks which are in fact highly similar can 
occur under different task types. Such relationships have not been 
considered in task-based evaluations, where the focus is on 
specific task scenarios.  

The previous scenario is a simple example; more realistically, it is 
likely that many different characteristics affect search tasks, in 
terms of: user, search need, search strategy, search context, 
information, and the collection of information. Deriving 
comprehensive rules for task similarities requires extensive user 
studies in both qualitative and quantitative aspects.  We intend to 
extrapolate a set of rules composed of Characteristic: Value 
settings, as a reference model for identifying similar tasks.  

In building this reference model, we need to further explore: 
 the key characteristics that are influential in a search 

task 
 interdependencies between characteristics 
 the importance of characteristics in affecting retrieval 

results 

Such a model will incorporate the characteristics proposed when 
studying tasks in different search applications (such as the goal of 
the user, task complexity, and topic familiarity [2, 4, 6], in both 
work task and search task aspects), as these are potentially 
applicable in the personal context. Characteristic settings will be 
derived by observing real task scenarios and mapping how search 
characteristics affect search tasks. In this mapping, we consider 
the interactions of characteristics.  

Based on this characteristic reference model, similar tasks can be 
either created from scratch, or selected from the recorded tasks in 

current studies where characteristic details are available. Search 
systems can then be compared in relation to explicitly or 
implicitly similar tasks. The advantage of using this model is not 
only limited to enriching the comparability of personal search 
systems, and the generalizability of comparison results, but it can 
also lead to a complementary evaluation approach, where 
assessing the effect of one characteristic on the performance of 
search systems is important.  

3. CONCLUSION 
In this paper, we proposed a characteristic reference model for 
evaluating personal search systems. As there are a variety of tasks 
in the personal context, this model is based on identifying 
building blocks, and how they affect search tasks. This approach 
will enable better control and comparability across different users 
and tasks, rather than focusing on specific instances of tasks as is 
currently done in task-based evaluation. Focusing on these 
characteristics not only facilitates the evaluation of search systems 
based on search tasks through detailed comparisons, but also 
provides evaluations on characteristics in affecting the 
effectiveness of search systems.  
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If: 
Task A= {<Level of knowledge: Unknown>} 
Task B= {<Level of knowledge: Not-remembered>,      
                 <Temperature: Cold>} 

Then: 
Task A similar to Task B.  
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ABSTRACT 
The problem of spatiotemporal event visualization based on 
reports entails subtasks ranging from named entity recognition to 
relationship extraction and mapping of events. We present an 
approach to event extraction that is driven by data mining and 
visualization goals, particularly thematic mapping and trend 
analysis.  This paper focuses on bridging the information 
extraction and visualization tasks and investigates topic modeling 
approaches. We develop a static, finite topic model and examine 
the potential benefits and feasibility of extending this to dynamic 
topic modeling with a large number of topics and continuous 
tome.  We describe an experimental test bed for event mapping 
that uses this end-to-end information retrieval system, and report 
preliminary results on a geoinformatics problem: tracking of 
methamphetamine lab seizure events across time and space. 

Categories and Subject Descriptors 
H.3.3 [Information Storage and Retrieval]: Information search 
and retrieval – clustering, relevance feedback, selection process; 
H.2.8 [Database Management]: Database applications – data 
mining, spatial databases and GIS 

General Terms 
Algorithms, Experimentation, Human Factors 

Keywords 
information extraction, information visualization, event 
extraction, topic modeling, geoinformatics, spatiotemporal 
information retrieval, data mining, machine learning, time series 

1. INTRODUCTION 
In this paper, we address the problem of event visualization based 
on structured data, in the form of time-referenced and 
georeferenced relational tuples, and on unstructured data, in the 
form of free text.  Information extraction systems based on named 
entity recognition (NER) and relationship extraction have enabled 
detection of events mentioned in free text and extraction of 
structured tuples describing the location, time, along with other 
attributes of an event.  Identifying hotspots and trends, however, 
remains an open problem.  One limitation is the absence of ground 
truth for high event activity. In some cases this is due to a lack of 

well-defined criteria for activity and relevance, while in some it is 
due to limitations in existing annotation interfaces. 

We first present a basic approach to event visualization. Our 
general framework makes use of mapping tools such as Google 
Maps [1], the Google web toolkit, and timeline visualization tools 
such as MIT SIMILE [2].  It also builds upon previous work on 
gazetteer-based event recognition and syntactic patterns for 
semantic relationship detection.  Next, we show how a system 
developed originally for visualization of animal disease outbreaks 
reported in online news documents can be adapted to display 
reports of methamphetamine lab seizures compiled by regional 
law enforcement. We briefly outline the development of a 
domain-specific data description language for increased 
portability and ease of information integration. We then discuss 
the role of topic modeling and information retrieval approaches in 
filtering and ranking events. 

A key technical contribution of this work is the application of 
topic modeling algorithms in order to compute the posterior 
probability of a particular spatial location, time unit, or 
combination given the type of event, which is treated as a topic.  
This allows the data to be interrogated systematically in order to 
display geographic regions that are more prone to events of 
interest.  A potential application of this is to construct a time 
composite map of administrative divisions within a state or 
province, or a spatial composite time series by month or year, 
showing active regions.  These can be visualized using a 
choropleth map: a map in which regions (geographic regions in 
this case) are coded by colors or grayscale intensity levels.  These 
represent a variable of interest – in this case, event frequency. 
Finally, the ability to estimate marginal likelihoods over locations 
and times given the event type parameters can also be used to 
filter events, to display only those that fall within a specified 
frequency range.  For example, the system can be configured to 
search for seizures of methaphetamine production labs in counties 
or districts where they are common or rare. 

2. EVENT VISUALIZATION TASKS 
2.1 Spatiotemporal Event Extraction  
The goal of event extraction is to identify phenomena related to 
specific actions, occurrences, relationships, or entities. For 
example, a positive test for a contagious animal disease on a farm 
is an event that may be tied to an epidemic and identified post hoc 
as indicating an outbreak. The seizure of equipment from a 
methamphetamine production facility, or of waste products from a 
dump site, is an example of an event in the domain of drug 
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enforcement. Events that can be localized in space and time form 
the basis of spatiotemporal event extraction. 

In the domains of veterinary epidemiology and drug enforcement, 
decision support systems are typically based on spatiotemporal 
event extraction and visualization.  When events are already 
available in structured form, they are usually compiled manually 
from investigative reports by local or national authorities: animal 
health agencies in the case of veterinary epidemiology and state of 
national bureaus of investigation in the case of drug seizures. By 
contrast, unstructured data often comes into the decision support 
system as the result of a web crawl based on domain-specific 
resource identifiers: seeds (URLs) and search terms.  Federated 
displays and user interfaces for these decision support systems 
often combine event data from structured data repositories with 
data extracted from free text.  This entails data  integration 
challenges such as disambiguation, deduplication and identity 
uncertainty for entities and events; expansion of existing named 
entity sets from gazetteers (lists of known entities); and inference 
of attributes for relationships representing events and entities 
representing actors and objects.  These topics are beyond the 
scope of this paper; we refer the interested reader to existing 
literature on the current state of the field in domain-focused 
relationship extraction. 

Instead, we suppose here that some preliminary classification step 
has already taken place to identify the entity that serves as anchor 
point for an event, and that further classification or inference has 
identified a putative time and location for the event.  Whether this 
is accomplished through supervised inductive learning from text 
corpora or as a result of basic pattern matching, our starting point 
is a candidate tuple to be analyzed, considered for presentation to 
a decision-maker or search user, and if selected, visualized in the 
context of events of interest. 

2.2 Georeferencing and Map Visualization 
Mapping out spatially-referenced events, even using structured 
data sources, entails a straighforward but data-intensive 
georeferencing task: looking up the coordinates (latitude and 
longitude) of street addresses and postal codes where events are 
reported to have occurred. 
The resulting coordinates are placed into a spatial database 
management system (SDBMS) for visualization using software 
libraries and services such as Google Maps, as shown in Figure 1. 
For this purpose, we developed two alternative access layers with 
a unified representation and geographic information system (GIS) 
data model. The first layer is based on Google’s Keyhole Markup 
Language (KML) and a file-based application programmer 
interface (API), while the second layer is based on a PHP 
interface to a MySQL database implementing the KML schema.  
Our front-end application, TimeMap, can be configured to use 
either layer. 

2.3 Timeline Visualization 
Figure 1 depicts the data integration between the map and timeline 
visualization subsystems. The seizure event in April, 2010 is 
represented on the map by a pop-up note, on the monthly scale 
timeline (upper right) by a circled dot, and on the yearly scale 
timeline (lower right) by a circled point. 

2.4 Thematic Mapping 
The object of thematic mapping is to depict phenomena and trends 
in a geospatial context.  Toward this end, we have added a 
mapping overlay to the TimeMap framework that allows map 
transformation such as superimposition of data and transparency 

layers to be applied using the Google Maps API.  This includes 
choropleth maps with dynamically computable color palettes.   

 
Figure 1. Map and timeline visualization of meth lab seizure 

events (2004-2011) using Google Maps and MIT SIMILE. 
Seizures from the first half of 2010 are depicted, with one 

event selected. 

 
Figure 2. Choropleth map of 2004 meth lab seizures in the 

USA. (Associated Press, 2005)  

Figure 2 is a choropleth map depicting meth lab seizures by state 
in 2004. [3] This map, which was published by the Associated 
Press and featured on the ABC News web site in 2005, does not 
take state population or intrastate population distribution into 
account.  More importantly for information retrieval applications, 
it does not provide any drill-down interface cf. HealthMap [4] or 
similar event visualization services.  One of the reasons for the 
development of the geospatial visualization components of 
TimeMap was to facilitate information retrieval and multimodal 
information access using well-established visualization techniques 
such as thematic mapping and small multiples. 

2.5 Spatial Time Series Prediction 
A final rationale for the TimeMap visualization framework arises 
from domain-specific data mining objectives in epidemiology and 
criminology.  Governmental agencies devoted to agriculture, 
public health, and law enforcement often encounter a need for 
predictive analytics tools to assist with decision-making in both 
public policy and intervention, and with civic outreach.  In the 
domain of public health, tools such as HealthMap [4] have begun 
to do for individual citizens what more general crime-mapping 
systems are intended do for search users: provide relevance filters 
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based on criteria related to incident frequency, corroborative 
reporting, and significance. 

3. TOPIC MODELING 
As mentioned in Section 2.1, named entity recognition combined 
with date and location can provide a means of extracting a stream 
of events and updates from news stories.  This also holds for 
microblogs and other social media.  In order to classify new 
events and detect the emergence or revival of new event-related 
topics, however, a mechanism for monitoring update streams is 
needed. This requires a more flexible topic model than the fixed 
or expandable sets of named entities used for structured 
information extraction.  Furthermore, the frequency and semantic 
heterogeneity of event reporting from multiple media outlets, even 
on the web alone, may require enrichment of the parameters 
beyond those used in classical generative models for information 
retrieval. We now examine possible extensions to these document 
clustering models. 

3.1 Static Topic Models 

 
Figure 3. Plate model for Latent Dirichlet Allocation (LDA) in 
a system with an N-word lexicon, D documents, and K topics. 

Figure 3 illustrates the kind of generative Bayesian topic model 
widely used to cluster static collections of documents. Here, T is a 
topic distribution for a document, while Z is the topic sampled 
from T for word W. �E is a Markov matrix giving the word 
distribution per topic, and K is the Dirichlet prior parameter used 
in generating that matrix. 

3.2 Dynamic Topic Models 
As our preliminary experiments with historical data on both 
epizootic disease outbreaks and meth lab seizures showed, news 
flashes do not admit the kind of stationarity assumed in Figure 3.  
Specifically, the latent variables of our topic model change over 
time as a result of concept drift and the arrival of new topics, 
which we can think of as a birth-death process tied to observable 
events. Blei and Lafferty (2006) proposed a dynamic topic model 
with fixed topic count K in which each topic’s word distribution 
and popularity are linked over time. [5] Meanwhile, older topic 
modeling algorithms such as Latent Semantic Analysis (LSA) [6] 
that permit K to vary suffer from problems such as proximity of 
different senses of a polysemous word, while variants 
Probabilistic Latent Semantic Analysis (PLSA) [7] exhibit 
parameter growth linear in the number of documents D. 

3.2.1 Discrete Time, Infinite Topic 
Ahmed and Xing (2010) proposed a partial solution to this 
problem by introducing an infnite Dynamic Topic Model (iDTM) 
that allows for an unbounded number of topics and an evolving 
representation of topics according to a Markovian dynamics. [8] 
They analyzed the birth and evolution of topics in the neural 
computation community based on the Neural Information 
Processing Systems (NIPS) conference proceedings. Their model 
evolved topics over discrete epochs (time units). All proceedings 
of a conference meeting fall into the same epoch. This model does 
not suit less “bursty topic” applications such as meth lab seizures 
or disease outbreaks, which are asynchronous whether reported in 
the news or in local law enforcement records. 

For topic modeling applications such as event visualization, such 
discrete time model may be too brittle. An extension to 
continuous time will give it the needed flexibility to account for 
variability and change in temporal granularity. 

3.2.2 Continuous Time, Finite Topic 
Meanwhile, Wang et al. (2008) proposed a continuous time 
dynamic topic model that uses Brownian motion to simulate the 
evolution of topics over time. [9] Although this model uses a 
novel, sparse variational Kalman filtering algorithm for fast 
inference, the number of topics it samples from is bounded, which 
severely limits its application in news feed storyline creation and 
article aggregation. When the number of topics covered by the 
news feed is fewer than the pre-tuned number of topics K 
specified in the model, similar stories will appear under different 
headlines. On the other hand, if the number of topics covered 
becomes greater than the preset number of topics, topics and 
headlines will get conflated. 

3.2.3 Proposed: Continuous Time, Infinite Topic 
To accommodate the needs of non-bursty news updates in 
domains such as our event visualization domains, we propose a 
hybridization of the infinite topic model and the continuous time 
model that combines a hierarchical Dirichlet process (DP) for 
dynamic topic abstraction and refinement with Brownian motion 
to capture stochastic topic drift. [10] 
We can use a variational inference algorithm such as variational 
Kalman filtering to factorize the variational distribution over 
latent variables: 

 

where E is the word distribution over topics and ߚͳǣܶǡݖͳǣܶǡͳǣܰ is the 
word distribution over topics for time 1:T, topic z1:T and word 
index 1:N, where N is the size of the document lexicon. 

4. APPLICATION TEST BED 
4.1 Prior Work: Veterinary Epidemiology 

 
Figure 4. Kansas Information Integration and Analysis Center 

(KIIAC) for epizootic diseases. 
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Volkova & Hsu (2010) describes earlier work on computational 
information and knowledge management (CIKM) and information 
extraction. [11] This research, motivated by a need to visualize 
digests of news articles on animal disease outbreaks as shown in 
Figure 4, led to the earliest prototype of our event visualization 
system, implemented using Google Maps and MIT SIMILE.  This 
system used syntactic detectors for semantic equivalence 
assertions (Volkova et al., 2010). [12] 

4.2 Kansas Meth Lab Seizures 
A more recent version of the event visualization system is 
represented in the meth lab application described in Sections 1 
and 2.  This system forms the test bed for both the visualization 
techniques described in Section 2 and the topic modeling 
techniques intended to raise the precision of the federated system 
by improving relevance filtering and ranking. 

5. EXPERIMENTAL EVALUATION 
Figure 5 shows some baseline descriptive statistics for meth lab 
seizures from the test bed discussed in Sections 2 and 4.2.   

 
Figure 5. Column graph of the 4942 total meth lab seizures in 

Kansas, 2000 - 2011, by county (104 with seizures). 
 
In our topic model, topics are event types, which are 50 different 
types of methamphetamine lab seizures.  Given the text of a lab 
seizure report or a news story of the event with its date and 
location as a prior, we can use the topic model shown in Figure 3 
to evaluate the likelihood of the event given the prior.  Events 
with likelihood value above a threshold are considered highly 
likely to occur given the location and time of the event. 

Table 1. Topic "Abandoned dump site" proportion per 
seizure reports for four Kansas counties. 

 2000 2002 2004 2006 2008 2010 

Cowley 0.0345  0.0188  0.0188 0.0182   0.0001  0.0175 

Crawford 0.0185 0.0172 0.0188 0.0185 0.0182 0.0188 

Cherokee 0.0185 0.0175 0.0175 0.0178 0.0181 0.0333 

Reno 0.0350 0.0172 0.0344 0.0166 0.0527 0.0172 

Given a collection of police lab seizure reports with date and 
location, we ran the topic model on it and evaluated the topic 
composition of each report in the collection.  Table 1 shows the 
topic "Abandoned dump site" proportion per seizure reports for 

four Kansas counties over six years.  If we set a likelihood 
threshold value of 0.02, then for year 2000 the event will be 
marked on the map for Cowley and Reno counties.  The event will 
not get marked on the map for year 2002 for any of these four 
counties, and for year 2004 will be marked only in Reno County, 
and so on. 

6. CONTINUING AND FUTURE WORK 
In continuing work, we are validating the baseline LDA output by 
using it to filter and rank search results the seizure database 
represented in Figure 5 and Table 1. Relevance feedback from 
multiple subject matter experts is being used to evaluate both 
LDA and DP-based topic models. [11] 
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ABSTRACT
Wikipedia is a resource used by many people for many dif-
ferent purposes. We posit that it might be beneficial to alter
the content or the way content is presented depending on the
task context. Here we describe a small pilot lab study to in-
vestigate features of interaction that might help to infer the
contextual situation surrounding wikipedia search tasks. We
describe our e↵ort to collect data and analyse relationships
between the features and the assigned task context.

Categories and Subject Descriptors
H.5.1 [Information Interfaces and Presentation]: Mul-
timedia Information Systems

General Terms
Preference Elicitation, Info Seeking Behaviour

Keywords
Eyetracking, Wikipedia

1. INTRODUCTION
Information portals such as Wikipedia represent rich sour-

ces of information covering an incredibly broad range of top-
ics. Many Wikipedia entries are also long and can cover as-
pects ranging from overviews and introductions to more de-
tailed descriptions of advanced aspects that are perhaps only
suitable for topic experts. Single pages can also contain not
only text, but images, info-graphics, lists and navigational
information. Previous research suggests that these resources
will have several di↵erent contexts of use. For example, Mar-
chionini [11] identifies three main types of search tasks, all
of which are applicable to Wikipedia: Lookup tasks include
finding answers to specific questions, known-item searches
or navigating to specific pages. These tasks are contrasted
with exploratory search tasks, which include learn tasks,
where the aim is to acquire larger amounts of knowledge and
achieve an enhanced understanding of a given topic, and in-
vestigate tasks, where the user makes use of found informa-
tion and continues to contribute to or generate knowledge in
some way. Elsweiler et al. [4] provide an additional task di-
mension, distinguishing between work-oriented tasks where

Presented at EuroHCIR2012. Copyright c� 2012 for the individual papers
by the papers’ authors. Copying permitted only for private and academic
purposes. This volume is published and copyrighted by its editors.

information is required to complete some job and casual-
leisure tasks, where the aim is more pleasure-focused, e.g.
to pass time, to relax, to be entertained etc.

Wikipedia contributors are encouraged to create pages in
a way that meets the needs of as many users as possible
by including information on a topic with su�cient quantity,
quality and completeness and structuring the content in a
way that makes sense generally. Nevertheless, one could
imagine that di↵erent content or di↵erent presentations of
the same content might be more suitable in specific con-
texts. For example, lookup tasks may be best supported
when facts in an article are presented as a list that can be
scanned easily. In such scenarios, content such as images
may be less helpful and perhaps even distracting. Contrast-
ingly, in casual-leisure situations, users may want to focus
on multimedia content or have information presented in a
way that encourages browsing and information discovery.

We believe examples like this suggest there may be benefit
in moving away from static pages, which try to cater for all
usage situations, to dynamic pages that are generated appro-
priately based on the context of use. As a first step towards
exploring this hypothesis, in this paper, we investigate how
the context of use – the task type being performed – might be
detected automatically from user-interactions with the sys-
tem. We want to establish if the way the user interacts with
the system, e.g. his mouse and keyboard interactions, eye
movements, and click behaviour can provide implicit feed-
back regarding the usage scenario and user goals.

With this aim in mind, we present a small pilot study that
allows us to evaluate a methodology for detecting the fea-
tures of interaction that might help us infer the contextual
situation surrounding a user’s search task. We collect inter-
action data in the context of a controlled laboratory study
and analyse relationships between the features of interac-
tion and the assigned task context. The data show that
for the small number of users in our study, the behaviour
exhibited when completing tasks of di↵erent types is very
di↵erent; users interact with di↵erent types of content in
di↵erent ways. Further, we provide evidence that it is pos-
sible, at least for some users, to predict these behaviours
based purely on mouse and keyboard interactions.

2. RELATED WORK
In the IR community a large amount of work has been

performed to establish if interaction data can be used as a
surrogate for explicit relevance judgements. This is known
as implicit relevance feedback. Early research in this area
demonstrated a correlation between the time spent reading a
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action label description
Read RE User is reading text
Scan SC User scans content e.g. headlines, lists

or whole page
Examine EX User examines element
Navigate NV User navigates

element label element label
Headline HD Text passage TX
List LI Introduction IN
Picture PI Info Box IB
Charts, tables etc. IG Links in Wikipedia WI
Other navigation ON

Figure 1: Annotation labels for the user actions dur-
ing Wikipedia search and for the gazed elements

document and explicit relevance judgements [12]. Although
this has been disputed in naturalistic situations [10], White
and Kelly show that when task type is taken into account
clear signals can be found[16]. Other studies have shown
that the amount of scrolling on a Web page [3], click-through
for documents in a browser [9], bookmarking behaviour [7]
and eye movements during the search [2]can all be used as
implicit feedback to improve retrieval performance.

Interaction data can also be used as a means to predict
user emotions. For example, Fox et al., show that query log
features can be used to predict searcher satisfaction [6] and
Feild et al.[5] used interaction data and physical sensors to
predict levels of user frustration with high accuracy.

A third group of studies show correlations between di↵er-
ent styles of interactions e.g. for some users visual attention
on the screen can be predicted via mouse coordinates [15]
We believe that the interaction style, the emotional state of
the user and the motivating task context will be intrinsically
related and that the work done previously suggests it may
be possible to predict the task based on interaction data.
We explore this in a small pilot study below.

3. DATA COLLECTION
In this section we provide details of the data collected and

explain the motivation behind recording the data.

3.1 Study Design
Data was collected via a laboratory based user study with

4 users. The participants were information science students
(1 male, 3 female) aged between 20 and 30. All of the par-
ticipants were experienced wikipedia users and were com-
fortable using the wikipedia search facilities. Although this
user population is not large or diverse enough to provide
generalisable results, it is su�cient for our aims, which were
to evaluate and improve the methodology and get a sense
for the feasibility of our ideas.

Each participant performed 6 Wikipedia search tasks (2
of each of the 3 types of interest - lookup, learn and casual-
leisure). The tasks were presented in the form of a simulated
scenario and were ordered randomly to minimise learning
e↵ects. Example tasks for each type are shown in Figure 2.

After initially greeting the participant, the experimental
procedure was explained in person. Then, to prevent biases,
the participant was led automatically through the experi-

lookup
action TX ON PI IN IB IG WI LI HD
EX 0 0 0 0 0 42 0 0 0
NV 0 0 0 0 0 0 46 0 0
RE 0 0 0 23 0 23 0 27 0
SC 53 0 0 24 18 0 0 59 12

learn
action TX ON PI IN IB IG WI LI HD
EX 0 0 89 0 0 93 0 0 0
NV 0 2 0 0 0 0 52 0 0
RE 1872 0 0 72 0 0 0 93 0
SC 172 0 6 2 0 0 0 62 285

casual-leisure
action TX ON PI IN IB IG WI LI HD
EX 0 0 137 0 2 85 0 0 0
NV 0 11 0 0 0 0 105 0 0
RE 1876 0 6 274 1 0 0 90 32
SC 177 0 2 8 6 0 0 60 134

Table 1: Absolute frequencies of content elements
for actions for the investigated task types

ment on screen, with task descriptions, questionnaires and
a web-browser window appearing when appropriate. The
experimenters observed the tasks remotely in an adjoining
room, where the participant’s screen was mirrored.

3.2 Data Collected
We collected a large amount of data from each participant

before, during and after the study.

Questionnaires: A pre-study questionnaire collected de-
mographics, search experience, and experience with wikipedia
of the participants. Pre-and post-task questionnaires elicited
perceptions of the task and domain knowledge, of success
and the experience including emotional aspects, and finally
a post-study questionnaire provided general impressions of
the experiment.

Eyetracking Data: We recorded participant gaze patterns
using an SMI RED eye-tracker. The associated BeGaze soft-
ware recorded videos files of screen interactions with an ad-
ditional layer indicating the area of the screen where the user
is focusing his gaze. We manually annotated these complete
overlaid video sequences with two labels. The first describes
what the user is doing (”action”). This is a simple coding
scheme but aligns with reading psychology research [14, 13].
It was the annotator who decided which action to code at
what moment by following the focus displayed in the layer
on top of the recorded screen. The second label describes
the content (”element”) being focused on and is derived from
the elements available in Wikipedia pages. The label was as-
signed when the focussed on an area on the screen so long
that the annotator could assume the element in the area was
perceived.The full set of labels for actions and elements is
presented in Fig. 1. The intuition behind the labels was that
the style of reading for di↵erent task types and the content
elements used will be very di↵erent. By labelling videos in
this way we could test this intuition empirically.

Browser Logs: We instrumented the firefox web-browser
to log all user interactions during the search process.

Timestamp information was used to align interaction data
from di↵erent sensors.
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Lookup: Last night you watched a documentary about the sinking of the Titanic. Suddenly you wonder how many passengers were on

board when the catastrophe happened. Search in Wikipedia for this information.

Learn: Friends from abroad are visiting Germany and you plan to travel together to visit the small but beautiful city of Regensburg.

As preparation for the trip you want to know more about the city and its history. Use Wikipedia to do this.

Casual-leisure: You have a few minutes before your class starts but you are already sitting in the lecture hall. Kill this time using

wikipedia using the next six minutes to look at whatever topic(s) take your fancy.

Figure 2: Examples of the kinds of tasks assigned to study participants.

4. EVALUATION OF THE DATA
We analyse the data in two stages. First, in Section 4.1, we

examine the distribution of video labels for di↵erent types of
task to determine if users behave di↵erently or focus their at-
tention on di↵erent kinds of topics when completing di↵erent
task types. Second, in Section 4.2, we show how these labels
can, in turn, be predicted using interaction data from the
eyetracker and browser. The first stage provides evidence
that the user’s preferences for content elements depends on
the search task, endorsing our suggestion to customise web
pages at run time. The second stage provides some evidence
for our hypothesis that the interactions a user performs in
a browser may be used to predict which actions he trying
to complete and which content elements he is preferring at
that moment.

LO vs RE LO vs CA RE vs CA
action �2 p-value �2 p-value �2 p-value
EX 9 0.011 9 0.029 18 0.006
NV 9 0.011 9 0.011 18 0.001
RE 13 0.043 6 0.301 27 0.079
SC 36.563 0.064 45 0.039 45 0.039

Table 2: �2-tests for Di↵erent Distributions of Con-
tent Elements per Task Type (LO: lookup, RE:
learn, CA: casual-leisure)

4.1 Reading Style and Content for Task-types
Technical di�culties meant we were only able to work with

data for 6 casual-leisure, 4 lookup tasks and 4 learn tasks.
We first divided the data into 500ms frames, allowing us to
normalise the counts by task length, and counted relative
frequencies of frames for which label combinations occur for
each task type (see Table 1). Visually inspecting the distri-
bution of content for actions, suggests the reading style and
the elements of content interacted with were very di↵erent in
di↵erent task contexts. This is confirmed by pair-wise com-
parisons using chi-squared tests for the distributions content
elements for each possible pair of task types (see Table 2).

Examining the results in Table 2, we observe that all but
one combination of action type shows highly significant dif-
ferences in the distribution of content elements examined.
The exception is the distribution of elements for lookup and
casual-leisure tasks, which initially seems counterintuitive,
as one would expect these two tasks to be very di↵erent.
Below we summarise the main similarities and di↵erences
between the task-types and attempt to explain what these
mean in the context of our work.

When completing lookup tasks, the participants do not
typically read content, the exception being page introduc-
tions. Instead they scan large portions of the page very

quickly, looking for the snippets of information that will
satisfy their specific information need. They tend to scan a
number of di↵erent kinds of content elements during tasks.
This can be seen from Table 1 with counts being spread
over text passages, introduction, info boxes, lists and head-
ers. Images are noticeably missing from lookup tasks. It
seems as if the participants have decided that for the tasks
assigned, images will not useful and are able to avoid them.

Learn and casual-leisure di↵er from lookup tasks in that
they both tend to be longer in time and have more interac-
tions. They also both involve reading actions, which were
rare for lookup. By this we mean that the user focuses atten-
tion on whole passages of text and attends the text from left
to right and line by line. Another similarity between learn
and casual-leisure tasks is the way that text passages are
consumed, with the counts for these tasks being very simi-
lar. There are di↵erences between learn and casual-leisure
tasks, particularly in terms of the elements used other than
text passages. During learn tasks the focus tended to be on
headers, while for casual leisure, the focus was on elements
such as introductions and info boxes, which allow the user
to gain an overview of what a page is about and allow them
to judge whether it is interesting or not. We assume that
headers are useful for learn tasks because here there is a
concrete information need i.e. users do not just need to find
something that is interesting or not, but need specific infor-
mational content. In this sense headers will help the user
determine whether a paragraph is worth reading or not.

4.2 Predicting Style and Content Preferences
To determine if the manually assigned labels can be pre-

dicted from interaction data alone, we calculated statistics
for counts of the synchronous occurrences of video labels
and input events for the 500ms frames introduced above.
As we were searching for the simplest features possible (so
they could eventually be computed easily during a browser
session at runtime) we used the frequencies of the most com-
mon mouse events and the average saccade distance (i.e. eye
movement) per frame as features. More precisely, for each
frame we descretised these features into two levels: low and
high based on the mean value over all frames.

Table 3 (left) gives an example for the information we
computed from the raw log data. In order to understand
whether the knowledge of the mousemove frequency is rel-
evant for predicting user actions and content elements, we
performed a series of �2-squared tests for all six search tasks
for one of the test participants chosen at random (in total
about 30 minutes of interaction). The results are reported in
Table 3(right). With the exception of the rare click events,
all features are highly significant. We interpret this as a pos-
itive indication that for individual users – depending on their
personal interaction style (see [1, 8]) – it is feasible that the
reading behaviour label could be predicted during a brows-
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mousemove
action high low
NV 5 6
RE 18 5
SC 41 18

mousemove
element high low
IN 30 12
IB 8 10
WI 5 6
LI 21 1

Task scroll click mousemove avg.sacc.dist
action el. act. el. act. el. act. el.

1 *** *** *** *** *** *** *** **
2 *** *** * *** ***
3 * ** * *** *** * **
4 * *** * ** ***
5 *** *** *** *** *
6 *** *** ** *** *** ** ***

Table 3: Frequency counts of user actions and mousemove events and of content elements and mousemove events
occurring simultaneously (left). The table on the right shows the significance results for �2-squared tests.

ing session. The results of the �2-squared tests indicate that
knowing at run-time whether the observed input events oc-
cur below or above average at any point of time increases the
accuracy of predicting the video labels as annotated for that
moment as the distribution P (action|event = low) di↵ers
significantly from the distribution P (action|event = high)
for any annotated action and for any annotated element
type. This oberservation opens the way for runtime predic-
tion of the user action and preferred elements. From that
information, the system can predict the current task type
and use this information for generating content dynamically.

5. CONCLUSIONS
The preliminary data analysis we have presented provides

clues that, firstly, reading behaviour and preferences for con-
tent elements depend on the surrounding task context and,
secondly, both behaviour and preferences may be predicted
for individual users based on their interaction style.

There are several limitations to this work. That we only
have data from four participants from a relatively homoge-
nous group means we cannot generalise. However, we claim
that the presented methodology is well suited to address
our long term research questions outlined in the introduc-
tion and the pilot has provided us with insight into how to
improve a full study. In addition to resolving several tech-
nical challenges, we have learned that the great care will
need to be taken when simulating tasks. For example, were
few images looked at in lookup tasks, simply because of the
tasks we chose? We also plan to look at more complicated
prediction features and account for the fact that individual
di↵erences in participants (cognitive, reading style [14]) will
exists and that users interact in di↵erent ways (people who
follow eye movements with their mouse, people who don’t)
[15]. At EuroHCIR, we look forward to engaging with the
broader HCI and IR communities to discuss the ideas in this
paper; we are particularly eager to receive feedback on the
next steps along this research path, including brainstorming
solutions to some of the empirical design challenges of run-
ning such experiments and identifying and dealing with the
many factors which should be incorporated in the full study.
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ABSTRACT 
A Cognitive Usability Evaluation System, CUES, was constructed 
to allow the simple integration of cognitive data from a 
commercialized EEG brain scanner, with other common usability 
measures, such as interaction logs, screen capture, and think 
aloud. CUES was iteratively evaluated with a small number of 
participants to understand whether and how the visualisation of 
EEG data alongside other measures, provided value for usability 
evaluation. Results indicate that although there are a lot of 
objective measurements available from the brain scanner, the 
largest value came from qualitatively identifying EEG patterns, 
and correlating them with think aloud data. Recommendations for 
using CUES and for future developments are both provided. 

Categories and Subject Descriptors 
H5.2. Information interfaces and presentation (User Interfaces): 
evaluation/methodology, screen design. 

Keywords 
Information Seeking, Cognitive Load Theory, EEG, Usability 

1. INTRODUCTION 
Evaluation of user interfaces is typically restricted by what can be 
observed in specifically designed experimental environments or 
through fieldwork. Aside from objective measures like time to 
complete a task, researchers use questionnaires, interviews, think-
aloud protocols, and subjective observations to determine how 
satisfied or frustrated the users are with a particular interface. In 
some way, mouse movements, eye-tracking patterns, or 
differences in heart rate can indicate emotional state of the 
subject, but arguably, looking at the brain activity directly would 
be more effective and accurate. Different neuro-imaging devices 
and electromagnetic brain scanners have been recently introduced 
as tools that can assist interface evaluation [1, 5] and they were 
found to be accurate [2, 3]. In 2011, Wilson argued that brain 
scanning devices might be useful for evaluating search user 
interfaces and their impact on a user’s cognitive load [6].  
In this paper, we introduce the Cognitive Usability Evaluation 
System, or CUES, as a universal tool to integrate cognitive EEG 
data with other standard usability measurements. CUES can be 
used to run studies with multiple participants and capture various 
data that may assist researchers in performing the evaluation. 
CUES is designed to capture brain activity, as returned by an off-
the shelf EEG-device Emotiv EPOC1. In addition, CUES 
visualizes the captured outputs as shown in Figure 1, such as 
mouse movements (callout #2), audio (#3), and EEG data (#5).  

To our knowledge, CUES is the first usability evaluation system 
that features a brain scanning device as an integral part. However, 
others have reported experimental results of using alternative 

devices for measuring brain activity as users perform specific 
tasks. Kitamura et al used fMRI outputs to show that after 
repeating the task of learning how to use chopsticks the neural 
activity patterns indeed indicate learning [2]. Cernea et al [1] used 
the same EEG-device as the one used in CUES, the EPOC1. Their 
goal was to evaluate EPOC’s accuracy as it predicts users’ facial 
expressions (smiling, blinking) and their emotional state 
(calmness, excitement, engagement, frustration). Cernea et al 
found that EPOC’s predictions are accurate in 70% to 100% 
cases, with the exception of excitement but concluded that it may 
be a hard to define excitement as an intrinsically mental activity. 
Vi and Subramanian [5] were able to accurately detect confusion 
created by user interface design using the EPOC. 
Despite providing difficult to use, and often noisy data, these 
overall positive experiences of using brain scanners as research 
tools, as well as the lack of functioning systems for running user 
studies, have motivated us to build CUES. The following sections 
describe CUES and provide a formative study of the value 
provided by the EEG data. 

 
Figure 1: A screenshot of the CUES Visualiser. 

2. CUES 
CUES is a collection of applications that allows researchers to 
manage, automate and visualise user studies, as described below. 

2.1 Study Setup and Recording  
CUES provides an intuitive interface for managing study related 
data, including: participant details, study tasks, study conditions 
and the data sources to capture during a study. CUES’ study setup 
component provides a range of settings for managing participants 
in different study conditions. Having configured the study, it can 
then be “run” within CUES. CUES is designed to capture 
interactions between participants and web pages. To facilitate this, 
CUES provides a simple customised web browser, which to a 
participant appears indifferent from their everyday browser. In the 
background, however, the browser is capturing: audio, brain data, 
screenshots, mouse trails, and JavaScript based web events.  
Audio is captured from the machines input device (e.g. 
Microphone). Brain data is acquired from the Emotiv EPOC 
                                                                    
1 http://www.emotiv.com/ 
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device. As well as providing the raw Electroencephalography 
(EEG) signal, CUES collects the EPOC’s pre-classified emotions 
(Engagement, Excitement, Frustration, etc.) and facial features 
(Smile Extent, Frown Extent, etc.). Screenshots of the webpage, 
as seen by the user, are captured at specified intervals, with a full-
page capture occurring upon each page load. Finally, JavaScript 
web events are captured via a custom JavaScript library that is 
injected into each page by the browser. These events allow CUES 
to capture user interactions with the web page such as button 
clicks, highlighted text, data entry etc. All captured data is stored 
in a suitable, open format (Audio: wav, Screenshots: JPEG, Other: 
XML) allowing the data to be analysed using other software as 
well as the Visualiser (described below). 

2.2 Visualising the Study 
The Visualiser, shown in Figure 1, provides a way of correlating 
various types of data in a time series. CUES also offers options to 
customize of the visualisations, such as choosing which brain data 
and/or web events to include on the timelines. Further, and 
perhaps most importantly, the evaluator can stack multiple records 
on top of each other for comparison, allowing them to compare, 
for example, one participant’s performance on multiple tasks, or 
several participants’ performance on a certain task. 
A hierarchical tree (#1) is provided for browsing the available 
recordings, which is ordered by study tasks, conditions and 
participants. Once selected, each recording is opened within its 
own tab (#2). Every visualisation within a single recording is 
linked to the audio waveform display (#3). The waveform 
visualises the audio captured during the study, and optionally has 
the ability to be played with sound or muted (useful when 
comparing many recordings at once). 

Brain data are plotted on a 2D graph (#4), and emotions can be 
selectively added to the graph via the emotion selector (#5). 
Additionally, web events (such as page loads, mouse overs and 
mouse clicks) can be selectively added to the graph (#4) through 
the event selector (#6). Each event is added at the bottom of the 
chart at the point in time that the event occurred. Hovering over 
the event’s box on the chart gives additional event details (#7). 

Finally, there are additional visualisations that utilise the captured 
screenshots and mouse data. A researcher may select their desired 
visualisation from the tab component (#8). In Figure 1, we see 
that the participant’s view of the web page at time X is overlaid 
with their recent mouse trail (#9). Other visualisations include a 
heat map of the cursor position, trail location on the entire page, 
the entire page by itself, and the visible region view. 

3. FORMATIVE EVALUATION OF CUES 
To study the utility of the brain data we adapted the RITE method 
[4] to iteratively make changes to the methodology as we learned 
about CUES’ capabilities. This process involved reflecting on the 
utility and value of the data captured after each participant, and 
trialling alternative configurations, such as: capturing facial 
expressions with the camera, turning off features, separating or 
joining the recording of subtasks to find the right level for 
analysis, and so on. This process allowed us to examine and 
contrast recommendations for using and improving CUES. 

3.1 Procedure and Participants 
To create a scenario within which to trial CUES, tasks were 
designed to evaluate the design of 4 very different taxonomy 
interfaces: Yippy, CarrotSearch, MeSH, and ESD. Taxonomies 
like these are a common form of Search User Interface feature. 
The first two of these systems present automatically generated 
categorisations of web search results, yet Carrot provides users 

with alternative visualizations. The last two allow users to browse 
carefully designed taxonomies aiming at more expert audience. 
MeSH in particular, is highly specialized and is used mostly for 
automatic indexing tasks. This variation ensured different 
reactions from the participants. We chose this particular scenario, 
as it aligned with our other interests. Our findings about these 
taxonomy interfaces will be presented in a separate future paper. 

Six digital economy graduate students with different backgrounds, 
including graphical design, geography, and economics, were 
recruited to take part in the study. Gender was balanced, and age 
ranged between 22 and 45. Participation involved: 1) consent 
form (approved by the institution’s ethics committee) and setup of 
the EPOC Emotive EEG scanner, 2) Phase 1: non-interactive 
brain response to systems’ designs, 3) Phase 2: content-agnostic 
exploration of the systems, 4) Phase 3: applied exploration of the 
systems, and 5) a final debriefing interview. The applied Phase-3 
involved participants searching for content relating to their current 
research, whereas Phase 2 always began with the initial query: 
‘Schools’. Participation took 1 hour, where participants were 
allowed to take breaks from wearing the Emotiv if needed. 
Participants were given an Amazon voucher for their time. 

3.2 Quantitative Analysis 
In analysing the system, we first found that certain outputs from 
the EPOC had more value than others. Frustration, Short Term 
Excitement (STE), and Engagement were the three emotions that 
showed most variance during interaction. While Meditation 
showed almost no variation at any point in the study, Long Term 
Excitement (LTE) showed some usable variation for recordings of 
10 minutes or longer. These were infrequent in the study, and so 
our analysis focused on Frustration, STE and Engagement. 

Although apparently a form of objective measurement, analysing 
EEG data does not lend itself comfortably to summarisation or 
statistical comparison. As can be seen in Figure 1, the data varies 
dramatically throughout a task phase. One may hypothesise that 
average emotive values would help find the “most exciting” or the 
“most frustrating” system. However, as can be seen in Figure 3, 
participation averages tend to approximate with each other as they 
go through a number of peaks and troughs. Further, from the very 
first interaction with the system, participation diverges. This 
divergence in behaviour means that the data at t=20s for one user 
is based on a completely different interaction for another 
participant. Consequently, to make a standard comparison, we 
must take a common event and examine the corresponding data. 
In our study, this was most obviously represented by Phase 1, in 
which all participants were shown every UI one at a time, creating 
data that could be compared both within and between participants. 

To further investigate the types of analyses that the CUES 
Visualiser could support in future developments, we performed 
some manual analyses of the example data, shown in Figures 2-4. 
Statistical Analyses. Figure 2 summarizes the average responses 
for frustration and STE for three of the participants (p3, p4 and 
p6). The comparison shows that different systems create varying 
initial and delayed emotions. MeSH and ESD, for example, create 
initial peaks of frustration, but drop lower after 20s, while Yippy 
creates a form of frustration that peaks later. It is possible to take 
some statistics, with the peak of STE for MeSH being almost 
significantly highest at t=11s (F(2)=6.47, p=0.056).  
Summarising Data. Figure 3 shows graphs from Phase 2 that 
compare results from different participants for the same system. 
We should note that there is some data capture issues in places. 
The engagement data for participants p4 and p5, for example, are 
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almost identical and appear to represent missing flat-lined data. 
Notably, however, general averages across the 3-5 minute tasks 
were quite even, indicating that averaging the data will not be 
especially valuable for analysis. Similarly, Figure 4 shows the 
participants’ average emotions throughout Phases 2 and 3 while 
evaluating the 4 systems. Although we were hoping we’d see 
relationships between other forms of usability data, such as 
subjective preferences captured in interviews, we were unable to 
find any obvious relationships.. In the future, we will investigate 
other quantitative approaches that might be relatable to other 
forms of usability measures, such counting the number of EEG 
graphs’ peaks and troughs above and below given thresholds, as 
well as their scale, and allowing summarisations during certain 
events or time-periods, rather than for entire tasks. 

3.3 Qualitative Analysis  
Of all the data comparisons above, it is very difficult to draw any 
conclusions about ‘average data’ having much value, because 
average data across an entire task means very little. Even 
averaging across participants at a given time is difficult, when 
interaction diverges. In our experience, however, the most 
valuable insights gathered from the brain data were in watching 
for patterns in the signal curves and investigating the correlated 
subjective data, such as the think-aloud data and the mouse trails, 
for additional insights. This combination was much more valuable 
than the other combinations we tried, such as recording the facial 
expressions with a camera. This valuable qualitative process 
involved two approaches, described below. 

Approach 1: Validating Think Aloud. This first approach 
involved playing back the brain, think-aloud, and mouse trail data 
in real time, which allowed us to qualify utterances in the think-
aloud approach. For example, using think-aloud alone, there were 
many occasions where participants would utter a comment 
indicating that they did not understand something. Using levels of 
frustration and engagement, we could clearly see which of these 
occasions was creating a significant barrier to use, and which 
were unimportant. Further, we could identify possible reasons for 
silence during the verbal-protocol, with some peaking in 
frustration when, for example, pages were not loading. Other 

occasions were silences during peaks of STE and -engagement. 

Approach 2: Event Detection. This approach involved a more 
predictive style. After determining common patterns, described 
below, we were focusing on these patterns as we analysed each 
participant’s brain data. As content was playing back in real time, 
we could ‘see ahead’ which parts of the system the user would 
find confusing or when the user was about to figure something 
out. Beyond giving us these specific insights, the patterns also 
allowed us to examine the times of high confusion; or to examine 
the times of effective progress. 
Common EEG patterns: 

- High frustration and low excitement  
o often indicating confusion 

- A peak of frustration followed by a peak of excitement  
o often indicating comprehension 

- Low excitement and frustration, with high engagement  
o often indicating effective progress 

- Low frustration and high excitement 
o often indicating (good) discovery 

4. DISCUSSION  
Overall, we experimented with both quantitative and qualitative 
data captured by CUES, as well as approaches to analysing them 
using CUES. Overwhelmingly, we found that the best value 
provided by the brain scanner was in qualitative analysis, where 
the data allowed us to a) augment the verbal protocol, b) see 
ahead of the verbal protocol, and c) explore and examine specific 
parts of the verbal protocol. In each of these cases, we found it 
extremely helpful to also see the user’s view, mouse trail, and 
logged interactions.  

Despite appearing as a quantitative source, the qualitative value 
gained from augmenting other more common usability metrics. 
The specific added value came in two areas. First, the brain data 
provided additional insight and context into the content of the 
verbal protocol, which is otherwise often ambiguous and open to 
the interpretation of the investigator. Second, the brain data added 
a visual dimension to the verbal protocol, which is what allowed 
us to both see ahead and specifically explore the data.  

 
Figure 2: Initial response time-curves in the first 45s of seeing a UI 

    
Figure 3: Consistency between users in Phase 2 
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4.1 Limitations 
Despite finding a lot of value in analyzing the EPOC data 
qualitatively, there are still some well-known limitations to using 
EEG data. First and foremost, EEG data is easily confounded by 
body movement. The motor control of fingers, hands, and arms, 
for example, can create noisy data and arbitrary peaks. In CUES, 
however, the cross-validation in the think-aloud and brain data 
allows for some of this noise to be ignored. So far, however, we 
have not specifically measured body movement.  

Further, we frequently saw, especially during the interviews, 
frustration correlate with speaking. Although it seems like a 
verbal protocol may, therefore, completely mask the data, we 
found it was times when participants had to think and explain 
what was happening. In this case, the verbal protocol often made 
frustration and lack of understanding more visible in the system. 

There are many other limitations to the study, which was only a 
formative investigation into the utility of  CUES , using a scenario 
focused on evaluating a single form Search User Interface feature. 
We plan to run a much larger hypothesis-driven evaluation of 
CUES in the future. 

4.2 Recommendations for using CUES 
Good data. Despite concerns, we were able to get good data 
regardless of hair length, etc. However, one must watch out for 
flat-lined data from one or 2 bad sensors, which leads to data loss. 
Waiting for data. We discovered that there is a 10s lead time as 
certain pre-classified measures begin to show. Short tasks, such as 
visual exposure, need to be extended to include this lead time. 
LTE required tasks must be 10+ minutes long to have value. 
Comfort. We learnt that participants could wear the device for 
sustained periods of time. Some participants experienced mild 
discomfort after wearing the device for more than 40 minutes.  

Task Chunking. Correctly separating out tasks is important. If 
you want to compare a person’s response to System A versus 
System B, they must be in separate recordings to facilitate easy 
comparison and analysis. 

4.3 CUES Improvements 
Conducting the study allowed us to identify several areas for 
improving CUES. One feature of the system captures an entire 
website, rather than just the page view, but this created an unusual 
page load event that, in turn, created artificial levels of frustration 
in our first participant. To be useful, this element needs an 
alternative implementation to have no visual effect on the user. 
Further, we also wished to separate the viewport capture frame 

rate from the mouse data, as the current mouse trail was limited to 
the frame rate chosen for screen capture. In order to avoid data 
loss, it was suggested that a warning appear during tasks when 
any of the EPOC sensors lost its signal. In regards to the 
Visualiser, greater control was desired to easily see all the 
elements when stacking several records on top of each other. In 
this paper, we also explored alternative visualisation and analyses, 
which we hope to integrate in the future. Feedback also indicated 
that global controls, rather than per record, were desirable, to 
avoid constant reconfiguration from the default. Finally, the 
motion and control over the viewport and playback is currently 
tied; future versions will allow independent control. 

5. CONCLUSIONS 
This paper described CUES, a prototype system designed to 
utilise cheap off the shelf EEG brain scanners to help run usability 
studies. A formative evaluation provided many insights into the 
value of different features. Despite being primarily objective in 
nature, we found that the EEG data was most effective when 
analysed qualitatively in parallel with think-aloud data. The EEG 
data a) helped to validate or qualify ambiguous think aloud 
comments, and b) added a visual dimension to the verbal protocol 
allowing us to look ahead at their experience and explore the data 
for certain events. Ultimately, we conclude that a lot of value can 
be gained from using CUES to investigate EEG brain 
measurements in parallel with other usability measures such as 
logs, screen captures, and think-aloud protocols. 
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Figure 4: Internal Consistency between users in Phases 2 and 3. Favourite and least favourite system and systems with  

favourite features are also shown (based on the interview questions at the end of the study). 
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ABSTRACT
This paper focuses on developing lightweight tools for knowledge
sharing and collaboration by communities of practice operating in
the field of information retrieval. The paper contributes a moti-
vating scenario, a characterization of these communities, a list of
requirements for collaboration, and then a system design proposed
as a proof-of-concept implementation that is being evaluated.

1. INTRODUCTION
This paper focuses on the problem of supporting knowledge shar-

ing and collaboration in communities of practice that operate in
the field of information retrieval (IR). These communities include
developers, researchers, and stakeholders who periodically collect
and use scientific data produced by the experimental evaluation of
IR systems. Specifically, the communities considered include those
involved in three specific IR domains: Patent, Cultural Heritage,
and Radiology.
The research context of the work reported in this paper is the PRO-
MISE NoE. This project aims at advancing the current tools for IR
communities to perform experimental evaluation of complex mul-
timedia and multilingual information systems. The ultimate goal of
the project is to develop a unified infrastructure for the community
to efficiently collect and reuse data, knowledge, tools, methodolo-
gies, and communities of end users. In this context, providing ad-
equate support for collaboration is crucial. Herefrom the specific
goal of the work reported in this paper: designing and evaluating
lightweight support for knowledge sharing and collaboration.
Currently, the following problems result from lack of suitable col-
laboration tools:
1) Greater effort is required by individual members, who contribute
as volunteers, for sharing knowledge and collaborating. In the long
term, this discourages broader participation.
2) Poor reuse of content and process information across the mul-
tiple instantiations of similar experimental evaluation processes.
Over time, this leads to inefficient processes: e.g., content is al-

Presented at EuroHCIR2012. Copyright c� 2012 for the individual papers
by the papers’ authors. Copying permitted only for private and academic
purposes. This volume is published and copyrighted by its editors.

ways recreated from scratch, successful processes (best practices)
cannot be reused, novices cannot be easily trained based on shared
experience.
3) The overall community cannot easily reflect on (and thus re-
engineer) its own workflow around specific TRECs.
2. MOTIVATING SCENARIO

The starting point of our analysis is a typical IR evaluation cam-
paign (lab). In a typical scenario, Adam (lab organizer) is prepar-
ing an IR experiment and evaluation task and spends time and re-
sources for coordinating, communicating and assembling people
and resources in order to proceed with the overall evaluation task,
e.g. recruiting people that will be responsible for different evalu-
ation task(s). Communication and sharing of information may be
different within different across sub-tasks. Furthermore, they may
be different between labs without any awareness among actors of
the similarities/differences in the evaluation task processes. Thus,
it is important to identify the stages in the evaluation task process
as well as how collaborative and information sharing activities are
manifested.
3. CHARACTERIZING IR COMMUNITIES

The CLEF experimental platform involves a series of CLEF Labs
and one or more tracks within each Lab. Each Lab as well as each
track involves a certain set of tasks that could be considered as a
task process or workflow. In order to define and describe these
tasks we have investigated the lab and track organizers of a CLEF
experiment, how they performed their work and what steps they
went through during their work. Furthermore, we have extracted
requirements for collaborative information handling and informa-
tion sharing activities specifically [3, 5]. An evaluation campaign
is an activity intended to support IR researchers providing a large
test collection and uniform scoring procedures. An evaluation cam-
paign is organized within an evaluation framework like TREC or
CLEF and can involve different domains (cultural heritage, patent,
radiology and so on). Within an evaluation campaign there are
many tracks, such as multimedia, multilingual, text, music, images,
etc. A track can be organized differently according to a specific do-
main and include, in turn, several tasks. A task is used to define the
structure of the experiment, specifying a set of documents, a set of
topics, and a relevance assessment. For each task the set of doc-
uments can be structured defining, for example, a title, keywords,
images and so on. A topic represents an information need. Doc-
uments can be assessed as being relevant or not (or more or less
relevant) for a given information need (topic).
Some of the most common tasks that we observed as part of a
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Figure 1: Task stages of organizing an experimental IR track in
CLEF.

typical evaluation campaign include the followings: submission,
preparation, track definition, topic creation, data set, relevance as-
sessment, summarizing, and finalizing.

3.1 Observed roles in IR Communities
Within an evaluation campaign many people are involved in dif-

ferent tasks, such as organizing, creating topics, managing collec-
tions, handling participants and submission, choosing measures,
and running the final evaluations.
The set of actors involved in PROMISE activities is not homo-
geneous and depends on the domain which is taken into account.
Looking at three domains (patent, medical, and cultural heritage),
we defined the following actors:
- organizers: people who are in charge of preparing a campaign; it
is possible to distinguish domain organizers and track organizers;
- participants: people who run their algorithm(s) according to the
actual tasks;
- relevance assessors: people who make the relevance assessment;
- topic creators: people who define topics for a given task;
- site administrators: (e.g. system administrators);
- other researchers
- annotators: people who annotate resources to highlight some
hidden information.
Each of these actors is described along with a set of activities or
tasks. Moreover, a user can have more than one role.

3.2 Observed tools of IR Communities
The collaborative work may be performed in a non-structured

manner using basic tools for collaboration in an ad hoc fashion.
The following are the most commonly used tools for collaboration:
- E-mail: the most common way to organize the work and spread
information;
- Face-to-face meetings: useful to discuss more effectively about
problems and solve them; it is complex if people don’t work in the
same building;
- Video conference tools (e.g. Skype): used instead of face-to-face
communication;
- Shared workspaces (e.g. shared document editor, desktop shar-
ing): useful to share documents. However an issue may arise where
many people work on the same document.

4. COLLABORATION REQUIREMENTS
As mentioned in the introduction, a more suitable collaborative

tool is needed to help researchers to accomplish their tasks. To re-
alize it we have to overcome some limitations.
The first one is the impossibility to define a common detailed work-
flow due to the presence of different domains, each of them with
specific needs. This makes it difficult to realize a collaborative en-
vironment completely specified. Despite this limit, it is possible
to individuate some common needs such as: communication with
other actors, access to data of previous campaign, sharing of task
flow of actual evaluation campaign, and sharing workspace with
actors involved in the same tasks.

Another aspect that characterizes the work of people involved in a
lab is that there is an alternation between individual and collabora-
tive work, which is in contrast to a too rigid environment.
The basic idea of our system is to improve the actual tools used in
IR community without defining the collaborative environment in a
too rigid way. Our purposes in this paper are:
1) Collecting the tools actually used (e.g. Skype, Googledocs, etc.)
in a structured environment. 2) Making available to users other col-
laborative tools (polls, news). 3) T@GZ: a social software system
for organizational information sharing.

4.1 Requirements by role
In order to get information on the actual tasks users performed,

we made requirements elicitation through a number of question-
naires to track organizers within the three predefined domains of
Patent, Cultural Heritage, and Radiology in the CLEF platform.
Working through these questions we identified: a) different roles
of actors involved in the CLEF experiments, b) requirements for
collaborative information handling activities and information shar-
ing and c) links between roles and collaborative events.
Furthermore we describe each task stage regarding subtask involved
(fig.1):
- Submission task: preparing a lab proposition including sub tracks,
acceptance of the lab or not.
- Preparation task: preparation of a CLEF lab flyer including de-
tails of each lab, obtaining databases, preparing a copyright agree-
ment, preparation of the web page.
- Track definition task: definition of broad tasks, start of registra-
tion for the participants.
- Topic creation task: preparation of detailed topics for each task,
release of topics, checks of the copyright forms.
- Data set: data access for all registered participants with signed
copyright forms for their tracks.
- Relevance judgment task: preparation of the judgement system;
finding qualified judges; submission of all runs by participants;
pooling of the runs to create documents to judge; judgement of
the documents for relevance; evaluation of all submitted runs.
- Summarizing task: release of ground truth; submission of par-
ticipants’ papers with results and technical descriptions; analysis of
the results and submission of overview paper.
- Finalizing task: CLEF workshop and labs with discussion; feed-
backs on CLEF; preparation of next year of CLEF; distribution of
responsibilities.

4.2 Implicit requirements
Support the community in managing the process:

- Tasks and roles. Various roles are involved in communities work
on experimental evaluation of IR systems. Multiple tracks and tasks
are part of a process occurring in an evaluation experiment such as
CLEF. Within a track, some of the tasks are interdepend. Specific
roles perform specific tasks. One member can play multiple roles.
The set of the role and tasks changes across different IR domains.
- Assume both individual and collaborative works. Many tasks
are conducted individually and the individual work is interleaved
with collaborative work. Support both individual and collaborative
works and faster transitions.
- Only some of the steps in the work-flow are fully specified before
or at the outset of the process, others are defined during the process.
Needs related to existing work tools:
- As for other communities of knowledge workers [1], the members
of these communities use email as their primary communication
tool. It would be helpful for any new tool for knowledge sharing
and collaboration to build on the central role of email.
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- Clear added value. The user should be required to log onto a new
system only if such new system supports additional functions that
are useful and are not already supported in email or other general-
purpose media already in use (e.g. VoIP).
- Difficult tracking and reuse. Perhaps a useful role can be played
in facilitating a smoother integration across the multiple existing
tools.
Needs related to new collaborative functions that might support
collaboration:
- Groups. Group creation is tied to the task.
- Polls. The polls component should be integrated with the other
components (this is an example of function not available in email).
- Collaborative workspace. It is desirable for the members of the
community to have easy access to the shared resources and typical
steps, which, ideally, should be made available all in one place.
- Process visualization. We observed visible differences in the dif-
ferent instantiations of the work-flows elicited from different sub-
communities. It allows people to become aware of differences and
similarities in the way sub-communities go about performing the
same process.

5. CONTEXT AND RELATED WORK
Recent research has pointed to the importance of investigating

and supporting collaboration in the field of Information Retrieval
(IR). For example, [4] reviews the studies of collaboration relative
to this field and concludes that the IR field needs to better under-
stand and improve the systems that support both direct and indirect
collaboration during information tasks. This is supported by stud-
ies in various IR settings. [6] investigated patent engineers, which
is a specific community conducting IR processes, and found that
they were involved in various collaborative activities. Overall, ex-
isting studies have observed that collaboration is indeed endemic
to the broader activities of individuals who perform information
seeking, searching, and retrieval tasks. However, with our work
we aim to address two specific limitations of the existing literature.
First, the prior studies of collaborative practices in IR have focused
on describing the practices of teams or groups of users in different
settings and user communities (e.g., academia, industry, medicine,
patent offices; see [4] or have developed new tools to support these
practices [8], but have not yet systematically investigated how to
support collaboration at the level of a large communities of prac-
tice. Second, while there has been research on how to support com-
munities of practices of professionals (e.g., [10]) or scientists (e.g.,
collaboratories, see [6], we focus specifically on how to support
lightweight knowledge sharing and collaboration in the commu-
nity of IR researchers and professionals who develop and evaluate
IR tools. This is a community with unique needs for collaboration
and types of workflows: recurrently, specific sub-communities of
volunteers need to agree on, build, and refine evaluation campaigns
for testing IR systems.

A key distinctive property of the IR communities is that their
workflows cannot be fully specified a priori. That is, if we con-
sider a continuum from highly specified to highly unspecified pro-
cesses, then we could classify the instances of workflows of the IR
communities as intermediate cases along this continuum. [2], who
named this continuum the Specificity Frontier, observed a gap be-
tween two existing approaches for supporting collaboration: most
collaborative systems have focused on either automating fixed work
processes (e.g., Enterprise Resource Planning tools) or simply sup-
porting communication in ad-hoc processes (e.g., email). To ad-
equately support the collaboration in IR communities we need to
bridge the gap between these two approaches using lightweight
tools that are compatible semi-structured workflows. While the

Figure 2: Specificity Frontier

specific instances of these workflows share several of the tasks and
roles, the specific instances will inevitably vary across IR domains
(and data types), evaluation campaigns, and over time (because the
process is refined by the IR community in a collaborative manner as
it is repeated over the years). Interestingly, recent research on com-
munities of professionals pointed to the same need for collaborative
tools that are able to support flexible realizations of the processes
rather than forcing the community into hard-coded processes [9].

Articulating further the design requirements for supporting semi-
structured workflows, [2] divides the specificity frontier into four
sub-spectra: providing context for enactment, monitoring constraints
about the task, providing/planning options to reach a goal, and
guiding through a given script. Building on this classification, in
this paper we focus on providing support to the IR communities in
the first two sub-spectra.

6. DESIGN AND ARCHITECTURE
To fulfill the requirements described on Section 4, we devised

the architecture shown on Figure 3. It refers to the classical CLEF
experiments organization, that is arranged in terms of different do-
mains (e.g., Medical, Patents, etc.). For each domain one or more
tracks are available. As described on Section 3, the organization
of a track is a complex collaborative process and encompasses sev-
eral tasks that exhibit some precedence relationships. The task flow
of a track is formalized using an Extended Light livE Gantt (Ele-
Gantt) and is shown within the CUI to the user, acting as the main
entry point for collaborative activities (Figure 4). A suitable ad-
ministrative interface allows for adapting the task flow of a track
to procedural changes. According to [2] (Figure 2), EleGantt is in
charge of providing a part of the process context, i.e., a structured
to-do list. The second part of the context, i.e., a shared common
space, is provided by T@GZ [7]. EleGantt is an extension of the
traditional Gantt chart. It allows for:
- attaching a rich set of meta-data to tasks with the goal of sup-
porting collaborative activities: involved people, involved roles, as-
sociated tags, kind of collaboration activities needed to accomplish
the task, and the list of other processes that share the same activity;
- expressing the non overlapping constraint between tasks that
must be executed in sequence;
- specifying temporal uncertainties (e.g., minimum and maxi-
mum duration of an activity), and degree of freedom for milestones
and deliverable releases. Moreover, the EleGantt visualization is
both a visualization of the task flow and an interactive interface
that allows for exploring and accessing task flow associated infor-
mation, like roles, people, similarities with other task flows, etc.

T@GZ is a social software system for organizational informa-
tion sharing. In T@GZ the user can share by simply sending an
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Figure 3: The architecture of the Promise collaborative system

Figure 4: The Promise Collaborative User Interface (CUI)

email message with the content to be shared, and addressing the
message to one or more topic specific keywords. For example, one
might use the address, bizdev@share.X.com, for referring to infor-
mation related to "business development" topic (see Figure 4, top
left). Thus, the content of that email is ’tagged’ by the keyword
’bizdev’. Any mail may have multiple tags attached in this man-
ner, in the ’To’ or ’CC’ fields, using any client. While enabling
easy publishing and re-finding of this information, the system does
not induce people to send additional emails other than those that
they are already sharing. Focusing now on the implementation of
T@GZ in the whole system, using a set of predefined tags (i.e., the
tags associated to the elegantt’ s tasks), T@GZ provides a means
for indexing the emails that are exchanged among the organizers
of the tracks, including links to smart attachments. The work-flow
engine is aware of the elegantts and using time information and in-
specting the KB sends through email different kinds of notifications
(e.g., a deadline is approaching, it is time to move to the next step,
etc.) to people involved in the tracks organization.

The Collaborative User Interface (CUI) is the Web based access
point to all the collaborative activities (see figure 4). It is basically
split in two subcomponents. The first one allows for managing per-
sonal user collaborative information (left part of the picture), e.g.,
messages, polls, etc. The second one refers to the whole process
and allows for both exploring it using EleGantt, discovering peo-
ple, roles, and tags and browsing the whole set of tagged emails.
Moreover, the CUI contains a set of tabs that allows for accessing
the collaborative tools that have been specified in the EleGantt. In
order to provide the user with an unique access point to the pro-
cess resources, the CUI sends tagged emails to T@GZ, containing
a link to the collaborative resources (e.g., link to dropbox folder or
to Google Docs document)

7. CONCLUSION AND FUTURE WORK
As result of our investigation we identified some general chal-

lenges or open issues for this domain: 1) find a good balance be-
tween the need for flexibility to fit various, partially-defined pro-
cesses and the need for enough specification in order to allow au-
tomation 2) identify the set of predefined tags (some common and
some domain specific) 3) semi-automate the tagging process (e.g.,
an intelligent assistant).
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ABSTRACT
In this paper we describe the main challenges in designing search
user interfaces for children. Young users require emotional sup-
port, language support, memory and cognitive support, interaction
support and support to judge document relevance. We discuss pos-
sible solutions for each challenge. We also present a working pro-
totype of a web search interface whose main target group are users
of primary school age. Our interface is colourful and voice sup-
ported, contains possibilities for both searching through text in-
put and browsing in menu categories, has a guidance avatar for
emotional support and a result storage functionality to support chil-
dren’s cognitive recall.

Keywords
Web Search Engine, Children, Search User Interface.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information Search
and Retrieval.; H.5.2 [Information Interfaces and Presentation]:
User Interfaces.

General Terms
Design, Human Factors, Management.

1. INTRODUCTION
In times of digital natives more and more children are going

online. According to a recent report [8], children of ages five to
nine spend about 28 minutes online daily and this time continu-
ously grows. The German 2010 KIM1 study [17] reports that about
60% of the German children of ages six to thirteen use the Internet
and 70% of those use search engines. Children are using the Inter-
net for different purposes, especially for entertainment like online

1KIM is a German acronym for Children and Media (“Kinder +
Medien, Computer + Internet”). It is a German user study which is
regularly conducted in the form of interviews.
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games or watching videos on Youtube, for communication and for
information search, e.g. related to their school activities [17].

In the modern society, finding information in the Internet is an
important skill that a child needs to develop. If a child succeeds
in finding the information, it feels competent and develops self-
confidence. In contrast, if it is not able to find good results, a child
may develop a feeling of incompetence. That could even lead to a
feeling of inferiority, especially in the “industry versus inferiority”
period of child’s psychosocial development (age 6–12) [5]. Chil-
dren’s immaturity in the emotional domain is not the only aspect
that is different from adult users. Children’s cognitive abilities are
also not fully formed [21]. Thus, children do not have the same
abilities and knowledge as adults and constitute a separate user
group. The special characteristics of children are challenging and
should be considered by the development of web search engines,
including the design of web search user interfaces (UIs).

In order to support children in their search, special search en-
gines for children, have been launched, e.g. kidrex.org, onekey.com,
askkids.com, kidsclick.org, dipty.com, blinde-kuh.de, fragfinn.de,
helles-koepfchen.de, quinturakids.com etc. Currently, their main
purpose is helping children to find only child appropriate content in
the WWW. Another important aspect is the usability of those search
engines. It is of importance that search engines for children match
the particular skills of children in order to increase their usability
for children. Unfortunately, current search engines for children not
always match the skills and abilities of children [6].

The aim of this work is to develop a novel web search UI which
meets the needs of children, i.e. fits their cognitive abilities, knowl-
edge and provides the necessary emotional support. This interface
should support children in their search in a web document collec-
tion. Our primary focus is textual information retrieval, as web
documents mostly have a textual form and are written in natural
languages. When designing tools for children, there is a need to
target very narrow age groups [19]. Cognitive abilities and knowl-
edge of a fourteen years old and a seven years old child strongly
differ. In this paper we concentrate on primary school age children
as in our opinion this user group is the most challenging one. In the
following we underline challenges in the design of web search user
interfaces for young users and present possible design solutions.

2. DESIGN CHALLENGES & SOLUTIONS
Emotional Support: Based on Erickson’s theory of psychosocial

development [5] children require emotional support and a feeling of
success. This can be achieved by proper guidance. The idea here is
to provide children with enough help to support their search process
in order to avoid frustration. We propose building a guidance avatar
that captures children’s failures, e.g. getting no results or spelling
mistakes, and explain how to do better.
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Figure 1: Screenshot of the Knowledge Journey user interface: a guidance figure and a treasure chest on the right hand side, query
input elements on the top, a menu with many categories on the left hand side and a coverflow with search results in the middle.

Language Support: Children, especially in the primary school
age, read slowly and are still learning to write [23]. In addition,
children have a limited domain knowledge [11] and difficulties with
typing using a keyboard [22]. This results in problems with query
formulation and spelling errors [2, 7]. Therefore, a search UI for
children should provide different possibilities for children to for-
mulate their information need. We suggest using a browsing menu
with many categories which meet children’s information needs.
This menu should be image based and audio supported in order to
navigate ergonomically and fast within it. Besides the browsing, we
also suggest to provide the opportunity of keyword-oriented search
supported by spelling correction mechanisms. Children can choose
the way they want to start searching. With an increasing domain
knowledge (possibly gained from browsing in categories) children
can employ keyword-oriented search more efficient.

Cognitive Support: According to theories of human cognitive
development, human development occurs in a sequential order in
which later knowledge, abilities and skills build upon the previous
ones [20]. Piaget [21] describes four development stages. Children
in primary school age are in the concrete operational stage of their
development which is characterized as a stage where children learn
to reason logically and have difficulties with thinking abstractly.
Their understanding is limited to concrete and physical concepts.
Therefore, categories used in the menu should not be abstract and
browsing menu should have a flat hierarchical structure. Metaphors
used in the user interface should be familiar to children and have a
connection to the physical world (this is also advised in [3]).

Memory Support: According to the information processing the-
ory [13], information processing of children differs from the adults’
in terms of how they apply information and what memory limits
they have, i.e. children can represent and process less informa-
tion than adults. Information retrieval processes may cause chil-
dren’s memory to overload. This explains children’s “looping” be-
haviour during the information seeking process. Children click,
repeat searches and revisit the same result web page more often
than adults do [2, 7]. To support children’s cognitive recall we can
provide a result storage functionality. It is also important to show a
clear back-button or just present the search result in the same win-
dow (e.g. using frames) in order for children not to get lost.

Interaction Support: The information processing rate influences
the fine motor skills of children [4, 10]. Young children’s per-
formance in pointing movements, e.g. using a mouse, are lower

than that of adults. Therefore, the search user interface should pre-
fer simple point-and-click interactions and clickable interface ele-
ments should be large enough to be easily hit [3].

Relevance Support: Children also have difficulties to judge
the relevance of the retrieved documents to their information need
[12]. Children are frustrated by too many results and do not have
the ability to determine the most relevant and “best” documents
[14]. A child-suitable form of results presentation can support chil-
dren’s judgement of results’ relevance and provide relevance clues.
Each result item should have a website image and its description.
Akkersdijk et al. [1] also suggest displaying the results using a
Coverflow technique where the user navigates horizontally. Cover-
flow allows users to concentrate on one item at a time. It also does
not require complex interactions like scrolling as a vertical results
list used in common search engines.

3. SEARCH INTERFACE
We considered the requirements for user interface design and de-

veloped a search user interface for children called Knowledge Jour-
ney (KJ). We used multimedia elements in the UI design to make
the appearance attractive for children. We also took into account
that all clickable items are of appropriate size. We used font sizes
larger or equal to 14 pt as advised in [3].

Our search user interface KJ uses the metaphor of a treasure hunt
where a user takes a journey to gather relevant search results. The
interface of KJ is shown in Fig. 1. It consists of five groups of ele-
ments: a guidance avatar (here a penguin pirate), a treasure chest, a
coverflow, elements for keyword search and a pie-menu for brows-
ing. In the following we are going to describe each element group.

3.1 Guidance Avatar
In order to start a “Knowledge Journey” a child selects a guid-

ance avatar (see Fig. 2a). The avatar concept is familiar to children
from computer games. It allows individual user personalization,
e.g. girls can select a female pirate or penguin, there are also fig-
ures for younger and older users. The guidance avatar supports
children’s search process in order to avoid frustration: in the cur-
rent version it supports children by providing a spelling correction
after a misspelled query is submitted (see Fig. 2b) and enlarges im-
ages of menu categories providing animations (Fig. 1). A further
possible function of the guidance avatar is an explanation how to
search and what to do in case of finding no results.
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(a) (b)

Figure 2: Screenshot of the user interface: select which pirate accompanies you by the Knowledge Journey (a) and guidance avatar
makes a suggestion by a misspelled query (b).

3.2 Browsing Menu
In order to support children who have difficulties to formulate a

query, a browsing menu with many categories is designed. There
exist different types of menus. We used a pie menu as it can be
operated with simple point and click interactions and presents a
good overview of categories. The pie menu is placed on a steer-
ing wheel. We use the metaphor that a steering wheel is used to
define the search coordinates to provide a search direction. Ini-
tially top categories of the menu are shown (see Fig. 3, middle).
We choose menu categories like entertainment, sports and hobbies,
history, universe, geography, nature, persons etc., as they meet the
information needs of children described in [16]. Each category has
a number of subcategories. Children are comfortable to use a two-
level hierarchical organized menu for browsing [11]. Correspond-
ing subcategories are opened when a child clicks on a top category.

Mousing over the category triggers an action of a guidance avatar,
i.e. it shows a large animation to explain the category. Icons and
animations are used to indicate categories because images better
match the cognitive skills of children than written words [9]. They
also make the user interface more attractive for children as they
prefer colourful designs with multimedia content [18, 15, 3]. In ad-
dition, we provide voice support. By placing a mouse long enough
on the pie menu item, a voice explanation is played telling what
category is selected. Users can also hide the menu by clicking in
the middle of it. Then, only the wheel is shown (see Fig. 3, left).
The menu can be opened again by clicking on the wheel. If a child
clicks a category it receives results visualized as a coverflow. The
category name is also placed as a text in the search input field.

3.3 Results Presentation

Figure 3: Screenshot of the user interface: browsing menu on a
steering wheel in three different levels (closed, opened, opened
with 2nd hierarchy level).

The result presentation is shown in Fig. 1. We use a coverflow
where each item is presented on a papyrus roll that contains the
webpage’s title on top, its thumbnail (preview) in the middle, a
textual summary and a result number according to the relevance on
the bottom. A child can interact with our coverflow using simple
point and click operations. It can open a webpage by clicking on
the result item that is in focus or switch to the next or previous page
by clicking on an item that is not in focus. The whole papyrus roll
area is clickable and thus it is easy to hit.

When designing a search UI for children, search results and links
should not be opened in a new window or tab as this inhibits back-
tracking with the browsers’ back button and thus provokes “loop-
ing” behaviour. Users can easily get confused or lost and start
searching for the way back. We decided to open a webpage in the
same window using a frame (see Fig. 4). In order to return to the
search a child clicks on the “X”-Button. It can also store a webpage
using a “+”-Button.

3.4 Results Storage
A child can store relevant results in the “treasure chest”. This

form of storage aims to support children’s memory to prevent cog-
nitive overload. The number of stored results is shown near the
chest. Furthermore, we use physical concepts like the size of the
chest to show the amount of “treasure”, i.e. a chest icon becomes
larger with each additional stored result (compare Fig. 1 and 5).
By clicking on the chest, a journey journal opens (Fig. 5). We use
a book metaphor, where each reversal of the book contains infor-
mation about a stored webpage: its thumbnail, a textual summary
and a title. A child can add notes to each website. It can also open
the website again by clicking on its picture in the book. If a child
does not like a website anymore, it can delete it by clicking on the

Figure 4: Screenshot of the UI: website opens in a frame.
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Figure 5: Screenshot of the user interface: journey journal with
favourite web pages.

“-”-Button. Tiles in the form of small website thumbnail (below
the journal) are used to navigate within the book.

4. DISCUSSION & OUTLOOK
In this paper we described the challenges when designing search

user interfaces for children. We demonstrated possible solutions
based on which a novel user interface, called Knowledge Journey,
was designed. We presented the user interface elements of KJ, i.e. a
guidance avatar for emotional support, a treasure chest for memory
support, a pie menu for language support and a coverflow to support
the judgement of results relevancy. The interface also uses simple
interactions to support children’s fine motor skills. A comparative
user study with 28 young users of age seven to twelve (average 9.5
years) was conducted where we compared our user interface with
a Google-like UI. We evaluated what features of both interfaces
children like most or do not like and the results are promising, i.e.
17 participants preferred KJ interface and five liked both. In the
future we are going to do a deep analysis of the study results in
order to improve the interface.
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ABSTRACT 

We present EyeGrab, a game for image classification that is 
controlled by the users' gaze. The players classify images 
according to their relevance for a given tag. Besides entertaining 
the players, the aim is to enrich the image context information to 
improve the image search in the future. During the game, 
information about the shown images is collected. It includes the 
classification concerning the tag, a rating of the given images by 
the user (“like” or “not like”) and the eye tracking information 
recorded when viewing the images. In this work, we present the 
design of the game and compare two design variants – one with 
and one without visual aid – concerning the suitability of the 
game for image annotation. The variants of the game are 
evaluated in a study with 24 participants. We measured the user 
satisfaction, efficiency and effectiveness of the game. Overall, 
83% of the users enjoyed playing the game. The results show that 
the visual aid is not helping the users in our application; it even 
increases the error rate. The best classification precision we 
achieve is 92% for the game variant without visual aid. 

Categories and Subject Descriptors 
H.5.2 [User Interfaces]: Input devices and strategies 

General Terms 
Human Factors 

Keywords 
Eye tracking, Game with purpose 

1. INTRODUCTION 
The search for digital images is still a challenging task. It is often 
performed based on context information, e.g. tags describing the 
image content. Tags assigned to specific image regions instead of 
the image can improve the search results [9]. Also the ratings of 
the images can be used to deliver good search results, as it is done 
on some image stocking pages like Photo.net. 

The game EyeGrab has been developed as a game with a purpose 
(GWAP) to improve or collect these information: the description 
by tags, a personal rating and information about image regions. 

The game is controlled by eye movements, which on the one hand 
enhances the user satisfaction and on the other hand allows for 
collecting gaze information that will be analyzed to gain 
information about the image content. The overall goal of EyeGrab 
is to enrich the images with contextual information in order to 
improve future search tasks. 

The players look at images falling down the screen. The task is to 
classify the images as relevant or irrelevant to a given tag. 
Relevant images are rated by the participants into “I like it” or “I 
do not like it”. We have compared two different interaction 
designs of the game in a study with 24 subjects and measured 
effectiveness, efficiency, and satisfaction. While the first variant 
provides visual aids in form of highlighting the interactive regions 
and a gaze-cursor, which visualizes the subjects’ fixations on the 
screen, the second variant does not. Overall, we can state that the 
vast majority of the participants enjoyed playing the game and 
that the gaze-based control of the game was experienced as an 
improvement on the entertainment. The players which received 
the visual aids had the impression to be supported by it. However, 
the results show that the visual aids lead to significantly more 
incorrect and missing classifications. In fact, given a ground truth 
image data set, we have achieved the best classification precision 
with 92% for the game variant without visual aid. 

The satisfaction and the precision of the results gained in our 
experiment are very satisfactory. Based on this outcome, we will 
continue with the evaluation and conduct information extraction 
from the gaze paths in a next step. Based on a prior 
experiment [8], we can use this gaze information to add region-
based annotations to the images. 

2. RELATED WORK 
A large number of applications were introduced in the past that 
use eye movements as input medium, often for people with 
disabilities, e.g., for a drawing system [1]. Also the use of gaze 
information as relevance feedback in image retrieval was 
investigated with promising results, e.g. [6]. Walber et al. [8] 
showed that specific image regions can be identified, using gaze 
information. The development of sensor hardware like cameras in 
computers is continuously progressing. Already now eye tracking 
can be performed with a commodity web camera. San Agustin et 
al. [7] compare a commercial eye tracker and a webcam system. 
The results for the webcam system are satisfactory and 
comparable to the commercial system, although still with 
limitations concerning the comfort of use. Based on this 
development, one can assume that eye tracking could be 
performed for more users in the future and it will be possible to 
use the technology also in playing games. 
Data obtained from eye tracking is less accurate than, e.g., from a 
computer mouse, due to natural movements of the eyes. It can be 
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difficult for the users to focus the gaze on a specific region to 
select a button. One possibility for supporting the users in 
controlling an application by gaze is to visualize the gaze as a 
cursor. Some related work indicates the problem of distraction 
from this kind of visualization [2], others see the chance of such a 
natural “pointer” [5].  
Some years ago, a new class of applications appeared, the so-
called games with a purpose (GWAPs) [3, 4]. The goal of 
GWAPs is to gain information from humans in an entertaining 
way. One example is the game Peekaboom [4] where two users 
play together for labeling image regions. Another is the ESP-
Game [3] with two randomly assigned players, each tagging one 
image and trying to provide the same tags as the team mate. Tobii 
recently introduced the game EyeAsteroids and claims to be the 
first purely eye-controlled arcade game. It is entertaining, but 
does not have the goal to benefit from the users' activities. Eye 
tracking fascinates users as an unusual kind of input device. One 
can benefit from this curiosity by offering entertaining 
applications that also gain some information from the users. 
Despite the variety of eye tracking applications and games, 
EyeGrab combines – to the best of our knowledge – for the first 
time both, the aspects of leveraging from user activities like in 
GWAPs and controlling the application by the use of eye 
movements.  

3. DESCRIPTION OF THE GAME 
EyeGrab is a single-player game that takes place in a galactic 
dimension. The task is to clean up the aliens' universe by 
categorizing and rating images. Before the game starts, the user is 
asked to enter his or her nickname using the keyboard (Figure 1). 
The rest of the game is then played exclusively by the use of the 
eye tracker. Every gaze-based selection takes place after a dwell 
time of 450 milliseconds to avoid random choices. For example, 
the selection of the gender is done by focusing a male or female 
character as shown in Figure 1. Subsequently, the player is shown 
a small introduction to the game's rules (no screenshot).  

The game has three rounds, with three categories (“car”, “house”, 
and “mouse”). First, the category is shown (see Figure 2), next the 
round starts. 30 images fall down the screen as depicted in 
Figure 3. The player categorizes the falling images into one of 
three categories. He or she can select an image by fixating it for 
more than 450 milliseconds. When an image is selected, it is 
highlighted by a thin, red frame. Next the image is classified into 
“like it”, “don't like it”, or “not relevant”, where the first two 
imply that the image is described by the named tag and the third 
specifies that the image does not belong to that tag. To classify an 
image, the user looks at the area of the intended classification on 
the screen as shown in Figure 3 (same dwell time as above). The 
player receives points for each correctly categorized image, 
negative points for each false one and no points for images that 
fell off the screen without classifying them. To further challenge 
the user, the speed is increased with higher levels. A high score 
list is presented to the user at the end of the game.  

 

  

 
 

For each category, the images were chosen from the 100 most 
relevant Flickr-pictures. 20 of them were randomly selected and 
combined with 10 pictures of a different category. An inter-rater 
agreement with 3 neutral persons was used to confirm the 
categorization and to create the ground truth. 

 

 
 

 

Two versions of the game have been implemented, one offering 
visual aids (see Figure 4a) to the user and the other one without 
such help (see Figure 4b). The visual aids include a highlighting 
of the “action areas”, i.e., areas which perform an action when 
being fixated, and the visualization of the gaze point on the screen 
(gaze-cursor). Examples are the classification buttons as shown in 
Figure 3 (details in Figures 4a and 4b). 

Figure 1. Start screen with gaze-selected “male”. 

Figure 2. Presentation of the category. 

Figure 3. Gaze-based image classification. 
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4. EVALUATION DESIGN 
In order to evaluate EyeGrab, 24 subjects (7 female) played the 
game. The subjects’ age was between 15 and 32 years (mean: 24, 
SD: 3.9). 19 subjects were students, 2 research assistant, one pupil 
and 2 had other professions. Most of the players had experience in 
gaming (mean: 3.5, SD: 1.31). Only a few were familiar with eye 
tracking, this is indicated by 19 subjects rating the question 
concerning their eye tracking experience with one (mean: 1.63, 
SD: 1.38).  The subjects were randomly divided into two groups 
A and B. Group A had no visual aids during the game, whereas 
group B did. 8 users were wearer of glasses or contact lenses (4 in 
each group). There were no problems using the eye tracker for 
those subjects. 
To avoid distractions, the game was played in our eye-tracking 
lab providing a chair, a desk with an eye tracker, and a standard 
monitor. The first step was a calibration of the eye tracker. After 
this was done, the game was started without further instructions 
and was played with 30 images in each of the three rounds. The 
data from the first round is not used in the later analysis, because 
it has only served for getting the subjects acquainted with the 
usage of the eye tracker as input device. At the end of the 
experiment, every user filled out a questionaire, including 
personal information and questions about the performance of the 
game. The answers were given on a 5-point Likert scale. 

5. EVALUATION RESULTS 

5.1 Satisfaction 
The questionnaires show that the subjects enjoyed playing the 
game. On average, the statement “It was fun playing the game.” is 
rated 3.46 (SD: 0.93) considering all 24 subjects. 20 of the 24 
users agreed to this statement. One of the following questions was 
if the participants felt like the interaction with the eye tracker 
increases the fun of the game. 14 subjects agreed or strongly 
agreed to this statement (mean: 3.5, SD: 1.25). Also, most of the 
subjects did not feel disturbed by the eye tracker (mean: 2.25, 
SD: 1.5).  

5.2 Effectiveness and Efficiency 
One round of the game comprises 30 images and it takes about 
two minutes including the introduction and the input form. Each 
level has a different pace at which the images fall down the 
screen. Thus, the classification per image takes between 2.6 and 4 
seconds. 

In total, 1440 pictures were shown to the subjects within the game 
(30 pictures per category “house” and “mouse” times 24 subjects). 
Only in 42 cases, the image passed without classification, 
resulting in a total of 1398 classified images. 1162 images were 
correctly classified (83%). Thus, only 236 images were 
incorrectly classified. Overall we had 897 true-positive 
classifications, 128 false-negative and 108 false-positive 
classification, which leads to a precision of 89% and a recall of 
88% over all users. For the group with the better results (the 
group without visual aid, see next section) we obtain a precision 
of 92%. 

5.3 Visual aid 
The subjective perception of the users in group B (the group that 
was provided with visual aids) was that the visual aids supported 
them in the classification tasks. The question regarding the visual 
highlighting of the active areas was rated as very helpful with an 
average of 4.67 (SD: 0.49). The subjects also answered that 
displaying the gaze point was very helpful and scored this 
question on average with 4.5 (SD: 0.67). However, to our 
surprise, the following statistical analysis of the data shows that 
group B with the visual aids misclassified significantly more 
images than group A did.  
Group A correctly classified 296 images for category “house” 
whereas group B correctly assigned 264 images for this category. 
Regarding the category “mouse”, in total 317 correct assignments 
were made by group A whereas group B correctly assigned 287 
images. Regarding the misclassified images, group A 
misclassified 59 images for category “house”, whereas group B 
wrongly assigned the image category in 81 cases. For the 
category “mouse”, the number of incorrect assignments is 37 for 
group A and 57 for group B. We compared the values for correct 
and incorrect assignments for group A and B in a 2x2 Chi-square 
test for both categories. The differences are significant regarding 
a significance level of Į= 0.05 with Ȥ2 (1, N = 700) = 5.14, p = 
0.023 for the category “house” and Ȥ2 (1, N = 698) = 5.6, p = 
0.018 for “mouse”. In group B 31, images passed without 
classification, in group A only 11 images were not classified. 
These results indicate that the visual support is not improving the 
classification. Despite the good impression of the visual support 
that group B expressed, the following question might be an 
indicator that this group felt less comfortable with the eye tracker-
based interaction than group A did: we asked the subjects to state 
if they preferred a mouse-based interaction instead of the eye 
tracker-based one. On average, subjects of group A scored this 
question with 2.17 (SD: 1.47) and group B with 3.25 (SD: 1.48). 
Using a two-tailed Mann-Whitney U-Test, a weakly significant 
difference was determined stating a preference of group B over 
group A to use the mouse to play EyeGrab (U = 43, z = -1.719, n1 
= n2 = 12, p = .085). 

6. FUTURE WORK 
For the current version of our EyeGrab game, we have used pre-
classified images in order to verify the classification performance 
of the subjects. We plan to use images without annotations in 
future extensions of the game.  
Also the detailed analysis of the gaze information will be 
performed in a next step. In a small sample of 5 images classified 
by one user, we received 231 gaze points on the images. An 
example of a gaze path visualization is shown in Figure 5. We 

Figure 4a. Visual aids 
(rectangle: action area, here: 
“not like”, circle: gaze cursor). 

Figure 4b. No visual aids. 
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expect a sufficient number of fixations and correct classification 
to allow a detailed analysis. 
We received 897 ratings for the shown images. 556 of them were 
positive. The quality of these ratings has to be investigated in a 
future experiment, e.g., by repeating the ratings in another context 
with the same users or by using a ground truth set with images, 
often liked by a big number of other users. However it has to be 
clear, that a subjective rating can never be “correct” or not. These 
investigations can only provide an indication of the worth of the 
rating. Overall, this detailed analysis will allow us to identify the 
regions that correspond to the category given in the EyeGrab 
game. Such region-based annotations will allow for a better 
retrieval of the images in the future. 

 
Figure 5. Visualization of fixations on a classified image. 

7. SUMMARY 
We have introduced the gaze-based game with a purpose 
EyeGrab to classify images using an eye tracker. We have shown 
that the game has the potential to entertain the players and that the 
classification results are good enough to advance beyond the gaze 
analysis. This analysis is the first step in the direction of 
extending image context information with information gained in 
an eye tracking game. The next step will be the analysis and 

evaluation of the gained information and to use it for improving 
image search tasks. 
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Abstract

This paper describes an application in which wordclouds are used to
navigate and summarize Twitter search results. A search on Twitter
can return thousands of relevant tweets. By just looking at the first
few result pages you will not get an overview of what is discussed
in all search results. Our application summarizes sets of tweets into
wordclouds, which can be used to get a first idea of the contents of
the tweets. Also the application provides the option to zoom in on
a certain part of the search results to inspect them in more detail.
The application has not been formally evaluated, but we do provide
some insights and points for discussion.

1 Introduction

One of the most common problems in Information Retrieval is in-
formation overload: there is simply too much relevant information
available for the users to process. Therefore applications are needed
to help users deal with large amounts of data. In this paper we de-
scribe an application which was developed for this purpose. The
use of wordclouds in the application serves two purposes:

1. To summarize

2. To aid navigation

This application was developed with the following two user scenar-
ios in mind:

1. General Twitter search
Nowadays many people express their opinions about prod-
ucts, services and companies on Twitter. When you want to
get a broad overview of what people are tweeting in general
about a company or event, it does not suffice to read the first
few pages of search results. You want to get a feeling for the
most frequently discussed topics overall, and dive into partic-
ular subtopics of special interest, such as product recommen-
dations.

Presented at EuroHCIR2012. Copyright c�2012 for the individual papers
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2. Searching fragments of categorized data
Besides Twitter there are many more places on the Web where
people express their opinions. These opinions can be col-
lected and annotated with labels such as sentiment, source,
market etcetera. When you have a large amount of annotated
data available, it is interesting to see for example what are
the different topics discussed in positive and in negative mes-
sages.

In this paper we will focus on the first user scenario: General Twit-
ter search, since Twitter data is abundant and publicly available.

Humans have a great capacity to notice terms which are out of the
ordinary. When looking at a wordcloud there will always be some
unexpected terms which catch your attention and are good pointers
for further investigation. In tweets about public transport you can
expect for example tweets about delays, but you might not expect
certain tweets about recent events such as a new colour of the trains.
What we try to do in the wordclouds is to emphasize the words that
are noteworthy from a statistical point of view, and leave it up to
the user to decide which messages to explore further.

Although the usefulness of tagclouds for navigation is still a topic of
debate [2], exploratory applications which make use of wordclouds
for summarization and navigation of search results have been mod-
erately successful on specific domains such as web documents [1]
and PubMed publications in biomedical literature [5].

The search results that we are investigating in this paper have three
characteristics:

• A search result is a short textual message. By design a Twitter
message cannot contain more than 140 characters.

• The number of search results is large. If this would not be the
case, since the results are short texts, you could simply read
through all of them.

• There are many, equally relevant search results. In web search
there are usually not more than a handful highly relevant
search results. Many of the search results contain copied or
redundant information, or only mention the search words oc-
casionally. Although Twitter search results also contain re-
dundant information, i.e. repeated tweets and retweets, the
set of relevant tweets can still consist of thousands of equally
highly relevant tweets.

In the next sections of this paper we will present our approach (Sec-
tion 2), a case study (Section 3), and finally our conclusions (Sec-
tion 4).
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Figure 1. First part of the inputscreen

2 Approach

The application consists of two screens. The first screen handles the
input, the second screen displays the results based on your input.

On the first screen the system offers a number of selections that
can be made to make sure you generate the wordclouds that are
best representing your data and your analysis purpose. The input
is collected using textfields, radiobuttons and checkboxes. The first
part of the inputscreen is shown in Figure 1.

The following selections can be made:

• File selection, a tab separated text file is required as input.

• Text selection, which column in the dataset to use as textual
input for the wordcloud generation.

• Category selection, based on a value in any column of your
dataset your data can be categorized. It is also possible to cre-
ate categories based on the presence of words in the contents
of your data, e.g. to create a category for all tweets containing
the term ‘happy’.

• Language, used for the removal of standard stopwords.

• Optionally, additional stopwords can be specified. These
words will not occur in any of the wordclouds.

• Stemming, currently available only for English. The Krovetz
stemmer is used, because this stemmer always stems words
into other valid English words.

• Exclude numbers, when your data includes many numbers
such as product prices it can be desirable to exclude these
numbers from the wordcloud.

• Exclude retweets / repeated posts, when your data contains
a tweet that is retweeted very frequently, this one tweet will
dominate the wordcloud which can be undesirable.

• Include only usernames, for Twitter data only, keep only the
usernames, i.e. all the words starting with @.

• Include only hashtags, for Twitter data only, i.e. all the words
starting with #.

The second screen shows the output, which consists of wordclouds
for the categories you have specified, as well as a wordcloud for all
the search results.

Wordclouds for categories are generated using a parsimonious lan-
guage model. This model compares the frequency of words in a
set of documents to the average term probability in a background
collection containing similar documents to extract the most note-
worthy terms. In this case the background collection are all the re-
trieved search results. Terms that are only mentioned occasionally
in the set of documents and terms which have a similar or higher
probability of occurrence in the background collection will not be
included in the parsimonious language model [4].

The parsimonious language model [3] is an extension to the stan-
dard language model based on maximum likelihood estimation, and
is created using an Expectation-Maximization algorithm. Maxi-
mum likelihood estimation is used to make an initial estimate of
the probabilities of words occurring in the set of documents.
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where S is the set of documents, and t f (t,S) is the text frequency,
i.e. the number of occurrences of term t in set of documents
S. Subsequently, parsimonious probabilities are estimated using
Expectation-Maximisation:
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where C is the background collection model. In the initial E-step,
maximum likelihood estimates are used for P(t|S). We set the
smoothing parameter l to 0.9. In the M-step the words that re-
ceive a probability below a threshold of 0.001 are removed from
the model. The iteration process stops after a fixed number of iter-
ations.

In the next section we present a case in which the generated output
of the application is presented.

3 Case

Using an example search we will demonstrate how we use word-
clouds in our application to navigate and summarize the search re-
sults. We executed a search on Twitter using the Twitter search
API1 for the query ‘#london2012’ over the last 5 days, saved all
the 30,504 search results in a .csv file and load this file into our
application. Looking at the wordcloud over all the results that is
shown in Figure 2, we see the term ‘torch’ is frequently used, and
we zoom in on this aspect of the ‘#london2012’ search. By click-
ing on the word ‘torch’ a list of messages is shown that all contain
the term ‘torch’, so these messages can be inspected in more detail.
This list of messages is still quite long however, consisting of 1,046
tweets. We can zoom in further on these tweets by going back to
the input screen and specifying ‘torch’ as a category. Now, a par-
simonious wordcloud is created from the 1,046 tweets that contain
the term ‘torch’. The resulting wordcloud is shown in Figure 3.
The figure is a screenshot of the screen that is displayed when the
word ‘Sheffield’ is clicked, showing the tweets containing the word
‘Sheffield’.

Words which occur frequently in all of the ‘#london2012’ mes-
sages, such as ‘#london2012’, ‘2012’, and ‘olympics’, receive a
lower score from the parsimonious model, and almost none of these

1
https://dev.twitter.com/docs/api/1/get/search
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Figure 2. Wordcloud of all #london2012 Twitter search results, showing the tweets containing the term ‘torch’

Figure 3. Wordcloud of #london2012 Twitter search results containing the term torch, showing the tweets containing the term
‘sheffield’

words occur in the ‘torch’ wordcloud. Also general words that oc-
cur frequently in all of the messages, such as ‘get’, and ‘will’ are
filtered out. Instead the cloud contains words that occur more fre-
quently in the subset of messages that contain the word ‘torch’, for
example some of the cities that the torch passes through such as
Sheffield, Leeds and Manchester. Every result in this cloud by defi-
nition contains the word ‘torch’, therefore it takes a prominent place
in the wordcloud. You can choose to not show the word ‘torch’ in
the wordcloud by specifying it as a stopword on the input screen.

Clicking on a term in the wordcloud has the same effect as query
expansion, i.e. adding that term to your query and retrieve another
set of results. When you use the Twitter API to search Twitter with-
out query operators, only results will be returned that contain all of
the search terms in the Tweet, username or hyperlink. This means
adding a term to your query will not lead to more search results.
Only if you remove the original query terms, other results will be
returned.

Observations

We have not had the chance to evaluate our application through
means of a user study. However, we do want to point out the fol-
lowing observations. Given the nature of our data, i.e. a collection
of tweets, there might be some improvements possible that exploit
this particular type of data. Tweets can contain special elements
in the text, namely usernames, hashtags, links, and emoticons. We
make the following observations:

• Usernames and hashtags are currently considered in the sense
that we remove all punctuation except the characters ‘@’ and
‘#’ which are the indicators of usernames and hashtags respec-
tively. There is an option to generate wordclouds containing
only usernames, or only hashtags. In the default settings user-
names and hashtags are included as is in the wordcloud. For
future work we want to discuss and investigate two open is-
sues:

1. Can a word with a hashtag be considered as the same
word without the hashtag? While a hashtag term does
not always have to be a real word, e.g. #london2012,
in many cases it is, e.g. #london. For the wordcloud
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should the terms ‘london’ and ‘#london’ be merged?
Sometimes usernames are used in a similar way as hash-
tags to address companies, e.g. in this tweet: ‘Am-
bush marketing at the Olympics! Well played, @Nike.
bit.ly/N4zAUc #London2012’.

2. A related issue is the importance or term weights of
usernames and hashtags. Is a hashtag a stronger signal,
and should it therefore be featured more prominently in
the wordcloud? Similarly for usernames, but usernames
could also be considered a weaker signal, so should they
be featured less prominently?

Both of these questions can also be considered when you want
to optimize a retrieval algorithm.

• Besides the ‘@’, and ‘#’ all other punctuation is removed dur-
ing text preprocessing. This means all emoticons like ‘:)’
are removed. Sometimes these emoticons are used as indi-
cators of sentiment, i.e. tweets containing ‘:)’ are classified
as positive messages, and tweets containing ‘:(’ as negative
messages. In this sense the emoticons do indeed represent
valuable information that could be included in the wordcloud.
When an emoticon appears in the wordcloud, clicking on it
can give you all the messages associated with for example a
positive emoticon.

Feedback from users is required to determine the most useful im-
provements for the application.

4 Conclusions

In this paper we have shown how wordclouds can be used to sum-
marize and navigate search results, and in particular Twitter search

results. Wordclouds are a quick way to summarize and get a first
overview of large amounts of data. Using human observation skills
it is easy to zoom in on a group of messages in which you are inter-
ested, i.e. all messages that contain a specific term from the word-
cloud. In future work we would like to evaluate the usefulness of
wordclouds for navigation and summarization of search results in a
user study.
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ABSTRACT
Search providers in domains from medicine to news have
long labelled documents with controlled vocabularies, to
help users explore their collections. These vocabularies are
expensive to build and use, however, and seem to be useful
mostly for domain experts.

This paper describes an on-going gaze-tracking study which
asks whether users notice controlled vocabularies when they
are exposed in a search interface; whether they make use of
them; and whether this improves search. We also hope to
learn what e↵ect several standard search interfaces have on
the use of controlled vocabularies.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Search pro-
cess; H.5.2 [User Interfaces]: User-centered design—per-
formance measures

General Terms
Experimentation, Human Factors

Keywords
Search results presentation, individual di↵erences, gaze be-
haviour, MeSH terms

1. INTRODUCTION
It has been recognised that people engage with di↵er-

ent kinds of searching behaviours, but current information
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retrieval (IR) systems are primarily designed for specified
search [1]. The simple search box is still the dominant interac-
tion mode in modern search engines. However, a user-centred
approach to interface design that takes into account individ-
ual di↵erences, search goals and tasks, has the potential to
support users interacting with IR systems more e�ciently
and e↵ectively.
To this end researchers have advocated “natural” search

user interfaces, arguing they are easier to use and require less
user training [e.g. 9, 20]. It is however challenging to design
natural interfaces because of the complexity of information
problems and associated searching behaviours. For instance,
user studies have demonstrated that user queries are typically
very short representations of complex information needs [3,
11], and users have di�culty formulating queries to represent
information problems. User interaction with IR systems is
inherently interactive and exploratory [e.g. 2, 17], so usable
interfaces for query formulation are important in support
of natural search interactions. (See Wilson [24] for a recent
comprehensive review of search interfaces, and Wacholder [22]
for a review of interactive query formulation.)

One way to support query formulation is with a controlled
indexing language, where each document is assigned terms
from an predefined list or hierarchy of indexing terms. Ex-
amples include Medical Subject Headings (MeSH) terms and
Library of Congress Subject Headings (LCSH). The useful-
ness of MeSH terms in biomedical searching is especially
important because of the extreme popularity of the PubMed
database1, the publicly accessible version of MEDLINE on
the web.
Controlled vocabularies are expensive to build, use, and

maintain, and they may contribute to clutter in a search
interface. There is some evidence that domain experts benefit
from controlled vocabularies, but results have been mixed
for ordinary users (e.g., [10, 15, 19]). Given these costs, and
the unclear benefits for most searchers, we are interested in
whether and how users make use of controlled vocabularies
when they are available.

1
http://www.ncbi.nlm.nih.gov/pubmed
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This paper describes an on-going eye-tracking study of
user gaze and search behaviours searching clinical search
topics, with particular reference to the user’s attention to
and use of the document surrogates (i.e., MeSH terms, title
and abstract). The specific research questions are:

1. What components of document surrogates do searchers
look at when reformulating their queries? Do searchers
even notice MeSH terms in standard search interfaces?

2. If they do notice them, how do searchers use the dis-
played MeSH terms in their search processes?

3. If they are used at all, do MeSH terms lead to better
search performance and e�ciency?

2. RELATED WORK
Past work has considered system designs to support query

reformulation. From a system perspective, researchers have
proposed visualizing document inter-relationships [21], ex-
plicit term distribution information [8] and search interfaces
in support of search results navigation [18] to help users
refine their queries. From a user perspective, research has
revealed that searchers prefer to use such search interfaces
for reformulating their queries and to have some degree of
control over the search process [e.g. 12, 8, 13, 23]. In a recent
study of search interfaces in support of interactive query ex-
pansion [7], it was found that displaying expanded terms and
corresponding changes in summaries of search results was
useful for the decision-making process in query reformulation;
particularly for di�cult search topics. However, it is still
unclear whether users pay attention to these system features,
and whether the use of these features contributes to better
search performance and e�ciency.

Recent HCI and IR research has focused on users’ cognitive
aspects in search interactions by measuring the gaze patterns,
an indicator of searcher attention (see e.g. Dumais et al. [5] or
Logio et al. [16]). The use of eye-tracking equipment for cap-
turing searchers’ fixation patterns provides a rich set of data
to understand whether searchers read document surrogates
(e.g. summary and metadata) and more importantly, how
searchers attend to di↵erent components of search results or
search interfaces [4, 14]. We are adopting similar techniques
in our study.

3. METHODS
We are conducting a user experiment to assess the e↵ect of

displayed MeSH terms on search behaviors and performance.
The search task is to perform searches on clinical informa-
tion for other patients, and find the best query to obtain
as many relevant documents as possible. Our recruits are
undergraduate and postgraduate students with search engine
experience but without advanced academic background in
the biomedical domain. Each user searches 8 topics in total,
with a 7-minute limit for each topic, and the experiment
takes about 90 minutes in total.
Participants are given brief instructions about the search

task and system features, followed by a practice topic and
then the searches proper. User interaction data is recorded:
we are noting all queries, mouse clicks, retrieved documents,
time spent, and eye movements. Electroencephalogram
(EEG) readings are also captured.

(a) Screenshot of Interface “B”, suggestions per-query and
displayed at top.

(b) Screenshot of Interface “D”, suggestions per-document and
displayed with the document.

Figure 1: Two of the four search interfaces in our
study.

3.1 Search interfaces
Participants search on four di↵erent search interfaces us-

ing a single search system. The four search interfaces are
distinguished by whether the MeSH terms are presented and
how the displayed MeSH terms are generated:

Interface “A” mimics web search and other search systems
with no controlled vocabulary. This interface has a
brief task description at top; a conventional search box
and button; and each result is represented with its
title, authors, publication details, and abstract where
available.

Full text is not available, so the results are not click-
able. Users must judge their success on the titles and
abstracts alone.

Interface “B” (Figure 1(a)) adds MeSH terms to the inter-
face. After the user’s query is run, MeSH terms from all
results are collated; the most frequent ten are displayed
at the top of the screen. This mimics the per-query
suggestions produced by systems like ProQuest2.

MeSH terms are introduced with “Try:” and are click-
able: if a user clicks a term, their query is refined to

2For example, see http://www.proquest.co.uk/en-UK/

products/brands/pl_pq.shtml
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Imagine that you are 63-year-old male with acute renal
failure probably 2nd to aminoglycosides/contrast dye.
You would like to find information about acute tubular
necrosis due to aminoglycosides, contrast dye, outcome
and treatment.

Figure 2: An example OHSUMED search topic, re-
worded for our participants.

include the MeSH term and then re-run. We hope
that the label, and the fact they work as links, will
encourage users to interact with them.

Interface “C” uses the same MeSH terms as “B” but dis-
plays them alongside each document, where they may
be more (or less) visible. It is a hybrid of interfaces “B”
and “D”.

Interface “D” mimics EBSCOhost3 and similar systems
that provide indexing terms alongside each document.
As well as the standard elements from interface “A”,
interface “D” displays the MeSH terms associated with
each document, as part of that document’s surrogate
(Figure 1(b)).

Again, terms are introduced with “Try:” and are click-
able.

Each interface is labelled with a simple figure—a square,
circle, diamond, or triangle—which we refer to in our exit
questionnaire.

3.2 Design
This experiment is a 4⇥ 4 factorial design with four search

interfaces and four topic pairs. We are using a 4⇥ 4 Graeco-
Latin square design [6] to arrange the experimental conditions.
We expect to enroll 32 participants from the campus of a
large university, which will give good statistical power (when
N = 32, ANOVA � < 0.01 for “medium” e↵ect of � = 0.75).
Entry and exit questionnaires are collecting demographic

information and information on participants’ cognitive styles
and their perception of the search process. We also ask
participants’ opinions of the tasks and the interfaces.

3.3 Topics
Search topics used here are a subset of the clinical topics

from OHSUMED [10], originally created for batch-mode IR
system evaluation. We have re-written the topics slightly so
they read as instructions to our participants (see Figure 2
for an example).
We selected topics to cover a range of di�culties: we

sorted the topics according to the number of judged relevant
documents and selected two topics, at random, from each
quartile. These eight topics were then randomly paired o↵
to produce four pairs of topics. A final topic, the same for
all participants, is used for training.

3.4 Software and hardware
The search system is built on Solr4, with the search results

ranked by default relevance score. The MeSH terms are not
specifically weighted.

3
http://www.ebscohost.com/

4
http://lucene.apache.org/solr/

Gaze tracking uses FaceLab5 software and hardware. We
use Eyeworks software6 for recording and basic analysis.
EEG data is recorded with an Emotiv headset7.

3.5 Analysis
With the design above, we expect to answer the three

questions from Section 1.

Where do people look?. Recordings will be analysed to
see how often there are fixations in di↵erent parts of docu-
ment surrogates, and therefore how often people have looked
at each part. In particular, for interfaces B, C and D we
will consider how often participants look at the controlled
vocabularies (“Try:. . . ”). Any e↵ect on gaze patterns due
to interface would tell us which interfaces make the extra
information easiest to discover.

Our exit questionnaire also asks whether users noticed the
controlled vocabularies: we would not be surprised if there
were di↵erences between the self-reported data and the gaze
data, for example if participants were trying to please us.

Do they use the controlled vocabulary?. Our software
records all clicks on terms from the controlled vocabulary,
so it will be easy to note how often it is used and whether
there is any correlation with interface, task, sequence, or
user. Again, an e↵ect due to interface would suggest which
style of interface makes features like the controlled terms
most attractive.
Participants who merely read and re-type the controlled

vocabulary may be picked up in query logs.
Again, we intend comparing these recordings with self-

reports.

If so, does it help?. Assuming some participants do make
use of the MeSH terms, we anticipate four ways to address
this question. First, as before, we will consider self-reports
of task di�culty to see whether these correlate with the use
of controlled vocabulary features. Second, since participants’
final queries on each topic should be the ones the like best,
we can check how many of these use MeSH terms. Third,
the judgements associated with OSHUMED topics will allow
us to measure the actual e↵ectiveness of queries with and
without controlled terms. Finally, if participants do not use
all their allocated time for each task, variations in completion
time may be interesting.

4. FIRST RESULTS AND NEXT STEPS
We have conducted a small-scale pilot to test our design

and instruments.
Our participants did glance at MeSH terms: 8% of fixations

were on MeSH terms in interfaces B to D, which compares to
6% on document titles and 12% on abstracts. However, they
were very seldom used – only one query, of 44 queries issued
on these interfaces, used any MeSH terms at all. There are
also some indications of a per-interface e↵ect, with the MeSH
terms at the top of interface D receiving little attention
We will shortly be recruiting for the full-scale experiment.
We hope this will o↵er some insight into the relationship

5
http://www.seeingmachines.com/product/facelab/

6
http://www.eyetracking.com/Software/EyeWorks

7
http://www.emotiv.com/
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between interface, reading patterns, search behaviour, and
search e↵ectiveness.
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ABSTRACT 
In this paper, we present the results of the user requirements and 
interface design phase for a prototype system, designed to 
enhance interaction with cultural heritage collections online 
through means of a pathway metaphor. We present a single user 
interaction model that supports various work and information 
seeking tasks undertaken by both expert and non-expert users 
within the context of collection exploration and path creation. The 
user interaction model is shown to enable seamless movement 
between interaction modes, with the potential over time to 
encourage deeper engagement and learning. 

Categories and Subject Descriptors 
H.5.m [Miscellaneous]: Interaction framework 

General Terms 
Design, Human Factors, Theory. 

Keywords 
Cultural Heritage, Paths, Information Access, User Requirements, 
Interaction Model, Exploration. 

1. INTRODUCTION 
Large-scale projects for the digitisation of cultural heritage (CH)  
have become commonplace in recent years, and yet complex 
issues arise with regard to information access. Specialist metadata 
and the often variable quantity and quality of object descriptions 
make it difficult for users to navigate vast, structured and often 
very scholarly collections. It is therefore difficult to locate 
resources of interest, especially for those without advanced levels 
of subject and domain knowledge [6]. User experience online is 
thus far removed from that of visiting a museum or gallery in 
person, where guidance through a much smaller selection of 
carefully curated objects is the norm, for example, via the medium 
of visitor-friendly object labels, guide books, audio tours and 
activity trails. Exhibit information is designed for general rather 
than academic audiences, with additional materials tailored for 
family groups and learners, amongst others. 
Guided tours and activity trails are commonplace offerings to aid 
visitor orientation at physical cultural heritage sites, and offer a 

range of opportunities for immersive and more highly engaged 
visitor experiences [4], often utilising technological solutions, and 
even extending to the latest mobile devices [15]. They are though 
much less in evidence online, despite the fact that the idea of 
documents or other items linked together in the form of hypertext 
trails is considerably older than the web itself [3].  
Online paths and trails are seen as a means of aiding navigation, 
exploration and learning [10] in general and educational online 
environments, and there are many examples of research [11] [12] 
[13] and commercial activity in offering tools to develop paths 
from web pages (e.g. www.trailmeme.com) and social media 
content (e.g. www.storify.com). However, very few examples are 
domain-specific and/or pertain to digital library collections, and in 
consequence, it is rare for all of the associated exploration, 
authoring and use activities to be integrated within the same 
space. Through our current research we therefore aim to exploit 
opportunities to utilize paths to support diverse groups of users in 
the complete cycle of information seeking, exploration, path 
creation and interaction within CH digital collections, opening up 
their use to more widespread educational and leisure audiences. 

2. RELATED WORK 
Research on information user behavior in CH digital collections is 
scarce, especially when considering the needs on non-expert 
users, i.e. those without detailed subject and domain knowledge. 
Expert users regularly engage in both simple fact-finding and 
more complex information gathering tasks, amongst others, with 
the latter having multiple variations and components such as topic 
searches, exploration, collecting/combining [1], all of which are 
relevant to our current study. Similarly, non-expert users [14] also 
engage in known-item searching and exploration. Visual 
representations of artefacts are highly important in this context, 
and the process of meaning-making through contextual 
information and the derivation of personal inferences and 
connections is also strongly evidenced [14].  

For known-item or fact-finding searches, some knowledge of the 
metadata and collection structure is imperative, but such 
knowledge is much less likely to be used effectively, if at all by 
non-expert users than expert users [7]. In addition, information 
retrieval tools in CH collections, and the web more generally, are 
much less likely to effectively support the needs of users more in 
more open-ended exploratory tasks.  

Exploratory search extends the idea of basic lookup into the areas 
of learning and investigation, which in turn incorporate extended 
information processing, evaluation and annotation [9]. Aligned 
with these variations of exploratory search are the concepts of 
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serendipity [5], where the user encounters information that they 
were not actively looking for, and berry-picking [2], which is an 
extended, iterative and adaptive search process that also 
incorporates the idea of collecting information objects as the 
search progresses over time. Solutions for these more complex 
user needs are yet to fully exploited, with greatest potential in 
adaptive systems that take account of patterns of user behaviour 
[8] [9], and the use of paths or trails as a means of capturing items 
of interest [11].  

3. METHODS 
In the absence of an existing system, extensive requirements 
gathering [6] was conducted with potential users, as the first stage 
in a user-centered design process. The goals of this research were 
to: 

 Develop a detailed understanding of the characteristics 
and needs of potential users across four primary 
domains: heritage, education, professional/commercial, 
and general/leisure. 

 Explore the meanings and potential applications of the 
path metaphor in the context of digital CH. 

 Gain an understanding of the path-creation process and 
the types of paths that might be created. 

 Determine the current availability and functionality of 
path-creation tools in CH collections. 

In order to achieve these goals, mixed methods were employed, 
gathering a variety of complementary qualitative and quantitative 
data. First, an online user survey was used to collect data from 79 
expert and non-expert users, comprising questions about their 
personal and cultural participation characteristics, and information 
behavior and use in the CH context. This was complemented by 
in-depth semi-structured interviews conducted with 22 expert 
users, which focused on exploring the meaning of the path 
metaphor in CH environments, and understanding the process of 
development and use of paths in this context. 

Secondary data was used to scrutinise the features of published 
paths from various sources, to ascertain their core elements. 
Similarly, a comparative analysis of general and cultural-heritage 
specific systems offering path-creation functionality was 
conducted, to identify common features and standard approaches 
to the proposed core functionality. These findings were validated 
via user participation in path-creation tasks, utilsing low- and 
medium-fidelity techniques.  

Analysis of these various complementary data enabled the 
development of detailed domain and role-specific information 
user profiles; a user interaction model supporting four key modes 
of interaction; and, use cases illustrating some of the primary user 
interaction scenarios. From these we extrapolated detailed user 
requirements, and in turn, interface designs and functionality for 
the first PATHS prototype. The resulting system is intended to 
support all elements of the interaction model, allowing users to 
move seamlessly between modes of use. 

4. RESULTS 
Given the breadth and depth of data, this paper focuses on the 
findings relating to paths and their uses in CH, and in turn, how 
related user tasks are incorporated within a single user interaction 
model, to be implemented in the prototype system. 

4.1 Existing Path Forms 
Analysis of existing paths and trails found that online and offline 
paths both have similar characteristics. Nodes are the essential 
building blocks of all paths, representing collection objects. Each 
node has associated metadata and primary content (e.g. 
descriptions, images) relating to the object. Connections between 
nodes enable navigation through the path and often represent 
meaningful relationships between objects. In the online 
environment, additional features of paths included navigation 
tools (e.g. path overviews and back/forward arrows), annotations 
added by the path creator to give context and guidance for use, 
and occasionally links to other related content, both within the 
same collection, and/or in external web sites. These findings 
largely support the initial vision for PATHS and can all be seen in 
the first prototype design. 

In addition, it was found that most existing online paths are static 
and pre-published by an author, linear in form, rather than a more 
complex map or network structure, and standalone, without inter-
connections with other paths. These findings fall somewhat short 
of the PATHS vision, limiting the possibilities for exploration and 
discovery, although for pragmatic reasons, they form the core 
functionality of the first prototype, with more advanced variations 
of paths coming later.  

4.2 The Path Metaphor in Cultural Heritage 
Interviews with potential expert users in the heritage, education 
and professional domains found a strong affinity with the path 
metaphor, revealing a range of different interpretations of what it 
means in the CH context, and similarly about what form paths 
might take, and how they could be employed in an online 
environment to engage with key audiences. Eight interpretations 
of the path metaphor emerged: 
 

1. Path as search history 

2. Path as information seeking journey 

3. Path as linked metadata 

4. Path as a starting point or way in 

5. Path as a route through 

6. Path as augmented reality 

7. Path as information literacy journey / learning process 

8. Path as transaction process 

The first three of these are closest to the idea of hypertext trails 
[3], with trails defined by user interaction in 1 and 2, and trails 
defined automatically, by the system in 3. Variations 4-6 are more 
creative interpretations, all suggesting opportunities for guiding 
the user into and through collections, encouraging exploration 
and/or offering an immersive experience. In addition to expert-
defined routes, 5 also incorporates the idea of users being able to 
see   and   follow   “well-trodden   paths”   defined   by   the   cumulative  
interactions of other users, thus extending the opportunities for 
utilizing search histories. Lastly, 7 and 8 are both process 
oriented, although 7 is experiential, user-defined, learning-
oriented, typified by trial and error and unique to the individual, 
whilst 8 is a rigid process designed to escort all users consistently 
through a standard process of pre-defined steps. 

4.3 Desired Characteristics of Paths 
Expected characteristics of paths were explored, and views 
contrasted markedly with the existing path formats enabled by 
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path-creation tools currently available. Linearity is rarely seen as 
the best option for maximizing the potential of paths as 
exploration devices. Allied to this is the belief that starting and 
end points for paths should be mutable rather than fixed, allowing 
different users to explore a path in different ways according to 
their preferences and needs.  

In the absence of linearity, some form of organization is still 
required to aid the accessibility and navigation of the path. The 
most popular option is for path content to be aligned to themes, 
with other alternatives including date, location, narrative and 
author, where the latter might present multi-layered paths offering 
the differing perspectives of several path-creators on the same 
topic. An over-arching conceptual framework for the path is also 
desirable, in order to tie together the themes and other ideas. 

As a way-finding or navigational aid, paths are seen to support 
both guided and exploratory behavior, with the latter seen as the 
more desirable goal for user interaction. Features that are needed 
to enable way-finding include path overviews, navigational 
context in the form of next/last and nearby nodes, branching 
opportunities where paths converge and diverge, visualization, 
e.g. in the form of timelines or maps, and some degree of object 
level information at the node and overview display. 

Path  content  must  be  carefully   selected  or   ‘curated’  by   the  path-
creator, with the addition of context and interpretation so that the 
objects within the path convey a narrative or meaning. Content 
may be derived from one collection, but there are significant 
benefits from including objects from diverse collections, along 
with other materials from external web sites. It may also be 
beneficial for interpretation of the path content to be extended by 
user-generated content and/or annotations of various kinds.  

Many of these characteristics are seen in existing path systems, 
but limitations arise from the linearity that is commonplace. 
Exploration and deeper levels of engagement within collections 
requires more complex path structures, carefully curated content, 
interpretation and narrative, and interconnectedness of paths and 
other content within and outside of the system. The fact that most 
of these more advanced characteristics are rare, and that linearity 
prevails also suggests that these are complex issues yet to be 
adequately resolved. 

4.4 Potential Applications of Paths 
Many opportunities for the use of paths in CH were suggested. 
Two major themes emerging from these are the use of paths to 
achieve learning, and to support exploration and browsing. For 
learning to occur there needs to be strong contextual information, 
along with questions and other exercises to structure the learning 
process. Exploration and browsing activities implicitly enable 
meaning making and learning to take place, as users become more 
familiar with a topic and select or interpret the objects they 
encounter.  

Specific instances of learning activities that may be delivered via 
paths are collection or subject familiarization, story-telling, 
individual or collaborative inquiry-based learning utilising path 
creation, modeling the research process, and comparative analysis 
of differing view-points on a topic of interest. 

In addition to learning,, paths may also serve to deliver 
entertainment and an enjoyable interaction experience for more 
general audiences. In practical terms, paths may simply be used as 
a means of introducing people to a collection and its stories, and 
in due course, encouraging them to venture further in a more 

independent fashion. Paths facilitate topic-based information 
retrieval typified by the berry-picking mode of interaction [2], 
rather than known item searching. Furthermore, paths may be a 
useful tool for personal information management in both formal 
and informal research scenarios, enabling the user to record, reuse 
and share their research activity, or helping them to organize their 
ideas. Creativity is also encouraged, as user-generated paths 
provide the means to repurpose CH objects into users’ own 
narratives for private or public consumption. 

5. USER INTERACTIONS WITH PATHS 
By consolidating findings across the various data collection 
methods, we were able to discern five core elements of interaction 
with CH collections relating to activities that encompass creating, 
using and sharing paths as a means of exploration and 
engagement.  

Findings from the qualitative data collected via interviews and 
path-creation tasks revealed a set of five core activities relating to 
the creation, use and sharing of paths; developing a concept for a 
path; collecting items in include in a path; creating a path from 
items collected; communicating about paths found and about 
paths created; and, consuming (following or exploring) paths 
created by others. All elements of the model may be undertaken 
by expert and non-expert users, in any sequence, and with varying 
degrees   of   iteration,   according   to   the   user’s   preferences   and  
behavioural traits. 

 

 
Figure 1. PATHS user interaction model. 

Initially, we expect users to begin by Consuming paths created by 
others, using them as a means of exploration and familiarization 
with the collection and the system. Collecting items of interest 
when exploring a collection is a natural behaviour in berry-
picking mode, and is implicit in the process of creating a path, or 
as a by-product  of  a  user’s information seeking history. When the 
path creation activity is purposeful, it is likely that an over-
arching Concept is devised, which may come from activities 
undertaken outside of the system, but also may be developed via a 
process of exploration within the collection and any pre-existing 
paths. The concept may also evolve alongside the collection and 
path creation activities, through a process of iteration and 
meaning-making. A path is Created once a number of appropriate 
items have been collected, and this activity may include ordering 
the items into a narrative, and adding contextual information 
and/or metadata. In a web 2.0 environment, it is also important to 
allow for Communication activities in support of the interaction 
experience. These may include sharing paths that have been 
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created or discovered, both within and outside of the system (e.g. 
via social media), commenting on and rating content, and adding 
narrative to personal paths as a means of making meaning. 
It is imperative in an adaptive web environment that systems do 
not prescribe modes of interaction or enforce sequences of 
activities. During the design of PATHS we have uncovered four 
primary interaction modes, all of which are supported by the user 
interaction model, but each with a somewhat different typical 
interaction flow.  

Path consumers are the most passive users, and likely to be in the 
majority. By using paths as a guided tour or means of simple 
exploration of the collection and its content, we expect users to 
become more interested in communicating their discoveries with 
others and exploring further within the main collection. Over time 
we would expect some of them to move onto collecting and 
creating paths of their own, as they develop into more 
independent and active users of the system.  

Path creators will likely be in a minority in the early stages, and 
primarily expert users such as curators and educators, and perhaps 
a few more independent non-expert users. In expert path-creation 
mode we believe interaction will be purposeful and systematic, 
with a goal of creating a path about a defined topic. Topics and 
styles of paths may vary by domain, and we expect that educators 
are more likely to adapt ideas from existing paths, whilst CH 
experts will try to develop something novel, showcasing elements 
of a collection or subject expertise. In contrast, non-expert path 
creators are more likely to develop their concept as they explore 
the collection, and their paths may be more idiosyncratic, 
evolving over time, or in the education domain, may even be 
directed in the task by an expert in a path facilitator role.  

Path facilitators are most likely to be found within educational 
settings, where inquiry-based learning is prevalent. These users 
may not create paths themselves, but may curate a broad 
collection of objects from which a group of non-expert users are 
encouraged to create their own paths. (for instance, as a 
homework project). Facilitators are more interested in enabling 
deeper engagement with CH materials, and in fostering 
communication and reflection on the activity and the content of 
the paths created in this way. 

6. CONCLUSIONS 
We have presented the findings of our user requirements study on 
the creation and use of paths as a means of aiding information 
access and exploration in CH digital collections. It has been 
shown that paths support many of the needs for exploratory 
information behavior, and have applications for diverse users 
across multiple domains. Users interactions with paths comprise 
five core elements, integrated into a single user interaction model 
and can be used in varying sequences, illustrated by four primary 
modes of interaction.. An initial prototype has been developed 
from the user interaction model, which is currently being 
evaluated within a task-based user-centred evaluation setting. 
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ABSTRACT
People with complex information needs are for example Hu-
manities researchers, who need advanced search engines to
investigate their research questions. Much can be gained
by combining research datasets, reusing tools and serendipi-
tously discovering new insights for further research. Human-
ities researchers have di↵erent (large-scale) research datasets
and tools, which are described di↵erently with metadata.

We present a highly interactive advanced search engine for
Humanities researchers that semantically converges di↵er-
ently structured metadata records from di↵erent collections
and institutions. It has features that support serendipitous
and focused search in context based on the structure of the
metadata used. This single system serves Humanities re-
searchers by allowing them to search interactively across yet
unexplored (research) data, discover patterns, locate rele-
vant data for new insights, and find existing tools that could
provide novel use cases.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Search pro-
cess; H.3.7 [Digital Libraries]: Systems issues, user is-
sues; H.5.2 [Information interfaces and presentation]:
Graphical user interfaces (GUI)

General Terms
Design, Human Factors

Keywords
information retrieval, metadata, user interfaces, ehumanities

1. INTRODUCTION
The Common Language Resources and Technology In-

frastructure (CLARIN) initiative seeks to establish an inte-
grated and interoperable research infrastructure of language

Presented at EuroHCIR2012. Copyright c� 2012 for the individual papers
by the papers’ authors. Copying permitted only for private and academic
purposes. This volume is published and copyrighted by its editors.

resources and its technology.1 Descriptive metadata is used
to characterize large number of (legacy) research data re-
sources (collections) and tools (e.g. Web services) to facili-
tate their management and discovery. The Search & Develop
(S&D) project within CLARIN in the Netherlands uses the
Component MetaData Infrastructure (CMDI; [4]) with ISO-
cat [6, 12] to open up the sharing of resources and Web ser-
vices for people and machines first within the collections of
a single institution, then across institutions in the Nether-
lands and eventually across Europe as whole. This infras-
tructure enables new research methods in language research
and stimulates the Digital Humanities, where new insights
can be gained by combining and reusing resources from dif-
ferent institutions and domains, and existing tools can be
more e↵ectively found and reused based on new insights.

How to use the CMDI framework with ISOcat to search
for data and services, which can be understood by both peo-
ple from varying disciplines and machines? The challenge is
that the data is heterogenous both in content and struc-
ture, and can be massive in amount. In [11], we show how
to deal with such heterogeneously structured data in the
CMDI MI Search Engine. Users of the CMDI framework
are mostly Humanities researchers. What type of system is
needed driven by CMDI that matches with the search be-
havior of these users? This paper presents a proposition that
has been implemented on a live system.

2. USING CMDI FOR FOCUSED AND SE-
MANTIC ACCESS

CMDI has grown out of the need to facilitate access, re-
use, and interoperability using metadata [4]. A CMDI file
in XML consists of a <Header>, <Resources>, and <Compo-

nents>. The former two are fixed in structure, while the
content and structure within <Components> is flexible and
can encapsulate any data in any structured form. An XML
schema can be used to make CMDI files coherent in struc-
ture for a (sub)collection and it contains references to ISOcat
data categories (DC) stored in the Registry (DCR; [7, 6]).
The DCR was established by the ISO Technical Committee
37, Terminology and other language and content resources
based on the ISO 12620:2009 standard. Because multiple el-
ements may refer to the same DC, semantic interoperability
can be achieved across di↵erent datasets. A specification us-
ing the DCR and projected for example in an XML schema
is called a metadata profile and can be (re)used for describ-

1See http://www.clarin.eu/external/index.php?page=about-
clarin
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(a) Query autocompletion based on the count that a query
occurs in a tag within the result set. By default the query box
is content-centric, but searching directly in a tag is possible
with Advanced Search (can be collapsed with a click). Users
can express queries using the metadata or only the fulltext
of the document by discarding autocompletion.

(b) The selection widget that allows users to keep overview of
the search trail and change it, while updating the result list.
Here, the query stored is “periode” (period) within the tag
time coverage!description. Interesting terms are suggested
by presenting the top TF⇤IDF terms, which people can use
to start a parallel search episode.

(c) To further support query expansion and serendipitous in-
formation seeking, a dynamic tag cloud is generated based
on the last retrieved result list and used metadata label with
keyword highlighting. Moreover, retrieved geo-referenced
documents are projected on a map and clustered by markers.

(d) The distribution of retrieved time-referenced documents
(given the tags Century of Publication and Year of Publica-
tion) are visualized in bar or line charts. Users can click in
the charts to narrow down the result set. The distribution of
results in tags collection and schema profile always appear.

Figure 1: The CMDI MI Search Engine (1).
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(a) Retrieved list of results with the display of the list of re-
sults with ‘fixed’ contextual information, snippets and key-
words in context within the last searched metadata label and
the presentation of all used keywords in context given the
fulltext. There is links to the fulltext of the metadata record
and the actual resource in the digital archive.

(b) For each retrieved result in the list, there is a recom-
mendation (when available) of related results based on the
content similarity of the last used metadata label. A recom-
mendation consist of a link to the record, the collection it
belongs to, and a snippet (can be collapsed with a click).

Figure 2: The CMDI MI Search Engine (2).

ing datasets and for eventual access. Moreover, RELcat [10]
goes a step further by allowing for the storage of arbitrary
relationships between data categories to assist crosswalks
and to specify ontological relationships for further semantic
search, which in the future can be used in the CMDI MI
Search Engine using field collapsing.

We have indexed 246,728 CMDI files from 18 di↵erent pro-
files consisting of 143 di↵erent types of elements in a single
stream, which shows our indexing method for CMDI files is
robust enough to deal with complex data [11]. By indexing
metadata in CMDI on the XML element level, the search en-
gine can provide focused access [8]. We use straight-forward
information retrieval techniques only. The ‘Liederenbank’
(Dutch Song Database) alone has 9 di↵erent profiles (XML
schemas), which is equivalent to a sub-collection, ranging
from very di↵erently structured descriptions about songs to
singers. How to provide interactive access to such heteroge-
neously structured data for Humanities researchers?

3. SERENDIPITY IN CONTEXT
When a user with no a priori intentions interacts with a

node of information and acquires useful information, then
serendipitous information retrieval occurs [9]. The success
of serendipitous discovery is not just the find itself, but be-
ing able or willing to do something with it, so that users get
more insight and can enhance the domain expertise [1]. Hu-
manities researchers are the type of users who can be greatly
supported in their research tasks with serendipitous IR, be-
cause their information-seeking behavior can be described
as an idiosyncratic process of constant reading, “digging,”
searching, and following leads [2]. This confirms with the
Berrypicking model of [3], such as that queries are not static,
but rather evolve, and users “gather information in bits and
pieces instead of in one grand best retrieved set.”

Since the CMDI MI Search Engine should serve Humani-
ties researchers, we design it to support serendipitous search
and be highly interactive. The system has been designed to
maximize the user’s ability to explore. This is our focus.
The user interface of the system is depicted in Fig 1. It uses
the JavaScript library AJAX Solr2, which has been heav-
ily modified and extended by us with JQuery. It allows for
faceted search [5] as we treat the indexed elements of the
CMDI files as one large category hierarchy.

A user can improving the search episode (session) by ef-
fectively reducing the information space step by step. These
steps are stored as part of the search trail, so the overview
is kept. There are di↵erent search strategies possible. Users
can search by fulltext by entering a query. This makes sure
users can always search in everything. The query get high-
lighted in context given the fulltext, but the dynamic tag
cloud widget that supports query expansion is not activated,
see Fig.1(a). Users can also do a focused search request by
using structure, i.e. within the content of a specified tag,
and get the content of these tags returned. This can be
content-centered, as users enter a keyword and the auto-
completion widget returns a list consisting of keyword plus
field name and hit count. It can also be structure-centered
(using the Advanced Search option) by looking up a tag and
then entering a keyword also with the autocompletion fea-
ture. When the last two options are used, then the keyword
highlighting also occurs within the context of the retrieved

2See https://github.com/evolvingweb/ajax-solr
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snippets of the searched tag, see Fig.2(a).
A challenge is how we can support serendipitous search

given the diversely structured metadata in CMDI. Hence, we
introduce and propose the concept of serendipitous search in
context. We can use the heterogeneous structure of di↵erent
collections to provide context to the user in a single search
engine. We propose the following contextual system features
that aim to support serendipitous and focused search.

• Help users by automatically completing the query that
the user is entering while simultaneously and directly
giving the hit count for the suggested queries in con-
junction with a tag, see Fig.1(a).

• Provide inline suggestions (Did you mean...) based on
a spell checker whenever applicable.

• Suggest a new parallel search episode (You could also
look for...) by presenting interesting terms based on
the content of the first few retrieved results after each
used query, see Fig.1(b). This increments and becomes
more focused as a search episode gets more queries.

• O↵er di↵erent overviews of the retrieved results and
allow for query expansion by directly presenting a dy-
namic tag cloud of the aggregated content within the
metadata label used and highlighting the query entered
in this context, see Fig.1(c).

• Preserve the overview of a search episode by storing
the search selection (see Fig.1(b)), and the overview on
collection level by the result type, e.g. the metadata
profile ‘lied’ (song) in the Dutch Song Database, and
the collection a document belongs to (see Fig.1(d)).

• Aggregate and visualize collection-specific search fea-
tures in extra widgets, such as projecting and cluster-
ing the list of retrieved geo-referenced resources on a
map (see Fig. 1(c)), and displaying the date ranges of
the documents in charts that can be clicked to narrow
down a result set (see Fig. 1(d)).

• Entice users to explore further by recommending re-
lated resources using the content similarity by present-
ing a link to the metadata record and a snippet of a
recommendation, see Fig.2(b).

So the context consists of di↵erent modalities and features
existing in the structure of the metadata of a collection, and
used in the retrieval and visualization of information. This
can be displayed on a aggregated level based on the set of
retrieved results. And it can be displayed with di↵erent dis-
plays of the result types given the metadata profile. Even-
tually, the user finds the links to the resources in the digital
archive using the metadata, and can use the found resources
for further research or development. However, there is no
real definite end of the search episode as people still can con-
tinue searching using the above proposed system features.

4. CONCLUSIONS
We have presented a working proposition for serendipi-

tous and focused search by describing the CMDI MI search
engine. The novelty is that it provides semantic access to
diversely structured language and digital heritage resources
with di↵erent metadata schemas for users such as researchers

with very specific and complex information (research) needs.
The search engine provides faceted search and has serendipi-
tous features that maximize the user’s ability to explore any
metadata in CMDI in context, such as query autocomple-
tion, tag clouds, and recommendation of related resources,
while keeping track of the search trail. It is a tool that pro-
vides interactive and focused access to heterogeneous meta-
data, gives new perspectives on legacy (research) data and
tools, and provides new insights for research and develop-
ment. It has been released as live, and can be used at
www.meertens.knaw.nl/cmdi/search.
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ABSTRACT
When users search for information in domains they are not familiar
with, they usually struggle to formulate an adequate (textual) query.
Often users end up with repeating re-formulations and query refine-
ments without necessarily achieving their actual goals. In this paper
we propose a user interface that is capable to offer users flexible and
ergonomic interaction elements to formulate even complex queries
simple and direct. We call this principle vague query formulation

by design. By this formulation we like to point out its design-driven
origin. The proposed radial user interface supports phrasing and in-
teractive visual refinement of vague queries to search and explore
large document sets. The main idea is to provide an integrated
view of queries and related results, where both queries and results
can be interactively manipulated and influence each other. Changes
will be immediately visualized. The concept was implemented on
a tablet computer and the usability was stepwise evaluated during
a formative and a summative user study. The results reveal high
usability ratings, even if the concept was completely unknown to
our test users.

Keywords
Search User Interface, Query Reformulation, Query Refinement,
Information Retrieval.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information Search
and Retrieval.; H.5.2 [Information Interfaces and Presentation]:
User Interfaces.

General Terms
Design, Human Factors, Management.

1. INTRODUCTION
When users try to handle complex information needs they often

end up in conducting exploratory searches [11]. One of the main
characteristics of exploratory searches is that users often do not
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know how to formulate their information need. Often this problem
coexists with an unfamiliarity with the domain they search in [17].
In this work we like to tackle this problem of querying appropri-
ate queries by offering users dynamic user interface (UI) elements
that they can manipulate directly by touch gestures to give them
a feeling for a certain query configuration that matches a certain
result set. Thereby learning and exploring aspects will covered as
well [17, 11]. This concept of interactive visual filtering of rele-
vant information in a more natural way enables data processing in
cases, where standard algorithms can not be applied since these al-
gorithms might filter out relevant data. We introduced the concept
of this paper back in 2011 [15], where we described the basic idea
and did some pre-studies with a digital mockup prototype. In this
paper, we first introduce a running implementation and a more de-
tailed user study towards this concept. Therefore we present some
related work aspects in Section 2, followed by a presentation of the
UI concept in 3 and the description of the implementation, evalua-
tion concept and results of the final user study in Section 4. Finally,
we conclude and discuss possible future work in 5.

2. STATE-OF-THE-ART
User-specific context aware data filtering is not a new challenge.

In the following we show two tools, that can also be used for these
application domains. The VIBE-system [10, 16] supports users in
finding relevant information using magnets to attract relevant doc-
uments to specific screen points (Fig. 1).

Figure 1: webVIBE, a variant of [10, 16].

This system follows the principle of dust-and-magnet [18]. Our
proposed concept uses this principle also as one aspect of interac-
tion. In contrast to VIBE we offer users of our system an interac-
tive visualization without any classical WIMP-interface elements
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(Windows, Icons, Menus, Pointer). By this, no virtual mapping of
functions is necessary and users might be able to use the interface
in a more firm and reliable way. Cousins et al. [5] developed a
system that follows a direct manipulation approach like done here.
But in contrast to our proposed solution it is divided into different
UI elements and different views. It is less integrated in a single
view. Therefore user’s work load might be higher since he needs to
face various mode switches. Commercial systems, like the Vis4you
concept1, are more focused on visualization than on interaction via
direct manipulation. Furthermore, this system is designed to be
used on desktop computers with a mouse (single point and click-
principle), no multi-touch-support. In the next section we like to
present our concept in more detail.

3. CONCEPT & DESIGN
Due to the increasing amount of data and complexity, it is neces-

sary to apply and improve the concepts of visual information filter-
ing and retrieval. This goes along with the underlying methods and
tools. Considering clustering algorithms (e.g., k-means [3]), we
thought about the concept of vague query formulation: Since users
sometimes do not know what they are searching for, we like to sup-
port them by the opportunity to formulate vague queries. Here the
user is asked to narrow the search results by dragging user interface
(UI) elements, so called widgets, with query terms, see also Fig. 2.

Figure 2: Radial design of the implemented UI.

The concept follows the idea that more relevant data are cen-
tred. Note, this is equivalent to filtering an overcrowded desktop,
cf. Fig. 3 (left picture)2, where the more centralized documents are
possibly more important (highlighted in the right picture).

The system was designed to be a multi-user system. Therefore
a number of multiple users need to be supported at the same time,
also considering security aspects [14]. To offer each user the same
possibility to interact with the system we use for the interface a
radial form. Furthermore, an underlying multi-touch device is a
hardware requirement, that enhances the combination of tool and
application domain significantly. Another appealing advantage is,
that multi-touch also supports users in a more natural way of in-
teraction [9]. Other radial user interfaces for selecting or filtering
often offers fixed places for items. In contrast to this our system is
supposed to be more flexible since users are allowed to position UI
elements where they like.

We offer users a dimension merging according specified weights,
similar to the result listing of search engines, where also different
1http://www.vis4you.com/vis4you/ (accessed on 04.07.2012)
2http://lawprofessors.typepad.com/ (accessed on 04.07.2012)

Figure 3: Desktop: more relevant documents are centred.

weights can be linked to specific query terms (Fig. 2). Data points
represent the data space. Query objects, so called widgets, can be
entered via a virtual keyboard and can also be dragged by the user
to formulate more complex or vague queries. Selecting a specific
data point supports the user with additional information on this data
point and highlights all related data points.

The distance of a certain term is directly connected to its impor-
tance for the user. In other words, if a user thinks a specific term is
more relevant to its actual filter-/search-task, she or he positions the
corresponding UI-element more to the center, which influences the
weight of this term when computing its Term Frequency / Inverted
Document Frequency (TF/IDF)-value [2], which in fact is a calcu-
lated weight to influence the ranking of the data space and this in
return the visualization (Fig. 6). Thereby, users do not need to spec-
ify a concrete position of UI elements on the screen, we support this
by a non-determined precision. The widget-induced relevance of a
query term is calculated according to the formula in Fig. 4.

Figure 4: Widget-induced relevance of a query term.

Result elements are placed near to corresponding query elements.
The formula for calculating the relevance of a SearchResult object
(result dot) is shown in Fig. 5.

Figure 5: Relevance of a SearchResult object.

The calculated relevance determines the distance to the center,
considering further result objects.

To address various types of end devices such as multi-touch desk-
tops or mobile interfaces with large displays, we use direct manip-
ulation as a central interaction paradigm. Only the relative distance
of an UI element to the center is relevant for the system. Thus,
we provide users with a direct linking to the data they like to filter.
By this interaction concept, we propose to achieve more precise
results. Additionally, we support users with the concept of What-

if -queries, which supports a fault-tolerant interaction system, using
a ghosting technique: Dragging an element and holding it on a spe-
cific position triggers the system to show the user how many items
are in the center point of interest (POI) after releasing the element.
Thereby, users are able to explore the impact of possible next steps.
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Figure 6: Concept of relevance mapping.

Changes of the query configuration also effect the data points
to provide the user with a direct link to the data (interactive visu-
alization). By the underlying metaphor of magnets, we offer an
integrated feedback, comparable to Dust-and-Magnet [18]: When
users drag a specific UI element to a certain point, relevant data
points follow this UI element. Data points that have the same TF-
IDF value (equal relevance to a query configuration) are drafted
with a minimal distance to each other to prevent occlusions.

3.1 Features
The UI supports direct feedback since the relevance value is si-

multaneously shown while users interact with the widget (Fig. 7).

Figure 7: Direct feedback: relevance value next to the widget.

Results, corresponding to a specific query object are visually
highlighted and grouped to each other (Fig. 8).

Figure 8: Corresponding results are visually highlighted to
group them (e.g. highlighted results for the search term ’cat’).

Detailed information on particular result objects, like a website
preview, is provided after clicking on the result dot (Fig. 9).

4. IMPLEMENTATION, EVALUATION &
RESULTS

Since this contribution is basically driven by fields of human
factors and user interface design, we are using common methods
from these research areas. Such as user centred design (UCD) pro-
cesses [7], formative evaluation methods [12], questionnaires [6],
think-aloud-protocols [8], and cognitive walkthroughs [4].

To proof the concept of the proposed user interface, a prototype
was implemented. This was done by using an Apple iPad. There-

Figure 9: Prototypical search result popover as a website pre-
view feature, here a result for ’Labrador Retriever’.

fore the application was written in ObjectiveC using the xCode3

environment. The backend architecture is the CARSA system [1],
an information retrieval framework for research purposes. For a
detailed overview about the system’s architecture see Fig. 10.

Figure 10: System architecture & UI interaction, cf. [1].

The evaluation concept followed a formative evaluation princi-
ple where several usability testings were conducted. Also in par-
allel to the development process: To identify at least 85% of all
usability issues this mock-up was evaluated according to Nielsen
and Landauer [13] with only a small number of test users since
most usability issues will be mentioned repeatedly by users. The
sixth tested user would report new usability issues in only 15%

3developer.apple.com/xcode/ (accessed on 04.07.2012)
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of all cases. Therefore we decided to ask only eight users. The
results of this first user test seem to be promising that this con-
cept works as desired. Users were introduced in the main features
and were asked afterwards to formulate a filter query consisting of
three terms to find all relevant documents while visualizing most
important relations to other potential interesting data. After go-
ing through a cognitive walk-through of a movie filtering task our
eight test users (six male, two female, average age: 23.4) answered
seven usability questions by filling out a 7-step Likert scale from 1
(very bad) to 7 (very good). Next to cognitive walk-throughs, we
used think-aloud-protocols and questionnaires. The usefulness of
the prototype was rated high, the functionality was praised by test
users, performing tasks were rated as very easy and test users were
satisfied with this prototype. Terminology, attractiveness, and con-
sistency were rated lower. Our final evaluation revealed the results
you can see in Fig. 11. Even if there is room for improvement the
results reveal overall a good usability, several test users mentioned
that it was fun to use it, which might is reflected by a high rating of
joy of use measurings.

Figure 11: Results of final usability testing.

5. DISCUSSION & OUTLOOK
We described a newly designed user interface for filtering, ex-

ploring and managing data via direct manipulation supporting mul-
tiple reference systems to support context sensitive interaction tech-
niques. We proposed a UI concept for visual filtering, that is

• flexible: parameters can be adapted or enhanced by users

• context-sensitive: initial parameters are extracted from the
current use case

• easy to learn: through work environment metaphor and direct
manipulation

In near the future a more detailed and larger user study will be con-
ducted to identify further improvements of our tool and the overall
concept. Also a plan to re-design slightly is already in place.
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