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Preface 
 
These are the proceedings of the First Workshop on Semantic Technologies meet 
Recommender Systems & Big Data (SeRSy 2012), held in conjunction with the 11th 
International Semantic Web Conference (ISWC 2012).  

People generally need more and more advanced tools that go beyond those 
implementing the canonical search paradigm for seeking relevant information. A new search 
paradigm is emerging, where the user perspective is completely reversed: from finding to 
being found. 

Recommender Systems may help to support this new perspective, because they have 
the effect of pushing relevant objects, selected from a large space of possible options, to 
potentially interested users. To achieve this result, recommendation techniques generally rely 
on data referring to three kinds of objects: users, items and their relations. The widespread 
success of Semantic Web techniques, creating a Web of interoperable and machine readable 
data, can be also beneficial for recommender systems. Indeed, more and more semantic data 
are published following the Linked Data principles, that enable to set up links between objects 
in different data sources, by connecting information in a single global data space – the Web of 
Data. Today, the Web of Data includes different types of knowledge represented in a 
homogeneous form – sedimentary one (encyclopedic, cultural, linguistic, common-sense, …) 
and real-time one (news, data streams, …). This data might be useful to interlink diverse 
information about users, items, and their relations and implement reasoning mechanisms that 
can support and improve the recommendation process. 

The challenge is to investigate whether and how this large amount of wide-coverage 
and linked semantic knowledge can significantly improve the search process in those tasks 
that cannot be solved merely through a straightforward matching of queries and documents. 
Such tasks involve finding information from large document collections, categorizing and 
understanding that information, and producing some product, such as an actionable decision. 
Examples of such tasks include understanding a health problem in order to make a medical 
decision, or simply deciding which laptop to buy. Recommender systems support users 
exactly in those complex tasks. 

The primary goal of the workshop is to showcase cutting edge research in the 
intersection of semantic technologies and recommender systems, by taking the best of the two 
worlds. This combination may provide the Semantic Web community with important real-
world scenarios where its potential can be effectively exploited into systems performing 
complex tasks. 

We wish to thank all authors who submitted papers and all workshop participants for 
fruitful discussions. We would like to thank the program committee members and external 
referees for their timely expertise in carefully reviewing the submissions. We would also like 
to thank our invited speaker Ora Lassila for his interesting and stimulating talk. 
 
October 2012  

The Workshop Chairs 
Marco de Gemmis 
Tommaso Di Noia 
Pasquale Lops 
Thomas Lukasiewicz 
Giovanni Semeraro 
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Link Prediction in Multi-relational Graphs using
Additive Models

Xueyan Jiang2, Volker Tresp1,2, Yi Huang1,2, and Maximilian Nickel2

1 Siemens AG, Corporate Technology, Munich, Germany
2 Ludwig Maximilian University of Munich, Munich, Germany

Abstract. We present a general and novel framework for predicting
links in multirelational graphs using a set of matrices describing the var-
ious instantiated relations in the knowledge base. We construct matrices
that add information further remote in the knowledge graph by join op-
erations and we describe how unstructured information can be integrated
in the model. We show that efficient learning can be achieved using an
alternating least squares approach exploiting sparse matrix algebra and
low-rank approximations. We discuss the relevance of modeling nonlinear
interactions and add corresponding model components. We also discuss
a kernel solution which is of interest when it is easy to define sensible
kernels. We discuss the relevance of feature selection for the interaction
terms and apply a random search strategy to tune the hyperparameters
in the model. We validate our approach using data sets from the Linked
Open Data (LOD) cloud and from other sources.

1 Introduction

There is a growing amount of data published in multirelational graphs where
information elements are represented as subject-predicate-object (s, p, o) triples.
Entities (i.e., subjects and objects) are represented as nodes and statements are
represented as directed labeled links from subject node to object node. A machine
learning task of some generality is the prediction of links between entities using
patterns in known labeled links in the knowledge base.

We present a general framework for predicting links in multirelational graphs
using a set of matrices describing the various instantiated relations in the knowl-
edge base. We first consider triples in the immediate neighborhood of the triple of
interest and then construct matrices that add information further remote in the
knowledge graph by performing join operations. We also consider the case that
unstructured information is available that can support the link prediction task
and we describe how unstructured information can be integrated in the model.
Examples of unstructured information are textual documents describing the in-
volved entities (e.g., from the entities’ Wikipedia pages). We show that efficient
learning can be achieved using an alternating least squares approach exploiting
sparse matrix algebra and low-rank approximations. We discuss the relevance
of modeling nonlinear interactions and add corresponding model components.
We also discuss a kernel solution which is of interest when it is easy to define
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2 Jiang, Tresp, Huang, Nickel

sensible kernels. We discuss the relevance of feature selection for the interaction
terms and apply a random search strategy to tune the hyperparameters in the
model. We validate our approach using data sets from the Linked Open Data
(LOD) cloud and from other sources.

The paper is organized as follows. The next section discusses related work.
Section 3 describes our basic approach. Section 4 describes the cost function and
the alternating least squares solution for parameter learning. In Section 5 we
discuss aggregation via joint operations, the inclusion of unstructured informa-
tion and interaction terms. Section 6 contains our experimental results. Section 7
presents our conclusions.

2 Related Work

One of the first line of research where matrix representations were used for link
prediction in multirelational graphs is the SUNS framework [10] [5]. A major
extension was the probabilistic extension of the SUNS approach reported in [7].
The same paper also describes how information extraction (IE) can be combined
with deductive reasoning and machine learning for link prediction, where the
combination is implemented as a postprocessing step. The additive approach
presented in this paper is novel and has several advantages. It considers a model
for a complete knowledge-base of triples and considers dependencies on all triples
in the immediate neighborhood of the triple. Whereas in [7], the combination
was a postprocessing step, here we optimize the additive model globally. Also the
discussion on aggregation by joint operations is novel, as well as the application
of alternating least squares for optimizing the penalized cost function.

The winning entries in the Netflix competitions are based on matrix factor-
ization [1]. The main difference is that in those applications unknown ratings
can be treated as missing entries whereas in relational prediction, the topic here,
they are treated as negative evidence.

Multi-relational graphs also map elegantly to a tensor representation. Tensor
models for relational learning have been explored in [9], showing both scalability
and state-of-the-art results on benchmark datasets.

3 Link Prediction in Multi-relational Graphs

3.1 Relational Adjacency Matrices

In this paper we assume that labeled links are represented as triples of the form
(s, p, o) where subject s and object o stand for entities in a domain and where p
is the predicate, i.e. the link label. We define a variable xi,j,k that is associated
with the triple (s = i, p = j, o = k). We set xi,j,k = 1 when the triple is known
to exist, otherwise xi,j,k = 0. In the multirelational graph, the entities form the
nodes and the existing triples form labeled links.

We now consider a domain with N entities and P predicates. For the pred-
icate p= j in the domain we define a relational adjacency matrix Xj ∈ R

N×N
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Link Prediction in Multi-relational Graphs 3

where (Xj)i,k = 1 if xi,j,k = 1 and (Xj)i,k = 0 otherwise. The matrix of con-
catenated relational adjacency matrices X = (X1, . . . XP ) describes all existing
and all potential triples involving all known entities in the knowledge base.

Fig. 1. The figure shows the matrix M and illustrates the terms in Equation 1. We
assume that the goal is to predict the matrix entry x̂i,j,k in matrix Xj indicated by
the small red circle. The terms in the first sum (subject term) are represented by the
upper dashed blue line, the terms in the second sum (object term) are represented
by the lower green dotted line, and the terms in the third sum (subject-object term)
correspond to the small rectangles.

3.2 The Basic Model

In the basic model we assume that the truth value of a triple (s= i, p= j, o= k)
can be estimated as a linear combination of directly related triples, defined as
all triples (s= i, p= j′, o= k′) where i is the subject, all triples (s= i′, p= j′,
o= i) where i is the object, all triples (s= k, p= j′, o= k′) where k is the subject
and all triples (s= i′, p= j′, o= k) where k is the object. Finally we consider
triples with arbitrary predicates but where two entities from the target triple
are involved, i.e., (s= i, p= j′, o= k), and (s= k, p= j′, o= i). If xi,j,k = 0, the
predicted x̂i,j,k ≥ 0 can then be interpreted as a likelihood that the triple is true
based on the immediate context of the triple.

We now form the matrix M = (X,X†) where X† = (XT
1 , . . . X

T
P ) denotes

the in-place matrix transposed of X (Figure 1). Let (M)i,l = mi,l.
Following the discussion we form the model

x̂i,j,k =
2PN∑
l=1

wl,k+(j−1)N mi,l +
2PN∑
l=1

rl,i+(j−1)N mk,l +
2P∑
l=1

hl,j mi,k+N(l−1) (1)

For further reference, we call the first term in the sum in Equation 1 the subject
term, the second one the object term, and the last one the subject-object term.3

The w.,., r.,., and h.,. are model parameters to be estimated.

3 Note that we get nontrivial solutions by using regularized parameter fits with low-
rank constraints, as described in Section 4.
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4 Jiang, Tresp, Huang, Nickel

Fig. 2. (a): The goal is to predict the likelihood of the triple (s, p, o). In Equation 1,
the triples attached to s correspond to the subject term, the triples attached to o
correspond to the object term, and the triples linking s and o correspond the subject-
object term. (b): From the triple (u, hasFriend, f) and (f, type, richPerson) we derive
via aggregation (s, hasFriendType, RichPerson) which can be useful to predict (u, type,
richPerson). (c): From (u, hasAge, Young) and (m, type, ActionMovie) we derive (u,
youngAction, m) which is useful for predicting (u, likes, m).

The subject term represents triples where i is the subject, when l = 1, . . . P or
where i is the object, when l = P +1, . . . 2P . Similar the object term represents
triples where k is the subject, when l = 1, . . . P or where k is the object, when
l = P +1, . . . 2P . The subject-object term considers all triples that involve both
i and k with any predicate (see Figure 2 (a)).

3.3 Model Discussion

Note that we assume that the rows in M are exchangeable such that the weights
in object term wl,k+(j−1)N are independent of i, and the weights in the subject
term rl,i+(j−1)N are independent of k. The parameters hl,j in the subject-object
term are independent of both i and k.

There are of course also other ways to segment the parameter space. For
example, one might decide that the semantics of the predicate “like” is very
different when subject is a person than if the subject is a dog and the object is
a bone. Technically this could mean that, e.g., we write wl,k+(j−1)N,type(i) and
the model correspondingly would have more parameters.

As a special case, we only have one predicate, i.e. ”like“ and entity types
users and movies. If we apply the learning procedure as described in Section 4
we obtain a solution that only exploit correlations between triples with the same
predicate, i.e., intrarelational correlations. In effect, we obtain a regularized low-
rank approximation of the relational adjacency matrix which is a model often
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Link Prediction in Multi-relational Graphs 5

used in collaborative filtering applications. Additional relational adjacency ma-
trixes, for example representing user and movie attributes, can then help to
support the prediction of “like”-triples.

One might want to think of the last equation in terms of an if-then-rule
where the right side of the equation describes the condition and the left side
describes the conclusion. In this view the subject ?s and the object ?o would be
variables4 and the subject term describes relations including the first variable,
the object term describes relations including the second variable, and the subject-
object term describes relations including both variables. All these variables are
universally quantified, which means that the expression is valid for all subjects
?s and all objects ?o. We can introduce additional variables in the condition part
for certain aggregation operations, as described in Section 5, and these variables
would be existentially quantified (as in Horn clauses).

4 Cost Function and Parameter Optimization

4.1 Penalized Cost Function

We can write the model of Equation 1 efficiently in matrix form as

X̂ = MW + (MR)† +matrix(N×PN)

(
M̃ H

)
(2)

Here, M̃ = (vect(X1), . . . , vect(XP ), vect(X
T
1 ), . . . , vect(X

T
P )) is an N2 × 2P

matrix where the column vector vect(.) contains all elements of the corresponding
relational adjacency matrix. Furthermore, W ∈ R

2PN×PN , R ∈ R
2PN×PN , and

H ∈ R
2P×P are parameter matrices. The operation matrix(N×PN)(.) transforms

the result of the matrix product into a N × PN matrix.
We define a penalized least squares cost function as

‖X − X̂‖2F + λW ‖W‖2F + λR‖R‖2F + λH‖H‖2F
where ‖‖F is the Frobenius norm. The last three terms are used to regularize
the solution to avoid overfitting.

4.2 Alternating Least Squares

We optimize the parameter matrices W , R, and H using an alternating least
squares procedure as described in this subsection.

To reduce computation and to further regularize the solution, we first de-
compose using singular value decomposition (SVD)

M = UDV T M̃ = ŨD̃Ṽ T

and only use the leading singular values and corresponding singular vectors in
the model. Another benefit of this low-rank approximation is that we implicitly

4 We use the common notation of indicating a variable by a question mark in front of
a symbol.
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6 Jiang, Tresp, Huang, Nickel

benefit from a sharing of statistical strengths leading to performance improve-
ments, as it is well known from Latent Semantic Analysis (LSA).

We define X̂(−W ) as X minus the estimate in Equation 2 using the parameter
estimates in the current iteration step, except that W = 0, i.e. we remove the
subject term in the sum. Similarly, we define X̂(−R) as X minus the estimate in
Equation 2 using the parameter estimates in the current iteration step, except
that R = 0, i.e. we remove the object term in the sum. Finally, we define X̂(−H)

as X minus the estimate in Equation 2 using the parameter estimates in the
current iteration step, except that H = 0, i.e. we remove the subject-object
term in the sum.

In the alternating least squares steps we iterate until convergence

MW = Ur diag

{
d2i

d2i + λW

}r

i=1

UT
r X̂(−W ) (3)

MR = Ur diag

{
d2i

d2i + λR

}r

i=1

UT
r

(
X̂(−R)

)†
(4)

M̃H = Ũr̃ diag

{
d̃2i

d̃2i + λ̃H

}r̃

i=1

ŨT
r̃ X̃(−H) (5)

where in X̃(−H) = matrixN2×PX
(−H) each relational adjacency matrix is

written as a column vector. In particular for the update in Equation 5, a solution
in terms of the V -matrices might be more efficient (see the Appendix).

4.3 Computational Costs

Considering domains with several million entities, the computations seem to be
expensive. Fortunately, in the computations one can explore the extreme sparsity
of all relational adjacency matrices in many domains of interests. For example,
due to type constraints, nonzero elements are often restricted to one or a small
number of blocks in the matrices. For example if entities are users and movies
and X stands for “likes” then only the submatrix with users as rows and movies
as columns contains nonzero elements, reflecting the fact that users like movies
but, e.g., movies do not like users. Also, if one is only interested to predict
entries in one particular relational adjacency matrix, we only need to calculate
the parameters relevant to predicting the entries in that particular matrix.

We also want to point out that one could also apply the SVD to each rela-
tional adjacency matrix separately or to blocks of relational adjacency matrices,
instead of M ; essentially one should make this decision on the expected perfor-
mance benefits of the matrix decompositions and the computational costs.

5 Extensions

5.1 Aggregation by Join Operations

The triples represented in Equation 2 only consider the immediate neighborhood
of the triples (s, p, o) under consideration. It is easy to extend the formalism

6



Link Prediction in Multi-relational Graphs 7

to also consider triples further away in the graph. As an example, consider the
case that the likelihood that a person likes a movie is increased if at least one
friend likes the movie. The latter information can be represented by the matrix,
representing a join operation, formed by XfriendLikesMovie = min (1, XfriendOfXlikes)
where min is applied component wise. Then XfriendLikesMovie (and its transposed)
is simply added as an additional relational adjacency matrix. Now we can model
(via the subject term in Equation 2) that a person might like “Action Hero 3” if
at least one friend likes “Action Hero 3”; the subject-object term in Equation 2
can even model the more general dependency that a person likes any movie if at
least one friend likes that movie.

The general form of an aggregated adjacency matrix is Xa = min (1,
∏

i Mi)
where Mi ∈ (X1, . . . XP , X

T
1 , . . . X

T
P ). Naturally, it is not feasible to consider

an infinite set of matrix products. Possible approaches are that the user defines
a small set of interesting candidates or that one applies structural search, e.g.,
by using approaches borrowed from the field of Inductive Logic Programming.
Many more forms of aggregation are possible. For example one might not apply
the min operation and, e.g, count how many friends liked a movie, or what
percentage of friends liked a movie.

Here are two interesting examples involving join operations. First, let’s as-
sume that a person tends to be rich if this person has a rich friend: The triple
of interest is (?u, type, RichPerson). We join (?u, hasFriend, ?f) and (?f, type,
RichPerson) and obtain a matrix that indicates if anybody of a person’s friends
is rich (see Figure 2 (b)). Second, let’s assume that a person often prefers restau-
rants of the nationality of that person: The triple of interest is (?u, likes, ?r).
We join (?u, hasNationality, ?c) and (?r, hasNationality, ?c) and obtain a matrix
that indicates if the user and the restaurant have the same nationality.

5.2 Contextual and Unstructured Data

Sometimes there is contextual information available, often in textual form, that
describe entities and relationships and can be exploited for link prediction [7].
For example, one can use keywords in an entity’s Wikipedia articles as attributes
of that entity. The triples (s, itsWikiPageHasKeyword, Keyword) can simply be
added as an additional relational adjacency matrix in the approach. If a key-
word can be identified as an entity, then this information is even more valuable.
Information extraction (IE) can also be used to extract triples from text and
these triples can then presented in matrix form as well. In the latter case, the
subject-object term in Equation 2 can be expected to be most valuable: if, for
example, the IE system extracts with high confidence that (Jack, knows, Jane)
this could be information for predicting that (Jack, hasFriend, Jane).

5.3 Interaction Terms

In Equation 2 we used a linear system, which is suitable in many high-dimensional
domains. Of course, one can apply more general models such as neural networks
as predictive models. Often this is unsuitable since the computational costs would

7



8 Jiang, Tresp, Huang, Nickel

explode. In our approach we stay with a model linear in the parameters but add
nonlinear interaction terms. As an example, assume that young users prefer ac-
tion movies. We define a new triple (?u, YoungAction, ?m) that is true if (?u,
hasAge, Young) is true and (?m, type, ActionMovie) is true (see Figure 2 (c)).
In general, the subject-object term in Equation 1 can be expected to be most
valuable here as well. To keep the number of these interaction terms small, we
apply a feature selection procedure, as described in Section 6.

5.4 Kernel Formulation

So far our discussion focussed on a representation in feature space. Here we
discuss a representation in kernel space. A kernel formulation is appropriate for
data in a multirelational graph and suitable kernels are described in [11,4,3,8].

From Equation 2 one can see that two kernels are involved in our approach,
the first one k(., .) involving two entities, either two subjects k(s, s′) or two
objects k(o, o′). The second kernel k̃((s, o), (s′, o′)) involves two subject-object
pairs. Given the corresponding kernel matricesK and K̃ we can decompose using
a singular value decomposition

K = UDDTUT K̃ = ŨD̃D̃T ŨT

and use the resulting terms in the update Equations 3 to 5.

6 Experiments

6.1 Tuning of Hyperparameters

We have several hyperparameters that need to be tuned (rank of approximations;
regularization parameters). We follow the approach described in [2] and perform
a random search for the best hyperparameters using cross-validation sets (i.e.
they are not tuned on the test set).

6.2 Synthetic Data

The synthetic data has been generated according to our modeling assumptions.
We define a target predicate of interest and call the triples involving the target
predicate the target triples. In addition we have triples related to the subject, i.e.,
describing subject attributes, and triples related to the object, i.e., describing ob-
ject attributes. In addition we use interaction triples generated by conjunctions
on subject and object triples.

Figure 3 shows the results of using different relational adjacency matrices.
The proposed model that uses all sources of information (Mglobal) performs best.
Also if we only exploit subject attributes and object attributes (Fall) we obtain
significant predictive power. A model only using intrarelational informationMCF

is quite strong. The reason is that, if sufficient amount of target triples are known
to be true, the information on subject and object attributes is implicitly modeled

8



Link Prediction in Multi-relational Graphs 9

in MCF as well. This is a result also confirmed in the remaining experiments: if
MCF is quite strong, adding subject and object information does not improve the
model further, even when the latter might have predictive power. The proposed
model (Mglobal) is significantly better than the reference model (MHBS) described
in [7] that used a hierarchical Bayesian combination scheme.

Fig. 3. Test results on synthetic data. For each subject entity in the data set, we ran-
domly selected one true relation to be treated as unknown (test statement). In the
test phase we then predicted all unknown relations for the entity, including the entry
for the test statement. The test statement should obtain a high likelihood value, if
compared to the other unknown entries. The normalized discounted cumulative gain
(nDCG@all) [6] is a measure to evaluate a predicted ranking. We see that the proposed
method (Mglobal) is significantly better than the model that only relies on intrarela-
tional correlations (MCF). The reference model (MHBS) does not significantly improve
w.r.t. MCF. Predictions only based on subject attributes FY |A only based on object
attributes FY |B , and only based on interaction terms FY |INTER are much better than
random. Fall uses subject attributes, object attributes and interaction terms, but not
intrarelational correlations in the target triples.

6.3 Associating Diseases with Genes

The task here is to predict diseases that are likely associated with a gene based
on knowledge about gene and disease attributes and about known gene-disease
patterns. In our experiments we extracted information on known relationships
between genes and diseases from the LOD cloud, in particular from Linked Life
Data and Bio2RDF, forming the triples (Gene, related to, Disease). In total,
we considered 2462 genes and 331 diseases. We retrieved textual information
describing genes and diseases from corresponding text fields in Linked Life Data
and Bio2RDF.

9



10 Jiang, Tresp, Huang, Nickel

We have 49801621 potential interaction terms which we reduced to 1132
by using a fast feature selection procedure evaluating the Pearson correlation
between targets and interaction term.

Figure 4 (left) shows the results for predicting diseases for genes. Our pro-
posed model gives very good results, although the reference model is slightly
stronger. Figure 4 (right) shows the results for predicting genes for diseases. Due
to sparsity, this task is more difficult and our proposed model performs best.

Fig. 4. The goal is to predict the relationship between genes and diseases. On the
left we ranked recommended diseases for genes and on the right we ranked genes for
diseases. In the left experiment, the subject attributes of the genes FY |AG, and of
the object attributes of the diseases FY |AD are comparable in strength. Fall that uses
gene attributes, disease attributes and interaction terms in combination gives strong
results. Our proposed model (Mglobal) can exploit both contextual information and
intrarelational correlations. The reference model (MHBS) is slightly stronger than our
proposed model. The right plot shows results from the second experiment where we
rank genes for diseases. This task is more difficult due to the large number of genes
and our proposed system gives best results.

6.4 Modeling MovieLens Data

We used 943 users and 1600 movies from the MovieLens data set5 and evaluated
if a user has seen a movie or not. 99 user attributes were derived from age (5
classes), gender (2 classes), occupation (21 classes), and the first two digits of
the ZIP code. The 89 movie attributes were derived from genre, release month
and release year. Figure 5 (left) shows the results. Although the attribute infor-
mation on the movies and the users have predictive power (significantly above
random), a model exploiting intrarelational correlations (MCF) gives very good
performance and the proposed model and the reference model cannot improve
beyond the performance of MCF. As in the experiment on the synthetic data,

5 http://www.grouplens.org/node/73
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Fig. 5. Left: Experiments on movielens data. FY |AM describes the modeling perfor-
mance using only the attribute information on the movies and FY |AU describes the
modeling performance using only the attribute information on the users. Although the
attribute information on the movies and the users have predictive power (significantly
above random), a model exploiting intrarelational correlations (MCF) gives very good
performance and the proposed model and the reference model cannot significantly im-
prove beyond the performance of MCF. As in the experiment on the synthetic data,
there is information in the attribute data but this information is also represented in
MCF. Right: Experiments on the book-crossing data set. We see the same trends as in
the movielens experiments although the proposed approach seems to improve on the
model MCF, which only exploits intrarelational correlations.

there is information in the contextual data but this information is also repre-
sented in MCF. We have 8811 potential interaction terms which we reduced to
200 by using a fast feature selection procedure evaluating the Pearson correlation
between targets and interaction term.

6.5 Modeling Book Preferences

We used the BookCrossing data set6 to predict if a user rated a book. The
data set consisted of 105283 users and 340554 books. A user is described by
5849 attributes (derived from age and city, province and country) and a book is
described by 24508 attributes (authors, publication year, publisher). The goal is
to predict if a user would rate (i.e., read) a book. The results in Figure 5 (right)
show that the proposed modeling approach gives best results.

7 Conclusions

We have presented a general framework for predicting links in multirelational
graphs. We showed that efficient learning can be achieved using an alternating
least squares approach.

6 http://www.bookcrossing.com
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The approach can be extended in several directions. First, for the entries in
the relational adjacency matrices one can use real numbers, e.g., between zero
and one, and the user can represent the certainty that a triple is true [7]. Second,
we can exploit deductive reasoning by calculating the deductive closure prior
to learning [7]. Third, the prediction in Equation 1 can be applied recursively
permitting global information flow through the relational graph. Finally, we can
easily generalize to entities not in the training set, either by using Equations 3
to 5 directly or by transforming these equations into appropriate equivalent
forms.

References

1. Robert M. Bell, Yehuda Koren, and Chris Volinsky. All together now: A perspective
on the netflix prize. Chance, 2010.

2. James Bergstra and Yoshua Bengio. Random search for hyper-parameter opti-
mization. Journal of Machine Learning Research, 2012.

3. Stephan Bloehdorn and York Sure. Kernel methods for mining instance data in
ontologies. ESWC, 2007.
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8 Appendix

We only derive Equation 3. The derivations for Equations 4 and 5 are equivalent. We
start with the regularizes least squares solution for estimating X̂(−W ) based on M

MW = M(MTM + λW I)−1MT X̂(−W )

If we use the low-rank approximation M ≈ UrDrV
T
r , where Dr = diag {di}ri=1, we get

MW = UrDrV
T
r (VrDrU

T
r UrDrV

T
r + λW I)−1VrDrU

T
r X̂(−W )

= Ur diag

{
d2i

d2i + λW

}r

i=1

UT
r X̂(−W ) = X̂(−W )Vr diag

{
d2i

d2i + λW

}r

i=1

V T
r
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Abstract. In this paper, we present a semantic content-based approach
that is employed to study driver preferences for Points of Interest (POIs),
e.g. banks, grocery stores, etc., and provide recommendations for new
POIs. Initially, logs about the places that the driver visits are collected
from the cloud-connected navigation application running in the car. Data
about the visited places is gathered from multiple sources and repre-
sented semantically in RDF by ‘lifting’ it. This semantic data is then
combined with driver context and then input into a machine learning
algorithm that produces a probabilistic model of the driver’s preferences
of POIs. When the driver searches for POIs in an unknown area, this
preference model is used to recommend places that he is most likely to
prefer using a nearest-neighbor approach. In this paper, we describe the
details of this content-based approach for recommendation, along with
the results of a user study that was conducted to evaluate the approach.

Keywords: Semantic Web, Recommendations, Preference Modeling

1 Introduction

In deploying connected services to the car, it is important that driver safety is
given a high priority. To reduce possible distractions in accessing information,
the in-vehicle navigation system enforces restrictions on the way information is
presented to the driver. One such constraint is that the number of items that
can be displayed in a list on a single screen is fixed to a limited number of slots.
When the driver searches for banks in the car, for example, the search results
are displayed as a list filled in the available slots. If the number of search results
exceeds the number of slots, then the extra results are pushed to the next page.
Accordingly, there arises a need for presenting the most relevant information
to the driver in those slots. We model this, as a recommendation problem of
providing personalized, contextualized information to the driver. In particular,
this paper discusses the recommendation of Points of Interest (POIs), e.g. banks,
grocery stores, etc., in the car using a combination of semantic technologies and
a recommendation system.

In our previous paper on Learning Driver Preferences of POIs using a Seman-
tic Web Knowledge System[8], we presented the architecture and components of
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a semantic system that is able to model the driver’s preferences. In this paper, we
present details of the recommendation aspect of the work including the reasons
for the selection of a content-based approach, the details of the nearest-neighbor
recommendation method and the results of a user study that was conducted
earlier this year. Using the history of Points of Interests (POIs) that the driver
visits, we can build a model of the places he/she (henceforth referred to as he)
is more likely to prefer. For example, the driver may have certain preferences
for banks. Based on the ones he has visited in the past, we try to build a pref-
erence model that can be used to determine his affinity for a bank he has not
visited before. The next time he is searching for a bank in an unfamiliar place,
his preference model is used to recommend him one from the banks around him.

The paper is organized as follows. We first provide a detailed explanation of
the recommendation task and describe the reasons for the selection of a content-
based approach. We then describe how we learn the driver preferences. This is
followed by an explanation of how the learned model is used in the recommenda-
tion of POIs. We also briefly describe the underlying system, which uses semantic
technologies in the data representation and services, called the Semantic User
Preference Engine or Supe. This is followed by a description of the user study
that was conducted using an implementation of Supe, and its results. We also
include relevant work in the Semantic Web and recommendation literature, for
modeling user preferences and recommendations. Lastly, we conclude by sum-
marizing our findings along with future work.

2 Using a Content-based Approach for Recommendation

The selection of the algorithm for POI recommendation in the car is largely based
on two issues: the nature of the data available and desired recommendation to be
produced. In the first case, data comes from the usage history of the navigation
application in the vehicle. The user can select a place to navigate to in three
ways, as can be seen in Fig. 1: (1.a) driver chooses a POI from the head-unit;
(1.b) user selects a POI from a suite of installed applications on his smart-
phone or (1.c) user pre-selects a POI from his desktop/browser application and
‘sends’ the POI over the Cloud to the navigation application running in the car.
The selected POIs from these connected devices can be tracked on the Server
running in the Cloud before sending it to the navigation application. As we can
only track places that the driver has visited, which we assume he likes, we only
have positive training examples. For the second issue, we want to try to provide
a recommendation that answers the question, ‘Which POIs among the ones
available around the driver is he most likely to prefer?’, when the user searches
for POIs. Accordingly, the recommender system should be able to choose the
place most likely to be preferred by the user from a set of candidate places
returned by the database.

Recommender systems are popularly classified into Collaborative Filtering,
Content-based approaches or a mixture thereof[2, 1]. Common issues with the
Collaborative Filtering algorithms are the new user problem, new item problem
and the sparsity problem. Out of the three, data sparsity is the biggest possible
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Fig. 1. Recommendation Task Overview

reason of failure of recommendation in the dataset. As an example, consider a
person who lives in San Jose, CA. The places that he visits frequently in his
neighborhood - e.g. his bank, grocery store, etc., along with history of others
in his neighborhood become part of the training dataset. When the user travels
to a remote place - e.g. Livermore, CA (about 40 miles away) and wants to
search for a bank, it is highly unlikely that there would be another set of users
who go to the same bank as the user in San Jose and might have visited a
bank in that particular neighborhood in Livermore. Contextual information is
also important in providing relevant recommendations. Though Collaborative
Filtering techniques that include context by introducing new dimensions apart
from the traditional two -Users and Items - have been studied[2], they suffer from
worse data sparsity problems despite optimizations for computational overhead.

In contrast, a content-based approach seems more intuitive. In the first ex-
ample, the user might prefer a certain banking chain, which has a branch in
his neighborhood and he would prefer a local branch when he is searching for
ATMs in Oakland. In case of gas stations, he may have a preference for cheaper
gasoline. A single Collaborative Filtering approach would be insufficient for rec-
ommending such cases, especially in the case of fluctuating gas prices. Contextual
information can be appended to the POI data as extended attributes to generate
a context-specific version of the item, which can then be used to provide recom-
mendations. The content-based approach for POI recommendation employed in
this paper, is similar to other recommender systems in relevant literature [11, 6]
and is described in the following sections.

3 Generating the Preference Model From Driver History

Before we can recommend POIs to the driver, we first need to generate a model
of his preferences. To do so, the data collected from his navigation history is
first converted into machine learnable data. When connected devices send data
to the in-vehicle navigation application or the driver selects a destination on the
navigation system, Supe tracks the visited/consumed POIs and stores them as
driver history. The process of generation of the user’s preference model from this
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data is described below. Fig. 2 shows the steps involved in converting POI data
about a bank, visited by the driver, into machine learnable data.

a) Business Data JSON Returned by Yelp API d) Bank Table with Training Instances for Classifier 

c) Instance Molecule with Added User Context 
b) Instance Molecule for Bank of America 

LIFTING 

ADDING 
CONTEXT 

CONVERSION TO MACHINE  
LEARNABLE DATA 

Fig. 2. Building User Preferences (Note: Only a subset of the actual attributes used is
shown.)

Fetching RDF data for the Visited POIs: Data for the POIs, which were
collected as driver history, is retrieved from multiple sources like a POI database
or Web Services (by searching for the POI using information like its name,
location, address, etc.). For example, the JSON response from a Web Service
(e.g. Yelp API) for the “Bank of America” branch, which the user visited, is
shown in Fig. 2 (a). As each of these sources might have different schemas, it
is necessary to integrate this information together into a common vocabulary.
At the heart of Supe is a Places Ontology (see Fig. 3). The ontology defines
a concept hierarchy of places along with the properties associated with each
concept. Data from the different sources is ‘lifted’ into this ontology and merged
together. For the “Bank of America” that the user visited, the lifting process
converts the JSON response of the Web Service into an RDF instance molecule
[4] as shown in Fig. 2 (b). Because of the simplicity of the POI domain, the
lifting rules were determined at design time.
Adding Context: Data from the driving history along with the driver’s per-
sonal information is then used to automatically generate context information.
The relevant triples, generated using pre-defined rules, are then added to the
RDF instance molecule from the previous step. For example, if the user has his
home or work address stored, then the distance from home or distance from work
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POI 

Bank 

GroceryStore 

GasStation 

MovieTheatre 

Fig. 3. Place Ontology (partial)

contexts can be added. User context hasDistanceFromWork is added to the in-
stance molecule in Fig. 2 (c). The user’s preference model can now be trained
with the instance molecule generated.
Converting the RDF Instance Molecule to Machine Learnable data:
Since we use a content-based approach for recommendation, we need to convert
RDF into a representation that machine learning algorithms can understand.
The translation of instance molecules into a table of training data, as used by
conventional machine learning algorithms, is relatively straight-forward and is
explained below. (Due to lack of space, Fig. 2 (d) only shows a representative
set of columns that can be derived from Fig. 2 (c)).

1. The Table: All instances belonging to one concept are grouped together in
a single table, e.g. banks in Fig. 2 (d).

2. Rows in the Table: Each instance molecule to be added to the preference
model translates to a row in the table. Instead of dropping the URI, as iden-
tifiers usually do not contribute to the learned model, we add the identifier
to the table (not depicted in Fig. 2 (d)) to bias the model with a higher
preference to a previously visited place.

3. Columns in the table The attributes or property-value pairs for the in-
stance get translated as columns and values in the table. The properties for
which the type of the table is a domain, appear as columns. For example,
while the hasDriveThruATM is a property of Banks, the hasName property
is inherited from the parent concept POI and is also present in the table in
Fig. 2.

4. Values in the Table: RDF Literals in a column are translated as one of
string, numeric or nominal values. The relevant information for the conver-
sion into either of these types can be determined from the ranges of the
properties in the ontology, or specified explicitly during ontology construc-
tion. For example, a value of the hasName property translates to string type,
the hasAverageRating property translates to numeric type and the hasDriv-
eThruATM property translates to nominal type. For values of properties
that are RDF Blank Nodes, we use nesting of tables where we track inner
values for the properties of the blank node (e.g. hasLocation property) . For
properties with URI values, we can choose to either use the lexical value
of the identifier as cell value in the table if we want to introduce bias, or
represent the instance in a nested table similar to blank nodes if the values
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of its properties are important. For missing attributes, the cells in the table
are empty.

5. Class Column in the Table: Since visited places translate to only positive
training examples, all class values in the table are marked as ‘preferred’

Building the Preference Model: The table above, similar to the training
data used for a näıve-Bayes classifier, is then used to generate a preference
model. The preference model generated is an optimized variation of the table,
containing frequency counts/mathematical functions, and helps in calculating
the likelihood probabilities. Instead of building the entire preference model from
scratch every time a new instance is added, we use an incremental approach.

4 Recommending POIs using a content-based approach

In content-based recommendation systems, determining if the user likes/dislikes
a particular item is a classification problem [11]. A variety of algorithms, like
linear regression, rule-based, probabilistic methods, etc. can be used for deter-
mining items for recommendation. For example, a näıve-Bayes approach can be
used to build a model that can classify a previously unseen POI as preferred or
not-preferred. One can determine which one of n candidate POIs is most likely
to be preferred by the user by selecting the POI with the highest (normalized)
probability of it being preferred (P (preferred|POIi)). This item can then be rec-
ommended to the user. Since the driver history that was collected only contains
positive training examples, most of the algorithms mentioned above cannot be
used as-is (e.g. in a näıve-Bayes approach, the likelihood and evidence prob-
abilities cancel each other out, giving an inappropriate probability score). In
the absence of negative training examples (i.e. places that the user dislikes), we
use a nearest-neighbor approach for recommendation. Specifically, from n can-
didates, which may have been previously unseen, we recommend the item that
best matches the ones in the user’s preference model. Our approach is described
below.
Fetching Candidate POIs and Adding Context: When the user wants to
search for POIs, Supe first retrieves candidate places that match the search crite-
ria from the POI Database/Web Services. Necessary user and situation context
are added to the POIs after lifting them into RDF, similar to the steps described
in Section 3. These POIs can then be scored to find out how likely is the user to
prefer each of them.
Nearest-neighbor to a hypothetical Bliss-point Our approach is inspired
from the nearest-neighbor algorithms used in clustering and classification.To
find how likely is the user to prefer each POI, we first find out how likely is
the user to prefer its properties. Let’s suppose that each candidate POI has
only two properties - name and average rating of all users. The first candidate
POI hasName “Bank of America” and hasAverageRating of 3.5. We can calculate
the likelihood probabilities - P (hasName = “BankofAmerica”|preferred) and
P (hasAverageRating = 3.5|preferred) using the table from Fig. 2, similar to
the likelihood calculation in a näıve-Bayes approach. We can plot this point in
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a Euclidean space with the properties as the different axes (see Fig. 4 (a)). For
a hypothetical POI that is always preferred by the user, each of its attributes
would have the preference likelihood as 1.0. We can now plot this ‘bliss-point’ on
the Euclidean space. We can similarly plot other candidate POIs (see Fig. 4 (b)).
The euclidean distance from the bliss-point is used for the recommendation, and
the POI that is nearest to the bliss-point is recommended to the user.

Fig. 4. Plotting candidate POIs using the likelihood probabilities of their attributes.
(a) Plotting one candidate. (b) Recommending the nearest neighbor to the Bliss-point.

Distance from Bliss-point We can easily extend the above method to an n-
dimensional space. The values of the attributes in the columns in the table in
Fig. 2 (d) can either be Literals, Blank Nodes, URIs or missing. For literal values,
the likelihood probability is calculated as follows: (i) a Gaussian distribution is
used for the probabilities of numeric values (ii) a document similarity metric is
used for the probabilities of string values and (iii) symbol probability is used for
the probabilities nominal values. The distance for a property with a blank node
is calculated recursively, by first calculating the likelihood probabilities of its
inner values, and then its distance from another hypothetical bliss-point in its
own high dimensional space. For URIs, we can use a dual strategy depending on
the nature of the property. In some cases, to bias toward previously seen values
for properties, we calculate likelihood as its probability of the occurrence of that
URI in that column. If the attributes of the corresponding instance are more
important, then the likelihood can be calculated similar to the blank node. The
distances from the bliss-point of multiple POIsneed to be normalized before they
can be compared. This is done by dividing the distance by the distance of the
origin to the bliss-point, thus taking care of missing attributes. For a multivalued
property, we take the average of the distances of all its values. As an example,
the distance from bliss-point for the Bank of America POI in Fig. 2 (d), would
be calculated as follows.

D(BofA 94086) =

√√√√√√√√

(1− P (“Bank of America” | preferred))2

+(1− P (2353 | preferred))2 + (1− P (TRUE | preferred))2

+(1− P (4.5 | preferred))2 +D( : x)2

5
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Where D( : x) =

√√√√√√
(1− P (“Sunnyvale” | preferred))2

+(1− P (“123 Murphy St.” | preferred))2
2

Recommending the POIs to the User The candidate items retrieved from
the database are scored using the distance from bliss-point metric and sorted
according to the distance. The sorted list of POIs is then sent by the Supe system
to the navigation application as a recommendation. Once the user selects a POI
from the list, it is fed back to the preference model and the system is able to
learn incrementally.

5 The Supe Semantic Web Knowledge System

Since the Supe system is described in detail elsewhere [8], we only describe an
overview (see Fig. 5). Supe is a Semantic Web Knowledge System used to collect
driver preferences and apply the preference model to provide personalized POI
search results to the driver. It is based in the Cloud and contains a Knowledge
Base, Intelligent Services, RESTful endpoints and access control mechanisms.
To be successful in modeling driver preferences, it needs driver as well as POI
data. This semantic data is grounded in an ontology and represented as Linked
Data in the Knowledge Base. Supe also provides Intelligent Services, associated
with the machine learning task described in the previous sections, for learning
the driver’s preferences and finding the recommended POIs for the driver. These
are wrapped by thin RESTful services that are accessible to the navigation
application running on the head-unit and other connected devices for searching
POIs and pushing POIs to the navigation application via the Cloud. To prevent
RESTful services, Intelligent Services and applications that are running on the
connected devices from corrupting other services’ or users’ data, Supe has an
access control mechanism in place. Applications and users use an identifier and
a secret passkey combination for authentication. The authorization mechanism
is tied to a hierarchical namespace scheme for URIs that governs the policies
for data ownership. The RESTful services and Linked Data (URIs starting with
‘https://’) are accessible on the connected devices side using secured (HTTPS)
communication, thus ensuring confidentiality.

6 User Study & Evaluation

We implemented a smart-phone application emulating the in-vehicle navigation
application for a user study. The application allowed users to search for POIs
belonging to different categories (e.g. gas stations, banks, restaurants, etc.). A
cloud-based server supporting the application was implemented using the de-
scription of Supe above. Around 50 people, who used their car for running house-
hold chores or for their daily commute to work, in the Bay Area (around San
Francisco, CA) were selected for the user study. Each user was asked to add at
least 10 places to his preference model by driving to the POIs he would visit in
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Ontology Linked Data 

Object Store 

Web 
Services 

Fig. 5. Semantic Web Knowledge System Layer Cake

his daily life and letting the application know that he like the place, by clicking
a ‘like’ button. Each user was also asked to perform 10 search tasks, where he
would search for POIs and choose to one out of the recommended places. The
application usage was recorded.

The following screenshot (Fig. 6) shows two instances of POI search for one
such user. Initially, there are 3 slots for displaying recommendations, and any
other places in the recommended POI list are scrollable. The first image shows
the results for search for banks in the user’s daily commute area. The ones
marked with a pin are the places that he has visited (and liked) and are used to
build his preference model. When the user was in a remote place and in need of
cash, he searched for banks using the application. The second capture shows that
two of his preferred banks were ranked among the top three in the list. Intuitively
the reader may figure out that this user prefers a specific banking company. The
model is able to detect this preference because its likelihood probability on the
hasName axis is high. Similar patterns were also detected for other users in
different categories, like gas stations, restaurants, etc.

Fig. 6. Screenshots of the Implemented User Study Application: Search result for banks
(a) in daily commute area (visited places marked) (b) in an unfamiliar area (using
distance from bliss-point metric).
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The users had been given two weeks to complete the tasks during which ob-
servations were made on the performance of their preference model. For each POI
search task, a successful recommendation was counted if, from the 20 candidate
POIs that the database returned, the user selected one of the top 3 recommenda-
tions. We tracked the success-rate (percentage of successful recommendations in
the search task) of the preference model with the increasing size of the preference
model and also with the number of searches performed. The selected POI was
fed back to the preference model for learning the preference incrementally. Fig.
7 shows the performance of the preference model for one user. As can be seen,
after the initial stabilization period, the success rate steadily improved with
increasing number of instances in the preference model and as more searches
were performed. Overall, for the 48 participants that completed the task, the
success rate at the completion of the tasks was 47.63% on an average. This is
better than a strategy for random recommendation of 3 out of 20 candidate
POIs, which would result in a 15% success rate. Though the improvement in
the success-rate was satisfactory, there is a clear scope for better performance.
In the future, we intend to use this result as a baseline for comparisons with
updates to the learning technique.

Fig. 7. Performance of the preference model for recommendations made to one user

The use of a probabilistic approach also allowed us to ‘look inside’ the pref-
erence model of a user. For example, for the user in Fig. 6, his preferences for
the hasName attribute (word cloud) and distance from current location context
(distribution) are shown in Fig. 8. These visualizations were useful for intuitively
understanding the likelihood probabilities of the properties.

7 Related Work

Content-based preference modeling has received large research attention in rec-
ommendation systems over the past few years[11]. These algorithms, use machine
learning techniques like linear regression, näıve-Bayes, etc. for finding recom-
mendations. One of the earliest works, the Syskill & Webert system[10] uses a
näıve-Bayes classifier for classifying web sites as either ‘hot’ or ‘cold’. Similar to
our approach, this system also uses the probability score to rank pages according
to user’s preferences. More recently, personalized information retrieval has also
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Fig. 8. Performance of the preference model for Bank recommendations. (a) Word
cloud for the hasName property for banks, showing user’s preference for a banking com-
pany over others. (b) Distribution of the values for the hasDistance property showing
user’s preference for banks averaging about 1.4 km away.

been gaining traction in the Semantic Web. For example, dbrec[9] is a music
recommendation system based on DBpedia that uses a semantic link distance
metric for its recommendations. An important constraint that restricted our use
of more sophisticated algorithms was the absence of any negative training ex-
amples. Incidentally, one-class classification approaches have also been studied,
which may present an interesting alternative to our method[12, 5]. In these, clus-
tering, kernel based, or other methods are used to identify the boundary of the
class and then predict if an item belongs to that class or is an outlier. The met-
ric used for determining outliers can possibly be used as an alternative to the
distance from bliss-point metric.

In the past year, the combination of RDF and machine learning has gained
some traction. The work that is perhaps most similar to our approach on con-
verting RDF to a machine learning table, is found in Lin et. al [6]. For the movie
domain, they try to predict if a movie receives more than $2M in its opening week
by converting the RDF graph for the movie to a Relational Bayesian Classifier.
One major difference in their approach to ours is the translation of multi-valued
object properties (e.g. hasActor) into the relational table. While doing so, their
approach ‘flattens’ all objects. For example, names of all actors get aggregated
into a single ‘has actor name’ column and all actors’ year of birth get aggregated
into a ‘has actor YoB’ column. The associativity within an instance (e.g. of an
actor’s name to his age) is lost. In our approach, this advantage, of property
associativity using a graph, is maintained since we determine the score for each
blank node independently. However, a more in-depth comparison of the two ap-
proaches needs to be conducted on common data for better analysis. Another
related work in learning from RDF has been explored in Bicer et. al[3], where
relational kernel machines are used for movie recommendations. A similar kernel
based approach was also used in Lösch et. al [7] for recommending new links in
RDF graphs - for example, recommending known people (foaf:knows).

8 Conclusion & Future Work

In this paper we described a semantic content-based approach for recommend-
ing POIs according to driver preferences learned using the navigation history.
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Our approach was able to build the preference model using RDF data asso-
ciated with the driver history as a result of the following: (i) it used an easy
translation method between semantic content (RDF data) into machine learn-
able tables (ii) the content-based approach was easily extendable to include and
learn the contextual preference (e.g. distanceFromWork, etc.) (iii) the distance
from bliss-point metric was used to recommend POIs from a set of candidates
using the modeled preferences (iv) the probabilistic nature of the likelihood of
the attributes in the preference model helped study the user’s preferences by
visualization. This was verified through a user study that produced a 47.63%
success-rate.

Though our preliminary evaluation shows promising results with actual users,
using simple metrics, it has scope for improvements. We intend to explore other
machine learning techniques (e.g. kernel based, one-class classification, etc.) to
improve the preference model, as future work. We also intend to test this on a
larger dataset of driver history.
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Abstract. Information overload on the Internet motivates the need for
filtering tools. Recommender systems play a significant role in such a
scenario, as they provide automatically generated suggestions. In this
paper, we propose a novel recommendation approach, based on seman-
tic networks exploration. Given a set of celebrity gossip news articles,
our systems leverage both natural language processing text annotation
techniques and knowledge bases. Hence, real-world entities detection and
cross-document entity relations discovery are enabled. The recommenda-
tions are enhanced by detailed explanations to attract end users’ atten-
tion. An online evaluation with paid workers from crowdsourcing services
proves the effectiveness of our approach.

Keywords: Data Integration, Natural Language Process-
ing, Information Retrieval, Information Filtering, Entity
Linking, Recommendation Strategy

1 Introduction

The amount of publicly available data on the World Wide Web nowadays has
dramatically increased and has led to the problem of information overload. Rec-
ommender systems try to tackle this issue by offering personalized suggestions.
News recommendation is a real-world application of such systems and is growing
as fast as the online news reading practice: it is estimated that, in May 2010,
57% of U.S. Internet users consumed online news by visiting news portals [7].
Recently, online news consumers seem to have changed the way they access news
portals: “just a few years ago, most people arrived at our site by typing in the
website address. (...) Today the picture is very different. Fewer than 50% of the
8 million+ visitors to the News website every day see our front page and the
rest arrive directly at a story”, a product manager of the BBC News website
affirms,1 indicating the need for news information filtering tools.

The online reading practice leads to the so-called post-click news recommen-
dation problem: when a user has clicked on a news link and is reading an article,
he or she is likely to be interested in other related articles. This is still a typi-
cal editor’s task, namely an expert who manually looks for relevant content and

1 http://www.bbc.co.uk/blogs/bbcinternet/2012/03/bbc_news_facebook_app.

html
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builds a recommendation set of links, which will be displayed below or next to the
current article. The primary aim is to keep users navigating on the visited portal.
News recommender systems attempt to automate such task. Current strategies
can be clustered into 3 main categories [5], namely (a) collaborative filtering, (b)
content-based recommendation, and (c) knowledge-based recommendation. (a)
focuses on the similarities between users of a service, thus relying on user pro-
files data. (b) leverages term-driven information retrieval techniques to compute
similarities between items. (c) mines external data to enrich item descriptions.

In this paper, we propose a novel news recommendation strategy, which lever-
ages both natural language processing techniques and semantically structured
data. We show that entity linking tools can be coupled to existing knowledge
bases in order to compute unexpected suggestions. Such knowledge bases are
used to discover meaningful relations between entities. As a preliminary work to
assess the validity of our approach, we focus on a celebrity gossip use case and
consume data from the TMZ news portal and the Freebase graph database.2 For
instance, given a TMZ article on Michael Jackson, our strategy is able to detect
from Freebase that Michael Jackson (a) is a dead celebrity who had drug prob-
lems and (b) dated with Brooke Shields, thus suggesting other TMZ articles on
Amy Winehouse, Kurt Cobain (other dead celebrities who had drug problems)
and Brooke Shields. We investigate if user attention can be attracted via spe-
cific explanations, which clarify why a given recommendation set is proposed.
Such explanations are built on top of the entity relations. Finally, we conducted
an online evaluation with real users. We outsourced a set of experiments to the
community of paid workers from Amazon’s Mechanical Turk (AMT) crowdsourc-
ing service.3 The collected results confirm the effectiveness of our approach.

Our primary aim is to attract the attention of a generic user, since post-
click news recommendation generally relies on a single click user profile data.
Therefore, we are set apart from most traditional recommender systems with
respect to three main features:

1. User agnosticity : user interests are deduced from user profile data and con-
tribute to the quality of recommendations. Collecting explicit feedback is a
costly task, as it requires motivated users. Our approach gives low priority
to user profiles.

2. Unexpectedness: similarity, novelty and coherence are key components for
satisfactory news recommendations [7]. Content-based strategies tend to pro-
pose too similar items and create an ’already seen’ sensation. We believe
entity relations discovery can augment both novelty and coherence, thus
leading to unexpected suggestions.

3. Specific explanation: in news web portals, generic sentences such as Related
stories or See also are typically shown together with the recommendation
set. We expect that more specific sentences can improve the trustworthiness
of the system.

2 http://www.tmz.com, http://www.freebase.com/
3 https://www.mturk.com/mturk/welcome
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2 Related Work

Content-based recommendation applies to unstructured text, such as news ar-
ticles. Document representation with bag-of-words vector space models and the
cosine similarity function still represent a valid starting point to suggest topic-
related documents [11]. Knowledge extraction from structured data is an attested
knowledge-based strategy. Linked Open Data (LOD) datasets, e.g., DBpedia4

and Freebase are queried to enrich with properties the entities extracted from
news articles [6], to collect movie information for movie schedules recommen-
dations [12], or to suggest music for photo albums [1]. Structured data may be
also mined in order to compute similarities between items, then between user
and items [5]. Content-based and knowledge-based approaches must be com-
bined into hybrid systems in order to achieve better results. Lašek [6] proposes a
hybrid news articles recommendation system, which merges content processing
techniques and data enrichment via LOD.

Recommender systems evaluation frameworks boil down to two main ap-
proaches [5], namely (a) offline and (b) online. (a) leverages gold-standard datasets
and aims at estimating the performance of a recommendation algorithm via sta-
tistical measures. (b) relies on real user studies. Ziegler et al. [13] adopt both
approaches. Hayes et al. [4] argue that user satisfaction corresponds to the ac-
tual use of a system and can be effectively measured only via online evaluation.
The interest in exploiting crowdsourcing services for dataset building and on-
line evaluation has recently grown, especially with respect to natural language
processing tasks [10] and behavioral research [8].

3 Approach

Our strategy merges content-based and knowledge-based approaches and is de-
fined as a hybrid entity-oriented recommendation strategy enhanced by human-
readable explanations. Given a source article from a news portal, we recommend
other articles from the portal archive, namely the corpus, by leveraging both en-
tity linking techniques and knowledge extraction from semantically structured
knowledge bases. Specifically, we gathered a celebrity gossip corpus from TMZ
and chose Freebase as the knowledge base.

We consider both the corpus and the knowledge base as a unique object,
namely a dataspace, which results from heterogeneous data sources integration.
Each data source is converted into an RDF graph and becomes an element of
the dataspace. Such dataspace can then be queried in order to retrieve sets of
recommendations. A semantic recommender exploits SPARQL graph navigation
capabilities to output recommendation sets. Each recommender is built on top
of a concept, e.g., substance abuse.

The entity linking step in the corpus processing phase enables the detec-
tion of both real-world entities and encyclopedic concepts. We compute concept
statistics on the whole corpus and assume that the most frequent ones are likely
to generate interesting recommendations. A mapping between corpus concepts
and meaningful relations of the knowledge base allows the creation of recom-

4 http://dbpedia.org/
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menders. Table 1 shows the TMZ-to-Freebase n-ary concept mapping we manu-
ally built. Each Freebase value represents the starting point for the construction
of a recommender, while the string after the last dot becomes the name of the
recommender, e.g., parents.

Given an entity of the source article, a name of a recommender and an
entity contained in the recommendation sets, we are able to construct a specific
explanation. Ultimately, a ranking of all the recommendation sets produces the
final top-N suggestions output.

Table 1: TMZ-to-Freebase mapping
TMZ Freebase

Family people.person.{parents, sibling s, children, spouse s}
Intimate relationship celebrities.celebrity.sexual relationships

Dating base.popstra.celebrity.dated
Ex (relationship) base.popstra.celebrity.breakup

Net worth celebrities.celebrity.net worth
Substance abuse celebrities.celebrity.substance abuse problems

Conviction base.crime.convicted criminal
Court law.court.legal cases
Arrest base.popstra.celebrity.{arrest, prison time}

Legal case law.legal case.subject
Criminal charge celebrities.celebrity.legal entanglements

Judge law.judge
Death people.deceased person

Television program tv.tv program

4 System Architecture

Figure 1 describes the general system workflow. The major phases are (a) cor-
pus processing, (b) knowledge base processing, (c) dataspace querying and (d)
recommendation ranking.

TMZ Processing Pipeline. Given as input a set of TMZ articles, we output an
RDF graph and load it into the dataspace. Corpus documents are harvested via
a subscription to the TMZ RSS feed. The RSS feed returns semi-structured XML
documents. A cleansing script extracts raw text from each XML document. The
entity linking step exploits The Wiki Machine,5 a state-of-the-art [9] machine
learning system designed for linking text to Wikipedia, based on a word sense
disambiguation algorithm [2]. For each raw text document, real-world entities
such as persons, locations and organizations are recognized, as well as encyclo-
pedic concepts. This enables (a) the assignment of a unique identifier, namely
a DBpedia URI to each annotation and (b) the choice of top corpus concepts
for recommenders building purposes. The Wiki Machine takes a plain text as
input and produces an RDFa document.6 The extracted terms are assigned an
rdf:type, namely NAM for real-world entities or NOM for encyclopedic concepts.
The hasLink property connects the terms to the article URL they belong, thus
enabling the computation of the recommendation set. Other metadata, such as

5 http://thewikimachine.fbk.eu
6 The full corpus of TMZ RDFa documents is available at http://bit.ly/QLph9B
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Knowledge base
(Freebase)

Corpus (TMZ)

Fig. 1: High level system workflow

the link to the corresponding Wikipedia page and the annotation confidence
score are also expressed. RDFa documents are converted into RDF data via the
Any23 library.7 RDF data is loaded into a Virtuoso8 triple store instance, which
serves the dataspace for querying.

Freebase Processing Pipeline. Freebase provides exhaustive granularity for
several domains, especially for celebrities. Given that such knowledge base is
large, we avoid loading its complete version, because of severe performance issues
we encountered. Consequently, meaningful slices corresponding to the corpus
domains, e.g., celebrities, people, are selected. A domain-dependent subset is
then produced via a filter written in Java. The dataset is converted into RDF
data with logic implemented in Java. Finally, RDF data is loaded into a Virtuoso
triple store instance.

4.1 Querying the Dataspace

A recommender performs a join between an entity belonging to the TMZ graph
and the corresponding entity belonging to the Freebase graph. TMZ entities are
identified by a DBpedia URI, which differs from the Freebase one. Therefore,
we exploit sameAs links between DBpedia and Freebase URIs. Recommenders
are divided in two categories, namely (a) entity-driven and (b) property-driven.9

For each detected entity of the source article, we run Freebase schema inspection
queries10 and retrieve its types and properties. Thus, we are able to recognize
which recommenders can be triggered for a given entity. Building a recommender

7 http://incubator.apache.org/any23/
8 http://virtuoso.openlinksw.com/
9 The full sets are available at http://bit.ly/MWGu06 and http://bit.ly/MWGsW3

10 Available at http://bit.ly/MVGVtE

29



6

requires (a) knowledge of relevant Freebase schema parts in order to properly
browse its graph and (b) a sufficiently expressive RDFa model for named en-
tities and link retrieval. The NAM type and the hasLink property provide such
expressivity.

Entity-Driven Recommenders. The queries behind entity-driven recom-
menders contain an %entity% parameter that must be programmatically filled
by an entity belonging to the source article. For instance, given an article in
which Jessica Simpson is detected and triggers the sexual relationships rec-
ommender, we are able to return all the corpus articles (if any) that mention
entities who had sexual relationships with her, e.g., John Mayer. To avoid run-
ning empty-result recommenders, we built a set of ASK queries,11 which check
if recommendation data exists for a given entity. The sexual relationships query
follows:

PREFIX fb: <http://rdf.freebase.com/ns/>
PREFIX twm: <http://thewikimachine.fbk.eu#>
SELECT DISTINCT ?had_relationship_with ?link
WHERE <http://dbpedia.org/resource/%entity%> owl:sameAs ?fb_entity .
?fb_entity fb:celebrities.celebrity.sexual_relationships ?fb_sexual_rel .
?fb_sexual_rel fb:celebrities.romantic_relationship.celebrity ?fb_celeb .
?fb_celeb fb:type.object.name ?had_relationship_with .
?dbp_celeb owl:sameAs ?fb_celeb ; a twm:NAM ; twm:hasLink ?link ; twm:hasConfidence ?conf .
FILTER (?fb_entity != ?fb_celeb) . FILTER (lang(?had_relationship_with)=’en’) .
ORDER BY DESC (?conf)

Property-Driven Recommenders. After the schema inspection step, an en-
tity of the source article can directly trigger one of these recommenders if it
contains the corresponding property. Property-driven queries return articles that
mention entities who share the same property. Hence, they do not require a pa-
rameter to be filled. For instance, given an article in which Lindsay Lohan is
detected and the property legal entanglements is identified during the schema
inspection step, we can suggest other articles on people who had legal entangle-
ments, e.g., Britney Spears.

Building Explanations. Specific explanations are handcrafted from <s, r, o>
triples, where s is a subject entity that was extracted from the source article, r is
the relation expressed by the triggered recommender and o is an object entity for
which the recommendation set is computed. Therefore, we are able to construct
different explanations depending on the elements we use. For instance, (a) s,r,o
yields: Jessica Simpson had sexual relationships with John Mayer. Read
more about him. (b) s,r yields: Read more about Jessica Simpson’s sexual

relationships. (c) r,o yields: Read more about her sexual relationships

with John Mayer.

4.2 Ranking the Recommendation Sets

Since recommendations originate from database queries, they are unranked and
in some cases too many. To overcome the problem, we implemented an informa-
tion retrieval ranking algorithm and are able to provide top-N recommendations.

11 Available at http://bit.ly/NDNORH
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The bag-of-words (BOW) cosine similarity function is known to perform effec-
tively for topic-related suggestions [11]. However, it does not take into account
language variability. Consequently, we also leverage a latent semantic analysis
(LSA) algorithm.12 The final score of each corpus article is the sum of BOW
and LSA scores and is assigned to the article URL. Afterwards, we run all the
recommenders and intersect their result sets with the BOW+LSA ranking of the
whole corpus, thus producing a so-called semantic ranking. This represents our
final output, which consists of a ranked set of article URLs associated to the
corresponding recommenders names.

5 Evaluation

The assessment of end user satisfaction has high priority in our work. Accord-
ing to Hayes et al. [4], we consequently decided to adopt an online evaluation
approach with real users. In this scenario, the major issue consists of gather-
ing a sufficiently large group of people who are willing to evaluate our systems.
Crowdsourcing services provide a solution to the problem, as they allow us to
outsource the evaluation task to an already available massive community of paid
workers. To the best of our knowledge, no news recommender systems have been
evaluated with crowdsourcing services so far. We set up an experimental eval-
uation framework for AMT, via the CrowdFlower platform.13 A description of
the mechanisms that regulate AMT is beyond the scope of the present paper:
the reader may refer to [8] for a detailed analysis.

Our primary aim is to demonstrate that evaluators generally prefer our rec-
ommendations. Thus, we need to put our strategy in competition with a baseline.
We leveraged the already implemented BOW+LSA information retrieval ranking
algorithm. In addition, we set two specific objectives, related to the specific ex-
planation and unexpectedness assumptions, as outlined in Section 1: (a) confirm
that a specific explanation better attracts user attention rather than a generic
one; (b) check if the recommended items are interesting, although they may
appear unrelated and no matter what kind of explanation is provided.

Quality control of the collected judgements is a key factor for the success
of the experiments. The essential drawback of crowdsourcing services relies on
the cheating risk: workers (from now on called turkers) are generally paid a few
cents for tasks which may only need a single click to be completed. Hence, it
is highly probable to collect data coming from random choices that can heavily
pollute the results. The issue is resolved by adding gold units, namely data for
which the requester already knows the answer. If a turker misses too many gold
answers within a given threshold, he or she will be flagged as untrusted and his
or her judgments will be automatically discarded.

5.1 General Setting

Our evaluation framework is designed as follows: (a) the turker is invited to
read a complete news article. (b) A set of recommender systems are displayed

12 http://hlt.fbk.eu/en/technology/jlsi
13 http://crowdflower.com/
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below the article. Each system consists of a natural language explanation and a
news title recommendation. (c) The turker is asked to give a preference on the
most attracting recommendation, namely the one he or she would click on in
order to read the suggested article. A single experiment (or job) is composed
of multiple data units. A unit contains the text of the article and the set of
explanation-recommendation pairs. Figure 2 shows a unit fragment of the actual
web page that is given to a turker who accepted one of our evaluation jobs. Both
instructions and question texts need to be carefully modeled, as they must mirror
the main objective of the task and should not bias turkers’ reaction. Since we
aim at evaluating user attention attraction, we formulated them as per Figure 2.

Fig. 2: Web interface of an evaluation job unit

5.2 Experiments

Table 2 provides an overview of our experimental environment. The parameters
we have isolated for a single experiment are presented in Table 2a. On top of the
possible variations, we built a set of nine experiments, which are described in
Table 2b. We modeled two Q values, namely direct (as per Figure 2) and indi-
rect (Which recommendation do you consider to be more trustworthy?),
to monitor a possible alteration of turkers’ reaction. Experiments having A = 5
aim at decreasing the probability a turker gets trusted by chance, because he or
she accidentally selected correct gold answers. They have an additional F value
in the Rec parameter, as we randomly extracted 3 fake recommendations per
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unit from a file with more than 2 million news titles. However, such an archi-
tectural choice generated noisy results, since it occurred that some fake titles
were selected.14 Exp is a key parameter, which allows us to check whether the
presence or the absence of a specific explanation represents a discriminating fac-
tor. SExp is intended to measure the effectiveness of a specific explanation while
reducing its complexity.

Table 2: Experiments overview

(a) Parameters

Parameter Values

Q D, I
A B, M

Exp GS, G
SExp SRO, SR, RO, R
Rec B, S, F

(b) Configuration

Name Q A Exp SExp Rec

Pilot D 2 GS SRO B, S
Same explanation D 2 G None B, S

4 generic + 1 specific D 5 GS SRO B, S, F
5 generic D 5 G None B, S, F

Same recommendation D 2 GS SRO S
Relation only D 5 GS R B, S, F

Subject + relation D 5 GS SR B, S, F
Object + relation D 5 GS RO B, S, F

Indirect I 2 GS SRO B, S

Legend

Q Question
A Answer

Exp Explanation
SExp specific explanation
Rec Recommendation

D Direct
I Indirect
2 Binary
5 5 choices
GS Generic + specific
G Generic only

SRO Subject + relation + object
SR Subject + relation
RO Relation + object
R Relation only
B Baseline
S Semantic
F Fake

Each job contains 8 regular + 2 gold units, namely 5 articles proposed
twice, in combination with 2 significant (and eventually 3 fake) explanation-
recommendation pairs. The recommendation titles of the regular units are ex-
tracted from the top-2 links of the baseline and the semantic rankings. Gold is
created by extracting the title from the last, i.e., less related link of the baseline
ranking, the top link of the semantic ranking and assigning the correct answer
to the latter. We collected a minimum of 10 valid judgments per unit and set
the number of units per page to 3.

Once the results obtained, it frequently occurred that the expected number
of judgments was higher: depending on their accuracy in providing answers to
gold units, turkers switched from untrusted to trusted, thus adding free extra
judgments. The proposed articles come from the TMZ website, which is well
known in the United States. Therefore, we decided to gather evaluation data
only from American turkers. The total cost of each experiment was 3.66$.

After visiting some news web portals, we chose the following generic explana-
tions and randomly assigned them to both the baseline and the fake recommen-
dations: (a) The most related story selected for you; (b) If you liked

14 See Table 3 for further details.
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Table 3: Absolute results per experiment. ♦, ♠ and ♣ respectively indicate
statistical significance differences between baseline and semantic methods, with
p < 0.05, p < 0.01 and p < 0.001

Experiment Judgments Fake % Baseline % Semantic %

Pilot 1 82 0 40.24 59.76♦

Pilot 2 80 0 32.5 67.5♠

Same explanation 80 0 48.75 51.25

4 generic + 1 specific 90 3.33 23.33 73.33♣

5 generic 88 13.63 37.5 48.86

Same recommendation 86 0 36.04 63.96♠

Relation only 68 13.23 41.17 45.58

Indirect 82 0 37.8 62.2♠

Subject + relation 86 8.13 41.86 50
Object + relation 68 5.88 41.17 52.94

this article, you may also like; (c) Here for you the hottest story

from a similar topic; (d) More on this story; (e) People who read this

article, also read. 2 regular units were removed from the relation only and
the object + relation experiments: it was impossible to build specific explana-
tions with an implicit subject or object, since the entities that triggered the
recommendations differed from the main entity of the source article.

5.3 Results

Table 3 provides an aggregated view of the results obtained from the Crowdflower
platform.15 With respect to the absolute percentage values, we first observe
that our approach always outperformed the baseline. Furthermore, statistical
significance differences emerge when a complete <s, r, o> specific explanation is
given. We ran twice, i.e., in two separate days the pilot experiment and noticed an
improvement. The indirect experiment only differs from the pilot in the question
parameter and yielded similar results. The 4 generic + 1 specific experiment
has the highest semantic percentage: this translates into an expected behavior,
since the presence of a single specific explanation against four generic ones is
likely to bias turkers’ reaction towards our approach. As the complexity of the
specific explanation decreases, i.e., in the subject + relation, object + relation
and relation only experiments or when only generic explanations are presented,
namely in the 5 generic and same explanation experiments, judgments towards
our approach tend to decrease too. Hence, we evince the importance of providing
specific explanations in order to attract user attention.

5.4 Discussion

Experiments containing a specific explanation aim at assessing its attractive
power (assumption 3). If we compare experiments which only differ in the Exp
parameter, namely 4 generic + 1 specific and 5 generic, pilot 1-2 and Same
explanation, in the formers turkers prefer our strategy with a statistically sig-

15 The complete set of full reports is available at http://bit.ly/MOrN30
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nificant difference. Therefore, specific explanations are proven to enhance the
trustworthiness of the system.

The evaluation of the unexpectedness factor (assumption 2) boils down to
check whether turkers privilege the novelty of a recommendation or its similarity
to the source article. In experiments including only generic explanations, namely
Same explanation and 5 generic, we noticed the following: (a) no statistically
significant differences exist between the strategies; (b) when the baseline returns
articles that are unrelated to the topic or the entity of the source article, turkers
prefer our strategy and vice versa. Hence, we argue that users tend to privilege
similarity if they are given a generic explanation. On the other hand, when the
baseline strategy suggests a clearly related article and when a specific explanation
is provided, turkers tend to choose our strategy even if it suggests an apparently
unrelated article. This is a first proof of the unexpectedness factor: users are
attracted by the specific explanation and are eager to read an unexpected article
rather than another article on the same topic/entity.

6 Conclusion

In this paper, we presented a novel recommendation strategy leveraging entity
linking techniques in unstructured text and knowledge extraction from struc-
tured knowledge bases. On top of it, we build hybrid entity-oriented recom-
mender systems for news filtering and post-click news recommendation. We ar-
gued that entity relations discovery leads to unexpected suggestions and specific
explanations, thus attracting user attention. The adopted online evaluation ap-
proach via crowdsourcing services assessed the validity of our systems. A demo
prototype consumes Freebase data to recommend TMZ celebrity gossip articles
and can be viewed at http://spaziodati.eu/widget_recommendation/. For
our future work, we have set the following milestones:

1. Ecological evaluation. AMT allowed us to build fast and cheap online eval-
uation experiments. However, the collected judgments may be biased by
the politeness effect of the economical reward and the turkers’ awareness
of performing a question-answering task. Therefore, we intend to set up an
ecological evaluation scenario, which simulates a real-world usage of our rec-
ommender systems and enables natural user reactions. We will adopt the
Google AdWords16 approach proposed by Guerini et al. [3].

2. Methodology for building recommenders. Currently, we have manually imple-
mented a domain-specific list of recommenders, based on the most frequent
corpus concepts. We plan to automate this process by extracting generic
relations from Freebase via data analytics techniques.

3. Methodology for building specific explanations. Explanations are naively mapped
to the relations and the corresponding subject/object entities. How to auto-
matically build linguistically correct sentences remains an open problem.

4. User profile construction. Explicit and implicit user preferences acquisition
can improve the quality of the recommendations. Our demo page may serve

16 http://adwords.google.com/
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as a platform for gathering such data. Otherwise, we may adapt our systems
to datasets containing user ratings.
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Abstract. The recent spread of the so called Web of Data has made
available a vast amount of interconnected data, paving the way to a new
generation of ubiquitous applications able to exploit the information en-
coded in it. In this paper we present Cinemappy, a location-based ap-
plication that computes contextual movie recommendations. Cinemappy
refines the recommendation results of a content-based recommender sys-
tem by exploiting contextual information related to the current spatial
and temporal position of the user. The content-based engine leverages
DBpedia, one of the best-known datasets publicly available in the Linked
Open Data (LOD) project.

1 Introduction

Context can be defined as “any information that can be used to characterize
the situation of an entity. An entity is a person, place, or object that is con-
sidered relevant to the interaction between a user and an application, including
the user and applications themselves” [10]. This concept is particularly relevant
whenever a user needs to look for information that do not depend exclusively
from the particular knowledge domain. Thanks to great technological advances
occurred in the latest years, particularly in ubiquitous computing, users are able
to run almost any kind of application and to perform almost any task on small
mobile devices. Smartphones and tablets are becoming a primary platform for
information access [22]. If we think of a recommender task in a mobile scenario
(e.g., choosing a movie in one of the nearest movie theaters, planning a sightsee-
ing, etc.), we see that most recommendations are requested by users while they
are on their way. This causes a continuous change in the context that needs to
be carefully addressed. Recommendations are much more useful and enjoyable
for end users as they change with their current context [6].

Recommender systems (RS) are information filtering and decision support
tools addressing the problem of information overload, providing product and
service recommendations personalized for user’s needs and preferences.

In this paper we present an implementation of a content-based Context-
Aware Recommender System (CARS) that gets information needed to recom-
mend items from Linked Open Data (LOD) datasets [14] and combines it with
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other information freely available on the Web. In particular, our system recom-
mends movies to be watched in theaters that are located in the user’s neighbor-
hood. The recommendation leverages DBpedia [7] as the knowledge base whence
we extract movie features, such as genres, actors, directors, subjects, etc.. Main
contributions of this paper are: (a) a semantic context-aware recommender sys-
tem. In our approach we use semantic repositories and the notion of context to
provide users with meaningful recommendations in a mobile environment; (b) the
exploitation of heterogeneous information sources for movie recommendation. In
particular we leverage data coming both from the Web of Data and from the tra-
ditional Web; (c) a proof-of-concept Android application exposing geo-location
and context-aware features for movie recommendations in user neighborhood.

The remainder of this paper is organized as follows. In Section 2 we give some
background information about the notion of context in recommender systems
and how we exploit it in our approach. In Section 3 we present some basic notions
about the usage of DBpedia as knowledge base for recommender systems. Then,
in Section 4 we detail our approach and we present our mobile app. In Section
5 we discuss relevant related work. Conclusion and future work close the paper.

2 Context-Aware Recommender Systems

A CARS deals with modeling and predicting user preferences by incorporating
available contextual information into the recommendation process. Preferences
and tastes are usually expressed as ratings and are modeled as a function of
items, users and context. Hence, the rating function can be defined as:

r : User × Item× Context → Rating

with the obvious meaning for User and Item. Context is defined by means
of different attributes and criteria (we will detail them in the following) while
Rating is usually represented as a Likert scale (going from 5 to 10 different
values) or as a Like/Don’t like Boolean set.

As in [19], we assume that there is a predefined finite set of contextual types
in a given application and each of these types has a well-defined structure. In
particular, in our mobile scenario we consider the context as represented by the
following information:
Companion. There are many situations where a place or a service is more or
less enjoyable depending on the people that are together with the user. Maybe
she and her friends love romantic movies but this is not the case of her husband.
So, it would be fine if a movie recommender engine suggested romantic movies
when she is with her friends and comedies when she is with her husband.
Time. This is another important feature to consider. For example, in a movie
theater recommender system, all the movies scheduled before the current time,
plus the time to get to the theatre, have to be discarded.
Geographic relevance. Geo-localized information plays a fundamental role in
mobile applications. Depending on the current location of the user, a recom-
mender engine should be able to suggest items close to them and discard the
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farther ones even if they may result more appealing with respect to the query. A
location-aware recommender system should be able to suggest items or services
for a given user whose location is known, considering more useful criteria than
simply distance information. In [9] the authors propose ten criteria of geographic
relevance. In the following we describe five of them that we considered relevant
for our mobile application:

– Hierarchy : it represents the degree of separation between the current position
of the user and that of the suggested item within a predefined spatial hierarchy.
The main assumption is that geographic units are cognitively and empirically
organized into a nested hierarchical form (e.g., city districts).

– Cluster : it is the degree of membership of an entity to a spatial cluster of re-
lated or unrelated entities. The user might be more interested in visiting a mall
than a single shop.

– Co-location : a user prefers locations where she may find other useful entities
co-located with the one representing their main interest. As an example, it is
common to have restaurants close to cinemas (since people like to go for dinner
before watching or after having watched a movie).

– Association Rule : this criterion represents possible association rules that re-
lates an entity with a related collection of geographic entities. The rules may
comprise not only spatial information but also other kind of data (e.g., tempo-
ral) or their combination.

– Anchor-Point Proximity : this notion is related to the concept of landmarks.
There are several key locations, such as our home and work place, that we
consider as “anchor” points in our understanding of the geographic environment
where we live. In general, we may define an anchor-point as a frequently visited
location or a location where one spends a lot of time.

In order to enhance recommender systems results, context may be used in differ-
ent ways. In [2], the authors identify three forms of context-aware recommenda-
tion systems: Contextual pre-filtering (PreF ), Contextual post-filtering (PoF )
and Contextual modelling. In Section 4 we describe in more detail the first two.

3 Using the Web of Data to feed a Content-Based
Recommender Systems

In the recent years, thanks to the Web of Data advance, we are witnessing a
flourishing of semantic datasets freely available on the Web encoding machine-
understandable RDF triples related to different domains and sometimes repre-
senting different points of view on the same domain. All this information can
be exploited to model items and user profiles in an LOD-enabled content-based
recommender system. One of the issues related to content-based approaches is
the retrieval and pre-processing of the information used by the recommendation
engine. In CB recommender systems, the module in charge of extracting relevant
information from items description and representing it as a vector of keywords,
is the so called Content Analyzer (CA) [15]. It usually uses some Natural Lan-
guage Processing techniques to extract/disambiguate/expand keywords in order
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to create a model of the item description. The use of LOD datasets to retrieve
information related to an item eases the pre-processing steps performed by the
CA since the information is already structured in an ontological way. Moreover,
depending on the dataset, there is the availability of data related to diverse
knowledge domains. If we consider datasets such as DBpedia or Freebase, we
are able to access to rich linked data referring to a high variety of topics. Thanks
to their SPARQL endpoints, we can quite easily extract portions related to the
movie domain from LOD datasets. We use this information as the base for our
content-based recommender system.

3.1 Computing Item Similarities in DBpedia

The main assumption behind our approach is that if two movies share some infor-
mation (e.g., part of the cast, the director, the genre, some categories, etc.), then
they are related with each other. Roughly speaking, the more features two movies
have in common, the more they are similar. In a few words, a similarity between
two movies (or two resources in general) can be detected if in the RDF graph: (1)
they are directly related; (2) they are the subject of two RDF triples having the
same property and the same object; (3) they are the object of two RDF triples
having the same property and the same subject. Moreover, we exploit the onto-
logical structure of the information conveyed within the Wikipedia categories,
modeled in DBpedia by the properties dcterms:subject and skos:broader.
This allows us to catch implicit relations and hidden information, i.e., informa-
tion that is not directly detectable just looking at the nearest neighbors in the
RDF graph. Fig. 1 shows a sample of the RDF graph containing properties and
resources coming from DBpedia. In order to compute the similarities between
movies, we adapted to an LOD-based setting one of the most popular models in
classic information retrieval: the Vector Space Model (VSM). In this way we are
able to represent items (i.e., movies) by means of feature vectors and then we
can compute the similarity between them. The interested reader may refer to
[11, 12] for further details.

Fig. 1. A sample of an RDF graph related to the movie domain.
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4 Cinemappy: a context-aware content-based RS

In this section we describe Cinemappy, a mobile application that implements
a context-aware recommender engine. The purpose is to suggest movies and
movie theaters to the users based on their profile and on their current location
(both spatial and temporal). On the one side, the context-aware section of the
system is implemented by adopting both a PreF and a PoF approach. In order
to retrieve all the data needed to evaluate the geographical criteria presented in
Section 2, the application leverages information from other freely available Web
sources such as Google Places1 or Trovacinema2. On the other side, the CB part
of the recommendation engine exploits the computation of item similarities as
described in Section 3. Moreover, driven by the context, the system also selects
the right localized graph in DBpedia. Indeed, DBpedia contains also information
extracted from localized versions of Wikipedia. Data coming from these Web
sources are represented as different RDF graphs that can be easily selected via the
FROM clause of a SPARQL query. The localized versions of DBpedia are particularly
useful for the purpose of Cinemappy since some movies have for example a page
in the Italian version of Wikipedia but they do not have a corresponding article
in the English version. The basic building blocks of the system are depicted in
Fig. 2. All the data about the descriptions of the movies are extracted via the

Fig. 2. System architecture.

DBpedia SPARQL endpoint. In particular, in our current implementation, we use
both the EN and the IT graph since the application has been designed to be
used by both English and Italian users.

Information about theaters and movies is extracted from Trovacinema while
geographic data (latitude/longitude) about theaters has been obtained using the

1 http://www.google.com/places/
2 This is an Italian Web site where you can find information related to cinemas and
scheduled movies – http://trovacinema.repubblica.it/.
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Google Geocoding API 3. In accordance with the Co-location principle, the system
suggests POIs (Point of Interests) that are close to a given theater. In fact, the
user might be interested in places close to the cinema such as restaurants, bars
or playgrounds (if they are with their kids). The lists of POIs leverage the Place
Search service that is part of the Google Places API 4. These lists are created
considering the relative distances between theaters and POIs and they use the
Google Distance Matrix API 5. In particular Cinemappy shows the POIs that are
in a range of 2 km (about 1.24 miles) from a selected theater.

4.1 The recommender engine

Cinemappy uses several recommendation approaches to suggest movies and the-
aters to the user. Concerning contextual information we leverage both pre-
filtering and post-filtering techniques for the contextual attributes introduced in
Section 2. In particular to model the Companion attribute we use the so called
micro-profiling approach [4], a particular pre-filtering technique. Basically, with
micro-profiling we associate a different profile to the user depending on the se-
lected companion. Also Time is used to pre-filter recommendation results. For
geographical data we use a post-filtering approach. Between pre-filtering and
post-filtering phases, to match movies with contextual user-profiles, we use the
content-based recommendation strategy which leverages DBpedia as the only
information source. Before we continue in the description of the system, a few
words need to be spent on how we model the user profile. In our setting, the user
profile is based on a binary rating such as Like/Don’t like (as the one adopted
by YouTube). Empirical studies on real uses cases, as the one reported in the
official YouTube Blog6, show that even if users are allowed to rate an item on a
five stars scale, usually it happens that they either assign the highest score or do
not give any feedback at all. Therefore, we model ratings using a binary scale.

Contextual Pre-filtering With Cinemappy we recommend bundles of items:
movies to watch in cinemas. For this reason, movies that will not be featured in
the future will not be suggested to the user. Nevertheless, such movies will be
considered in the user profile if the user rated them. Moreover, for the current
temporal and spatial position of the user, we constrain the set of movies to rec-
ommend considering geographical and time criteria. For each user u, the set of
movies Mu is defined as containing the movies scheduled in the next d days in
theaters in a range of k kilometers around the user position. The final recom-
mendation list for u will be computed by considering only items available in Mu.
This kind of restriction on the items with respect to time is a pre-filtering of the
item set and not of the ratings as it usually happens in pre-filtering approaches.

3 https://developers.google.com/maps/documentation/geocoding/
4 https://developers.google.com/places/documentation/
5 https://developers.google.com/maps/documentation/distancematrix/
6 http://youtube-global.blogspot.it/2009/09/five-stars-dominate-ratings.

html
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Regarding the companion context, the micro-profiling approach is modeled by
considering a specific profile for u for each companion cmp:

profile(u, cmp) = {〈mj , vj〉 | vj = 1 if u likes mj with companion cmp,

vj = −1 otherwise}

In this way we are able to apply straightly the pre-filtering approach. When
the user needs recommendations, given their current companion, the service
considers only the corresponding micro-profile.

Content-Based Recommender The recommendation algorithm is based on
the one proposed in [12], enhanced with micro-profiles management.

In order to evaluate if a movie mi ∈ Mu might be of interest for u given cmp
we need to combine the similarity values related to each single property p of mi

and compute an overall similarity value r̃PreF (ucmp,mi):

r̃PreF (ucmp,mi) =

∑
mj∈profile(u,cmp)

vj ×
∑

p αp × simp(mj ,mi)

P

|profile(u, cmp)|
where P represents the number of properties in DBpedia we consider relevant
for our domain (e.g. dbpedia-owl:starring, dcterms:subject, skos:broader,
dbpedia-owl:director) and |profile(u, cmp)| is the cardinality of the set profile(u, cmp).
The term simp(mj ,mi) represents the similarity between the two movies mi and
mj with respect to a property p. The value is computed by adapting the Vector
Space Model approach to an RDF-based setting. A weight αp is assigned to each
property representing its worth with respect to the user profile. The computation
of these weights exploits machine learning techniques as described in [12]. Based
on r̃PreF (ucmp,mi), we compute the ranked list Rucmp

of potential movies that
will be suggested to the user.

Contextual Post-filtering Based on geographical criteria, we apply post-
filtering on Rucmp to re-rank its elements. In particular, for each criterion we
introduce a {0, 1}-variable whose value is defined as follows:
h (hierarchy) : it is equal to 1 if the cinema is in the same city of the current
user position, 0 otherwise;
c (cluster): it is equal to 1 if the cinema is part of a multiplex cinema, 0 other-
wise;
cl (co-location): it is equal to 1 if the cinema is close to other POIs, 0 otherwise;
ar (association-rule): it is equal to 1 if the user knows the price of the ticket, 0
otherwise. This information is caught implicitly from the information about the
cinema;
ap (anchor-point proximity): it is equal to 1 if the cinema is close to the user’s
house or the user’s office, 0 otherwise.
These geographic criteria are combined together with r̃PreF (ucmp,mi) to obtain
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(a) (b) (c) (d)

Fig. 3. Some screenshots of Cinemappy.

(a) (b)

Fig. 4. Location-Based Rating Acquisition Service.

a single score:

r̃(ucmp,mi) = β1 × r̃PreF (ucmp,mi) + β2 × (h+ c+ cl+ ar+ ap)

5

where β1+β2 = 1. In the current implementation of Cinemappy, both β1 and β2

have been chosen experimentally and have been set respectively to 0.7 and 0.3.

4.2 Implementation

Cinemappy has been implemented as a mobile application for Android smart-
phones7. When the user starts the application, Cinemappy displays a list of
movies according to the current contextual user profile (Fig. 3(a)). The user can

7 The apk installer is available at http://sisinflab.poliba.it/cinemappy.
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choose their current companion from a list of different options thus enabling their
micro-profile (Fig. 3(b)). Please note that even if the different user micro-profiles
are empty, Cinemappy is able to suggest movies based exclusively on contextual
information. For each movie in the list, its genres and the distance of the sug-
gested theater from the user position are shown. Hence, the user can click on one
of the suggested movies and look at its description, watch its trailer and express
a preference in terms of I would watch/I would not watch (Fig. 3(c)). Further-
more, the user can find information about the recommended theater or the other
theaters that feature that movie. Based on the theater location, the user could
be interested in places where spending time with their friends, such as pubs, or
with their girlfriend/boyfriend such as restaurants or bars, or with their family,
and in this case maybe the user could be interested in certain kind of places
also adequate for children. To support the user in this choice, the application
suggests POIs by considering contextual criteria (Fig. 3(d)).

Location-Based Rating Acquisition Service User preferences acquisition
plays a very important role for recommender systems in real scenarios. As pre-
viously pointed out, the system allows the user to rate movies while they are
looking at their descriptions. Furthermore, thanks to the ubiquitous-awareness
of mobile systems we are able to ask users to elicit their preferences in a more
pervasive way. We exploit the geo-localization capabilities of mobile devices to
understand if the user watched a movie. Every 90 minutes the application, by
means of a background service, captures the user position. If the user has been
for at least 90 minutes in a similar position close to a cinema in a time span cor-
responding to one or more scheduled movies, we assume that the user watched
a movie in that cinema. In this case, the application asks the user if they went
to the cinema (Fig. 4(a)) and and if a positive answer ensues, the user can rate
one of the movies featured in that cinema (Fig. 4(b)).

5 Related Work

In this section we report on some of the main related works that we consider
relevant to our approach and we classify them as Context-Aware and Mobile
Recommender Systems and Semantics in Recommender Systems. A complete
literature review in the two fields is out of the scope of this paper.
Context-Aware and Mobile Recommender Systems. As argued in [1],
incorporating contextual information in traditional RSs is very important if we
want to increase the quality of returned results. In the paper, the authors describe
a multidimensional approach to recommendations, wherein the traditional user-
item matrix is extended to a multidimensional model by adding new elements
such as place, time, etc.. The context-aware recommendation process can take
one of the three forms, depending on which stage of the process the context is
applied in [2]. These forms are: Contextual pre-filtering, Contextual post-filtering
and Contextual modeling. The post-filtering and post-filtering methods are com-
pared in [20] where the authors, based on some experimental results, propose a
simple but effective and practical way to decide how to use the two methods in a
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recommendation engine. Context-aware recommender systems have attracted a
lot of attention in mobile application. Mobile phones allow users to have access
to a vast quantity of information in an ubiquitous way. In [22], the author details
issues, scenarios and opportunities regarding mobile RSs especially in the area
of travel and tourism. He describes the major techniques and specific compu-
tational models that have been proposed for mobile recommender systems. In
[23] the authors describe COMPASS, a context-aware mobile tourist application
where the context is modelled as the current user’s requests. With regards to
the profile, needs and context information of the user, COMPASS performs a
selection of potentially interesting nearby buildings, buddies and other objects.
These information change whenever the user moves or they change their goal.
In [5] the authors present ReRex, a context-aware mobile recommender system
that suggests POIs. By means of a Web-based survey application, the users are
requested to imagine a contextual condition and then to evaluate a POI. In the
answer the users have in mind the effect of the context on their decisions. The
authors built a predictive model that is able to predict the relevance of such a
POI in the contextual condition. Then, the application uses this model to allow
the user to select the contextual factors and to browse the related context-aware
recommendations.
Semantics in Recommender Systems. The need for a semantic representa-
tion of data and user profiles has been identified as one of the next challenges
in the field of recommender systems [16]. Some ontology-based RSs are pre-
sented in [16] where the authors describe an approach that exploits the usage of
ontologies to compute recommendations. Two systems, Quickstep and Foxtrot,
are introduced that make use of semantic user profiles to compute collaborative
recommendations. The profiles are represented by topics about research papers
with respect to an ontology and the recommendations are computed matching
the topics of the current user profile with the topics of similar users’ profiles.
The authors prove that: ontological inference improves the user profiling; the on-
tological knowledge facilitates the initial bootstrap of the system resolving the
cold-start problem; the profile visualization improves the user profiling accuracy.
A hybrid recommendation system is proposed in [8] wherein user preferences and
item features are described by semantic concepts. These latter are clustered in
order to obtain user’s clusters corresponding to implicit Communities of Interest.
In [18] the authors introduce the so called semantically enhanced collaborative
filtering in which structured semantic knowledge about items is used in con-
junction with user-item ratings to create a combined similarity measure for item
comparisons. In [3] an approach is presented that integrates user rating vectors
with an item ontology. In these works, the experiments prove an accuracy im-
provement over classical collaborative approaches also on the presence of sparse
datasets. Most of the works described so far have been produced when LOD

did not exist. The Web Of Data paves the way to the usage of new and rich
semantic datasets to compute recommendations. In [13] the authors present a
generic knowledge-based description framework built upon semantic networks.
The aim of the framework is to integrate and to exploit some knowledge on sev-
eral domains in order to compute cross-domain recommendations. They use a
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spreading activation method with the purpose of finding semantic relatedness be-
tween items belonging to different domains. dbrec [21] is a music content-based
recommender system leveraging the DBpedia dataset. They define the Linked
Data Semantic Distance in order to find semantic distances between resources
and then compute recommendations. In [11, 12] we present a model-based ap-
proach and a memory-based one to compute CB recommendations leveraging
LOD datasets. Furthermore, we describe and compare several strategies to select
ontological properties (in the movie domain) to be used during the computation
of recommended items. A different hybrid technique is adopted in [17], where
DBpedia is exploited as background knowledge for semantic tags recommenda-
tion. The semantic data coming from DBpedia are mixed with keyword-based
information extracted via Web search engines to compute the semantic relat-
edness between the query posed by the user and the resources available in a
semantic graph.

6 Conclusion and Future Work

In this work, we presented Cinemappy: a context-aware content-based recom-
mender system for movies and movie theaters suggestions. The content-based
part of the recommender engine is fed with data coming from localized DBpedia

graphs and the results are enhanced by exploiting contextual information about
the user. The application has been implemented as an Android application.
Geographic criteria that go beyond the simple geographic distance have been
implemented to fully exploit location-based information. Our future plans are:
(a) evaluate the overall approach with real users; (b) enrich the information used
by the content-based RS with other datasets in the LOD cloud; (c) apply the same
approach to different context-aware domains such as tourist spots recommenda-
tions.

Acknowledgments. The authors acknowledge partial support of HP IRP 2011.
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Abstract. Nowadays, smart devices perceive a large amount of information from

device sensors, usage, and other sources which contribute to defining the user’s

context and situations. The main problem is that although the data is available, it

is not processed to help the user deal with this information easily. Our approach

is based on the assumption that, given that this information can be unified in a

single personal data space, it can be used to discover and learn rules to provide

the user with personal recommendations. In this paper we introduce a Rule Man-

agement Ontology to support the representation of event-based rules that trigger

specific actions. We also discuss how a context listener component can provide

recommendations based on the perceived context-data, or in the future, semi-

automatically learnt rules.

1 Introduction

With the increasing popularity of smart devices, recommender systems can be useful

in providing solutions based on real-time context information perceived by such de-

vices in a ubiquitous environment. As McDonald pointed out, recommender systems

“mediate the user experience in the digital world, and they will be increasingly helpful

in performing the same role in the physical world, thereby filling an important gap in

ubiquitous computing” [11]. Through sensors and device usage information, smart de-

vices can be enabled to continuously accrue context information about repetitive daily

tasks performed by the user; such as changing the mobile mode to silent when arriving

at work, changing online status during a meeting, and opening certain applications and

documents when in presence of other peers.

Data collected by smart devices is usually domain-specific to the application han-

dling it. Having useful information in different domains and in different formats means

that the heterogenous context data collected is not unified under one model. Semantic
heterogeneity is thus another problem limiting the power of smart devices. Although

different devices and their embedded sensors could be used for a common objective,

their use of non-standard data formats means that the context information that they

gather cannot be unified in an interoperable representation. This limitation, associated

with the lack of a common domain model, is tackled in the di.me1 project. The project

targets the unification of the user’s personal information across various heterogeneous

sources, such as social networks and device sensors, into one personal data cloud. This

is done with the aim of assisting the user in daily tasks. In the context of di.me, we

1 http://www.dime-project.eu
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restrict our working knowledge base to cover a personal closed-world environment; by

extending and introducing models that enable the representation of the user’s entire

Personal Information Model (PIM). Unlike in Social Semantic Desktops [14], the PIM

in di.me does not only cover conventional structured data (such as files, emails, status

messages), but also unstructured and abstract data such as user context, situations, and

online presence. This type of data is what will drive our intelligent recommender sys-

tem to perform the desired functions through the di.me userware and intelligent user

interface2.

In this paper we will discuss our plans and progress in relation to the following three

project objectives:

1. The definition of rules for recommendation and automation of tasks, based on the

user’s personal data cloud;

2. Automatic rule learning;

3. The processing mechanism to trigger learnt rules based on the perceived events.

For the first objective we provide a model that allows us to represent the learnt context-

driven rules in a declarative manner. This contribution consists of the di.me Rule Man-

agement Ontology (DRMO)3, an activity rule vocabulary integrated in the di.me knowl-

edge representation models that allows PIM knowledge to be exploited for activity rule

management. For the second objective, we are currently investigating techniques, such

as case-based reasoning (CBR), which allow the system to automatically learn rules

based on the user context-aware history. Currently we allow users to define context-

aware rules using the intelligent user interface available in the di.me userware. The third

objective is that of providing mechanisms to recommend actions to the user based on

the real-time events perceived through the userware. We investigate various techniques

in order to provide a scalable context listener which can provide recommendations or

actions based on the learnt rules and the user’s integrated PIM data.

After discussing the related work (Section 2), we discuss the integration of personal

data in di.me and how open data sources such as LinkedGeoData4 and Sindice5 can

be utilised for recommendation (Section 3.1). The Rule Management Ontology and the

Context Listener are discussed in Section 3.2 and 3.3 respectively. We then discuss tech-

niques for the automatic learning of context-driven rules (Section 3.4), before providing

a real-world scenario (Section 4) and some concluding remarks and discussing future

work (Section 5).

2 Related Work

In this section we look at how earlier efforts have tackled rule modelling, and how they

were applied in various context-aware and event processing systems respectively. We

also discuss techniques on how rules can be learnt automatically.

2 The UI in question is currently being improved to factor in the results of a number of usability

studies. A separate submission detailing its design is currently under review.
3 http://www.semanticdesktop.org/ontologies/drmo/
4 http://linkedgeodata.org/
5 http://sindice.com/
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In [4] and [2], rules are defined by an English-like rule language. The SECE system

provided five different types of hard-coded events [4], and was later extended towards

an ontology-based system [2] in order to enable the automatic discovery of services.

This allowed the users to define rules that give recommendations based on open linked

data services. The SECE language is specific to their system; thus, unlike our proposed

model which is based on Resource Description Framework (RDF), the SECE rule lan-

guage cannot be easily reused on other frameworks. The authors do not give any in-

dication regarding the use of event and logical operators defined in the rule language.

Li et al. [9] presents an event ontology with the aim of describing perceived situations.

This model does not represent rules, but users can define rules by creating patterns

(called processes) of composed event instances using event and logic operators. The

resulting actions are inferred semantic knowledge, from the system knowledge base.

On the other hand, in di.me, the actions give the user recommendations and automation

based on the user’s context-environment. In [10], May et al. present an ontology-based

framework based on the Event-Condition-Action (ECA) pattern in order to integrate

heterogenous semantic web services via rule definition. This framework allows the def-

inition of sub-languages in order to process events from different web services, unlike

the DRMO which is geared towards one domain: the personal information manage-

ment. Sub-languages include detection processors for events defined in rules and for

defining composite events. In contrast, in our model we create properties for composite

conditions. May et al. defined the concepts Event-Condition-Action as three separate

components since in a rule these might be defined with three different languages. In our

case, the Event concept is composed by a number of condition blocks, and if these are

satisfied they trigger one or more actions.

To apply our proposed rule model, we need a rule engine to execute the rules. In [9]

event processes (rules) take perceived events as input and return an inferred semantic
event as output. Their objective is to collect contextual data from the surroundings and

present the user with an intelligent deduction of the current situation. An inference

graph is used to keep track of the detected event concepts. In our context-listener we

apply an event-set to store perceived events. We are also investigating time-window

techniques with the aim of keeping the listener scalable. Rules are then executed on

the event-set in order to provide recommendations. The framework proposed in [9] is

composed of two inference engines; one which identifies rule patterns from perceived

events and the other one which translates low-level event data into higher meaningful

activities. In our case, the latter is being done by another part of the di.me framework,

whilst for the former we do pattern matching using SPARQL6 queries, since the event

data we perceive in the userware is in RDF format. Using SPARQL for pattern matching

allow instances of the DRMO ontology to execute on any triple store. Such technique

was used by Teymourian and Paschke [16], where by using SPARQL to represent event

patterns, they show how semantic events can be used in event detection. When an event

is perceived, the system infers new triples using the system’s event knowledge base.

When the new inferred triples are created, they are sent to a rule-based inference engine

and the engine decides if these triples should be stored in the system or discarded. In

6 http://www.w3.org/TR/rdf-sparql-query/
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di.me, SPARQL queries would not infer new knowledge, but indicate that rules should

be triggered.

The proposed ontology (DRMO) can be used for automatic rule discovery in a

context-aware environment. Similar approaches use ontologies as context models in

Case-Base Reasoning (CBR) techniques [1, 8]. Bai et al. [1] proposed an ontology-

based CBR (OntoCBR) to compare similarity between contexts, in order to reason and

learn rules from a user’s environment rather than rely on pre-defined or user-defined

rules. In OntoCBR, user context is transformed into a situation case and is compared

with other situations which are in the case-base using a semantic similarity measure.

Thus recommendations are given if a situation has a match, in order to propose an ac-

tion which has been carried out in similar situations. Knox et al. [8] make use of sensor

data and CBR for activity recognition in a home environment. Cases are represented by

an ontology which acts as a relationship between sensor data and resulting activities.

The authors show that using CBR, various user activities can be learnt incrementally

without having the need of training data. Similar to these two works, we intend to cre-

ate a case-base from context data using the technique in [8], whilst learning new rules

using similarity measures techniques as outlined in [1]. In order to ensure system scal-

ability, we consider the work presented by Bergmann and Vollrath in [3], in which they

discuss the idea of having a generalised CBR, where similar cases are generalised into

one case in order to reduce the size of the case base.

3 Approach

In this section we first discuss how raw data from sensors and smart devices are inte-

grated within the personal data cloud. We also discuss how linked open datasets such

as LinkedGeoData and data source providers such as Sindice can be utilised to provide

recommendations for the user, based on their current situation. We then introduce the

di.me Rule Management ontology, before exploring how DRMO instances are mapped

into SPARQL queries to simulate production rules. These rules are processed, and if

their conditions are satisfied, the instructed actions are triggered to provide recommen-

dations and automation in the di.me userware. Finally we discuss how we can learn and

define DRMO rules automatically.

3.1 Exploiting Personal and Open Data Cloud for Intelligent Recommendation

The basic goal of the di.me userware is to learn about, gather and integrate the user’s

information and activities through their personal devices and online accounts, in or-

der to provide a single-entry point to their personal data management and to provide

context-aware recommendation and automation. di.me extends an interoperable knowl-

edge representation format based on ontologies for the representation of personal infor-

mation presented in [14], which also covers context-related personal knowledge. The

use of this format allows interoperability with other applications that also utilise the

RDF standard. Strang et al. recommends ontology-based modelling as the most appro-

priate way to engineer the core concepts in a context-aware environment [15]. After
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having such personal information crawled and extracted from devices, it is semanti-

cally lifted onto the ontology-based PIM representation. The latter can then be used as

a knowledge base for defining rules to provide recommendation and automation in the

di.me userware.

Even though our primary focus is that of creating a big personal data cloud, external

linked open data sources can be used to provide richer recommendations based on the

user’s current situation. LinkedGeoData could be utilised to, for example recommend a

nearby restaurant for a user who is in a situation “Out of Office” during “lunch time”.

By gathering user context data surrounding the user, the system can invoke the Linked-

GeoData SPARQL Endpoint to find restaurants located nearby to the current location

of the user. When the data is returned, the userware might make use of a data source

crawler such as Sindice to enrich the retrieved data by adding other information which

might not be provided by the LinkedGeoData, such as restaurant ratings. Sindice is a

web crawler which indexes statements in linked-data resources. This service helps users

find certain resources and allows developers to integrate data from various datasources.

LinkedGeoData and Sindice data sources can be combined with data in the personal

cloud to provide better recommendation. The use of other datasets is also being inves-

tigated.

3.2 di.me Rule Management Ontology (DRMO)

The Rule Management Ontology (Figure 1) is inspired by approaches such as [10].

Rules are modelled on the Event-Condition-Action (ECA) pattern concepts. The ECA

pattern is a structure used in event driven architectures, where the event part specifies on

what event this rule might be triggered, the condition specifies under which conditions

the actions should be triggered and the action part contains what is executed to lead the

system to a new state, causing data to be changed [6]. Unlike the traditional architec-

tures, DRMO rules are not specific to events (such as “on update” or “on delete”), but

all rules can trigger actions if all of their conditions are satisfied. Thus, our pattern is

defined as:

if E[c1, .., cm] =⇒ [a1, .., an] (1)

where event E represents a rule that consists of a combination of conditions c, triggering

one or more resulting actions a.

A rule is represented as a drmo:Event, which is composed (drmo:isComposedOf )

of a number of drmo:Condition ‘blocks’ and triggers (drmo:triggers) one or more

drmo:Action instances (Figure 1), similar to the work presented in [2, 4]. Thus, a DRMO

event corresponds to an antecedent, whereas an action corresponds to the consequent

part of a production rule.

In the ontology we define a number of different condition categories as subclasses

of drmo:Condition. Since our focus is on the personal data cloud, the latter cate-

gories (drmo:ResourceCreated, drmo:ResourceModified, drmo:ResourceDeleted) rep-

resent the different changes affected in the Personal Information Model (PIM), such

as receiving a new email (Resource Created), adding access control to peers on files

(Resource Modified), and deleting a file (Resource Deleted). In the di.me userware we

53



6 Lecture Notes in Computer Science

Fig. 1. The Rule Management Ontology

also allow for users to save personal activity context. A change in known user situations

can be represented as an instance of drmo:SituationActivated, e.g. a change from situ-

ation “AtWork” to situation “AtHome”. The different subclasses help the rule filtering

mechanism according to the perceived system and user events.

Condition blocks can be composed of any information element (resource or class)

on the Semantic Web. In di.me, condition blocks are restricted to elements from the

OSCAF7 ontologies and their attributes, and resources from the user’s PIM. Multiple

conditions are combined together using a number of logical (drmo:and, drmo:or) and

event operators (drmo:succeededBy, drmo:precededBy). The set of operators are de-

fined as properties in the DRMO (Figure 1) and are a subset of the operators used in [9]

and defined in [5]. To explain these operators better, suppose conditions [C1,C2] occur

at an instance of time t:

– Condition C1 AND Condition C2. Both conditions have to occur independent of

time and order for the actions to trigger.

(C1 ∧ C2)(t) = (∃t1)(((C1(t1) ∧ C2(t)) ∨ (C2(t1) ∧ C1(t))) ∧ t1 ≤ t) (2)

– Condition C1 OR Condition C2. For the rule to trigger its actions, only one of the

conditions have to be true at any given time.

(C1 ∨ C2)(t) = (C1(t) ∨ C2(t)) (3)

– SUCCEEDEDBY(Condition C1, Condition C2). The actions are only triggered if

Condition C2 happens at any time after Condition C1.

SUCCEEDEDBY (C1, C2)(t) = (∃t1)(C1(t1) ∧ C2(t) ∧ (t1 < t)) (4)

– PRECEDEDBY(Condition C2, Condition C1). The actions are only triggered if

Condition C1 has happened at any time before Condition C2.

PRECEDEDBY (C2, C1)(t) = (∃t1)(C1(t1) ∧ C2(t) ∧ (t1 < t)) (5)

7 http://www.oscaf.net
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Each condition might also be negated using the drmo:hasNegation property. This

property has a value range of either true or false. A condition may have one or more

constraints (drmo:hasConstraint), for example ‘if I receive an email from Anna’ the

constraint here is that the rule will trigger only when an email from Anna is received.

On the other hand, if a rule condition has a PIM resource such as a saved situation, then

there might be no constraints, for example ‘if I am AtWork’. Generic conditions can also

be defined without constraints, for example the rule ‘if I receive an email’ would trigger

always whenever a new email is received, irrelevant of the sender.

A condition can have three types of constraints: drmo:hasConstraintOnProperty,
drmo:hasConstraintOnSubject, drmo:hasConstraintOnObject. These are used to de-

fine constraints on the event properties, for example the rule ‘If I receive an email
from anna@email.com’, the value ‘anna@email.com’ is a constraint on the property

‘nmo:messageFrom’. To understand the DRMO constraint properties better we demon-

strate the mentioned example as an instance in Listing 1.1:

... #prefix definitions

juan:event1 a drmo:Event ;
drmo:isComposedOf juan:condition1 ; drmo:triggers juan:action1 .

juan:condition1 a drmo:Condition , nmo:Email ;
drmo:hasConstraint juan:constraint1 .

juan:constraint1 a drmo:Condition ;
drmo:hasConstraintOnProperty nmo:messageFrom;
drmo:hasConstraintOnObject juan:constraint1:email1 .

juan:constraint1:email1 a nco:EmailAddress , drmo:Condition ;
drmo:hasConstraintOnProperty nco:emailAddress;
drmo:hasConstraintOnObject "anna@email.com" .

... #action definitions

Listing 1.1. An example of a user-defined rule

In Listing 1.1 the rule (juan:event1) is composed of juan:condition1, which is of type

drmo:Condition and nmo:Email. juan:contraint1 is added to the condition to repre-

sent the constraint given by the rule ‘if I receive an email from anna@email.com’.
This is described in the rule instance as a drmo:hasConstraintOnProperty
‘nmo:messageFrom’ and as a drmo:hasConstraintOnObject ‘anna@email.com’. The

URI ‘juan:constraint1:email1’ is not a resource from the PIM, but it is a generated re-

source of type drmo:Condition since nmo:messageFrom would be expecting a URI of a

resource (e.g. ‘mailto:anna@email.com’) rather than the value itself. These properties

help to transform rules from a DRMO instance into SPARQL queries, as we discuss

in Section 3.3. The drmo:hasConstraintOnSubject property allows for implicit values

such as resources from the PIM, for example ‘PIM:Anna’ to be used in rule constraints.

This allow the rule to be triggered every time an email from Anna is received, if her

email address is in the user’s PIM.

A constraint might also have relational operators in order to compare the perceived

event values with the value of the rule’s condition (e.g. “if I receive an email and the
subject contains di.me”). In di.me, “contains” and “similar” can be used as string oper-

ators,whereas we define operator instances for numeric datatypes such as ≤, ≥, <, and

>.
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The drmo:Action class specifies an action instance (e.g. Recommend), whose

semantics are understood by the system and result in specific actions. The

drmo:hasSubject specifies the receiver of the action whilst the drmo:hasObject spec-

ifies what parameters need to be passed to the executed actions. The parametrisation

of action subjects and objects is similar to that defined in [13], where action instances

are used to classify emails. Examples of action instances could be recommending a

nearby restaurant, where the action instance ‘Recommend’ would have “Restaurant” as

a subject and pimo:Location as an object.

3.3 A Context Listener for Rule Activation

A context listener is required to register defined rules and to activate them when their

conditions are satisfied by the perceived events. Rule instances are transformed into

SPARQL queries and registered to a rule pool in the context-listener. In this section we

will first explain how rules are transformed from DRMO instances into SPARQL. Then

we show how event processing in the context-listener is done.

Transforming rules from DRMO instances to SPARQL - Rules are defined

as instances of the DRMO. As part of the event processing mechanism, the

condition part of the rule is transformed into SPARQL queries which might

be executed at a specific time window, or each time an event is registered

in the PIM. Since we also have logic operators, we discuss how these will

be parsed using an infix to postfix technique. For each rule instance in the

user’s PIM, the transformer maps the drmo:Condition blocks to SPARQL queries.

The properties drmo:hasConstraintOnSubject, drmo:hasConstraintOnProperty and

drmo:hasConstraintOnObject are mapped to a SPARQL triple pattern {?subject ?pred-

icate ?object . } respectively. A negated condition block (drmo:hasNegation) is mapped

into the SPARQL query combining8 ‘OPTIONAL’, ‘FILTER’ and ‘BOUND’. The

negation function is still a feature recommendation for SPARQL 1.19. The transformer

parse logical operators drmo:and and drmo:or in precedence ordering. We decided to

implement a postfix technique since it allows us to define the order of execution from

an infix notation. Multiple conditions composed with the drmo:or property have the

condition triples separated with the ‘UNION’ keyword, whilst those with the drmo:and
have their condition triples joined in one query. SPARQL ‘FILTER’s are used when a

constraint has the drmo:hasPropertyOperator defined. Filters are also used when multi-

ple conditions are composed together using succeededBy and precededBy (Section 3.2),

by restricting patterns using timestamps. The action instances are stored in a separate

object together with the rule instance URI, and not part of the SPARQL query. Listing

1.2 shows how the rule instance in Listing 1.1 is transformed into a SPARQL query.

SELECT * WHERE {
?_cn61 a nmo:Email .
?_cn61 nmo:messageFrom ?_varFE2O8 .
?_varFE2O8 a nco:EmailAddress .

8 http://www.w3.org/TR/rdf-sparql-query/#func-bound
9 http://www.w3.org/TR/sparql-features/

56



Lecture Notes in Computer Science 9

?_varFE2O8 nco:emailAddress ‘anna@email.com’ .
}

Listing 1.2. SPARQL Transformation for rule in Listing 1.1

Event Processing and Pattern Matching - When a rule is transformed to a SPARQL

pattern, it is then registered to a rule pool in the context listener (Figure 2). The trans-

formation of DRMO instances into SPARQL queries help us in the pattern matching

process. Triple patterns can be considered as the antecedents of a production rule, since

instance conditions are transformed into triple patterns that have to be matched in the

working memory. Our working memory consists of an event-set which holds events

perceived by the userware and the PIM. Each time an event is perceived, the event

data is timestamped and stored in the event-set. Using the new perceived information,

Fig. 2. Context Listener

the context listener will then filter rules by category (see Section 3.2) and type (for

example ‘nmo:Email’) to keep only the ones that might be triggered from the perceived

events stored in the set. From these filtered rules, SPARQL queries are executed and

results are returned, triggering satisfied rules and thus performing the specified actions.

Since this is a real-time listener and events are continuously perceived, we need to cater

for events which happened in the past and are no longer required in the Event-Set. The

use of a time window helps us keep the listener scalable by removing past perceived

events, for example, keeping in memory only events that happened in the last hour.

An evaluation will be carried out to find the most appropriate time-window limit for

our usecases. To improve the scalability and efficiency of our context-listener, we are

currently investigating how algorithms such as Rete [7], which speeds up the matching

process, can be integrated in this module for optimisation purposes.

3.4 Learning Rules from Context Data

As discussed in previous sections, the semantic framework in the di.me userware gath-

ers context-related information about the user. Perceived context data is semantically

lifted onto a unique ‘live context’ instance of the Context Ontology (DCON)10 [12]. In

10 http://www.semanticdesktop.org/ontologies/dcon/
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addition, past context snapshots can be timestamped and made persistent as instances

of the User History Ontology (DUHO)11. Thus it is possible to construct a timeline of

events and corresponding actions, as part of a user’s history. Using CBR techniques

mentioned in the related work section, these instances will be analysed to find simi-

lar situation-action patterns, in order to learn and define rule instances automatically.

As a simple example, user John frequently forwards emails with a subject containing

“ISWC” to his student Mary. By analysing the context logs, the system could identify

this pattern and learn this rule. From then onwards, whenever John receives an email

with the subject containing “ISWC”, the system will recommend John to automatically

forward it to Mary.

4 A Rule Scenario

In this section we provide a practical scenario of how a rule instance is defined in

the PIM. We show how our ontologies can represent rules for context-aware recom-

mendation. Listing 1.3 provides an example of a rule, represented as an instance of

DRMO. The rule represents the scenario If I find myself in situation “Out of Office”,
and it is “Lunch Time”, recommend me a nearby restaurant. In this rule we see that

juan:event34, which is an existing resource in the PIM, is composed of two conditions,

juan:condition8 and juan:condition9. The former refers to the previously saved situation

“Out of Office” (<urn:juan:graph:situation14>), and the latter refers to a more complex

condition. Here, the LiveContext is queried to get the current time. Both condition items

are existing resources in the PIM. If the current time instance points at Lunch Time (de-

fined in the PIM), then the action is triggered. “Recommend” is a system defined action

that is used by Juan. The action has two properties, juan:subject1 and juan:object1. The

former defines the type of recommendation needed and the latter passes any parameters

to satisfy the recommendation. The system will transform the instance and parame-

ters into a SPARQL query to an open data endpoint such as the LinkedGeoData which

returns a list of possible restaurants near the user’s current location.

@prefix drmo: <http://www.semanticdesktop.org/ontologies/2012/03/06/drmo#> .
@prefix pimo: <http://www.semanticdesktop.org/ontologies/2007/11/01/pimo#> .

juan:event34 a drmo:Event ;
drmo:isComposedOf juan:condition8, juan:condition9 ; drmo:triggers juan:action4

.

juan:condition8 a drmo:Condition ;
drmo:hasConstraint <urn:juan:graph:situation14> ;
drmo:and juan:condition9 .

juan:condition9 a drmo:Condition , dcon:LiveContext ;
drmo:hasConstraint juan:constraint12 ;
drmo:and juan:condition8 .

juan:constraint12 a drmo:Condition ;
drmo:hasConstraintOnProperty dcon:currentTime ; drmo:hasConstraintOnObject <urn:

juan:PIM:LunchHours> .

juan:recommend a drmo:Action ;
drmo:hasSubject juan:subject1 ;

11 http://www.semanticdesktop.org/ontologies/duho/

58



Lecture Notes in Computer Science 11

drmo:hasObject juan:object1 .

juan:subject1 a rdfs:Literal ;
rdf:value "Restaurants"ˆˆxsd:string .

juan:object1 a pimo:Location ;
pimo:hasLocation <urn:juan:PIM:CurrentLocation1> .

Listing 1.3. An example of a user-defined rule

5 Future Work and Concluding Remarks

In this paper we described our approach for an ontology-driven recommender system

that suggests actions to the user, driven by context and knowledge from their aggregated

personal data cloud. We described how personal data from various sources can be com-

bined with the user’s sensed situational context in order to detect recurring situations

and a vast range of associated actions that can be fully or partly automated. We also

explained how open link data services like Sindice, and data sources such as Linked-

GeoData, can also be exploited by the system to recommend items that are not part of

the user’s personal data cloud, i.e. suggest new, possibly unknown items, to the user.

A rule management ontology, integrated with existing standard ontologies for the com-

prehensive modelling of distributed personal information, is proposed. The ontology

supports the definition of context-driven recommendation rules that are learnt by an in-

telligent system, or defined semi-automatically by the user. The rules are converted from

RDF to SPARQL queries at runtime by a context listener, which continously matches

them against perceived user activities and system events. A matched rule results in a

recommendation being provided to the user.

Currently the implemented protoype only caters for user-defined rules, that can be

intuitively constructed through an intelligent UI. In the future, techniques to enable

the automatic discovery of rules will be further investigated. Further enhancements un-

der consideration are techniques such as the Rete algorithm for a more efficient con-

text listener (performance-wise), and the investigation and evaluation of techniques for

managing rule conflicts. To determine the effectiveness and usability of the proposed

system, we will perform evaluation to determine i) how many different kinds of use-

cases the DRMO ontology is able to cover, ii) the ideal time-window to ensure the

context-listener’s scalability and efficiency, iii) the user’s own assessment of the sys-

tem’s usability and the adequacy of the resulting in-context recommendations.
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Ontology-centric decision support
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Abstract. In the last few years, ontologies have been successfully exploited

by Decision Support Systems (DSSs) to support some phases of the decision-

making process. In this paper, we propose to employ an ontological represen-

tation for all the content both processed and produced by a DSS in answering

requests. This semantic representation supports the DSS in the whole decision-

making process, and it is capable of encoding (i) the request, (ii) the data relevant

for it, and (iii) the conclusions/suggestions/decisions produced by the DSS. The

proposed approach offers many advantages, and have been successfully imple-

mented in an DSS for personalized environmental information, developed in the

context of the PESCaDO EU project.

1 Introduction

Decision support systems (DSSs) are information systems that support users and or-

ganizations in decision-making activities. DSSs have been applied in several diverse

application contexts, to help to take decisions in domains like the medical, legal, com-

puter security, and power consumption management ones.

At an abstract level, we can identify three phases in a decision-making process [1]:

1. the formulation of the decision-making problem;

2. the gathering, storing, and fusion of the data relevant for the given problem;

3. the reasoning on the data to take a decision;

To support the implementation of such process, DSSs usually comprise three main

modules [2]: the (i) dialogue or user module, which supports the interaction of the

user with the system, to formulate the problem and receive in output the result of the

the DSS computation, the (ii) data module, which allows to store the data collected

and processed by the DSS, and the (iii) model module, which implements the decision

support strategy.

Being studied, both theoretically and technically, since the late 1960s, research in

DSSs field has taken advantage in the last decade of the achievements and results

of Semantic Web technologies. In particular, ontologies have recently been adopted in

DSSs in various application domains [3,4,5,6,7,8,9,10], exploited for several purposes:

to support via reasoning some of the decision support phases [6,3,8], to characterize the

data manipulated by the DSS [11,3], and to define the tasks and parameters of the

various modules of the system [9]. That is, so far ontologies have been adopted by

DSSs to support only parts of the decision-making process, mainly to represent the

data and to support their processing for taking decisions.
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In this paper we propose to exploit an ontology-based knowledge base as the main

(enhanced) data structure of a DSS, where all the content and data for a specific de-

cision support request, processed and produced by the system, are stored. In details,

our approach consists in designing the ontology underlying the knowledge base, i.e. the

T-Box in Description Logics (DL) terminology, so that it is capable of formally repre-

senting all the details of the three decision-maikng phases described above, i.e., (i) the

decision support request submitted by the user to the system, (ii) the data that the sys-

tem processes for the given request, and (iii) the new content and conclusions produced

by the DSS from the available data and in view of the given request, possibly together

with some details on how the DSS arrived to those conclusions.

Each single request submitted to the system triggers the instantiation of a new A-Box
of this ontology. The instantiation incrementally occurs in subsequent steps, coherently

with the decision-making process phases. Therefore, at the end of the processing of a

request by the DSS, the A-Box associated with the request contains a structured and

comprehensive description, a semantic request story-plan, of the output produced by

the DSS, linked to the data and the request that triggered that output.

The ontological representation of the DSS data that we propose is used to support

the DSS activities

– as the main, shared, data structure of the DSS;

– as content exchange format between the different modules of the DSS;

– to keep track of all the intermediate data and results produced by the DSS in the

course of solving a problem.

The advantages of using a semantic (ontology based) representation of the main data

structure of a DSS are many. First, differently from what happened in the past where

DSS where closed systems, in the semantic web era most of the knowledge and data

useful to support a decision is available (in heterogeneous formats) in the web. As one

of the main objectives of ontologies is to define shared domain models, an ontology-

based representation of the knowledge in a DSS facilitates the integration of structured

knowledge and data available in the web. Second, in the semantic services era we are

now, a DSS can be seen as any other web-service and therefore it can be combined with

other semantic services. Keeping a semantically rich track of the entire decision process

followed by a DSS in order to reach a conclusion/suggestion/decision, and exposing it

by adopting for instance the Linking Open Data1 principles, enables the combination

of the DSS with other complex services, such as explanation services (for which, just

information about input-output is not enough) or case reuse/adaptation services (which

can adapt the entire reasoning chain done by the DSS to slightly different cases). Fi-

nally, the third advantages is the fact that some of the inference steps of the DSS can

be performed via state of the art logical reasoning services, as for instance rule engines

or ontology reasoners.

The proposed approach has been successfully applied in a running personalized

environmental DSS, in the context of the PESCaDO EU project, where its features

and advantages have been empirically demonstrated.

1 http://linkeddata.org/
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2 The PESCaDO Use Case

Citizens are increasingly aware of the influence of environmental and meteorological

conditions on the quality of their life. One of the consequences of this awareness is

the demand for high quality environmental information and decision support that is

tailored (i.e., personalized) to one’s specific context and background (e.g., health con-

ditions, travel preferences). Personalized environmental information may need to cover

a variety of aspects (e.g., meteorology, air quality, pollen) and take into account a num-

ber of specific personal attributes of the user (e.g., health, age, allergies), as well as the

intended use of the information.

The goal of the PESCaDO EU project2 is to develop a multilingual web-service

platform providing personalized environmental information and decision support. This

platform takes advantage of the fact that nowadays, the Web already hosts a great range

of environmental nodes (i.e. web-sites, web-services, open data repositories) that offer

data on each of the above aspects, such that, in principle, the required basic data are

available. The challenge is thus threefold: first, to discover and orchestrate these envi-

ronmental nodes; second, to process the obtained data in accordance with the decision

support needs of the user; and, third, to communicate the gained information in the

user’s preferred mode.

For a general overview of the running PESCaDO system3, and the type of infor-

mation produced, check the demonstration video4, or directly play with the on-line

demonstrator5. Shortly, users submit a decision support request to the system (e.g. “I
want to do some hiking in Nuuksio Park tomorrow: is there any health issues for me?”),

specifying in full details the type of request, the type of activity (if any) they want to

perform, their profile, the geographic area and the time period to be covered. Then,

the system (i) determines the data relevant for the request, (ii) retrieves the data from

environmental nodes providing them6, (iii) processes these data providing conclusions

(e.g., warnings, recommendations) according to the needs of the users, and, finally, (iv)

generates reports (e.g., text, tables, graphics) to be communicated to the user.

3 The Decision Support Knowledge Base

We propose a reference architecture for designing ontology-based knowledge bases

for decision support systems, called Decision Support Knowledge Base (DSKB).

It aims at guiding the development of an OWL [13] ontology capable of representing

in a connected and comprehensive way all the content relevant for a given decision

support request. In details, in our approach each decision support request is associated

with an A-Box (i.e., a set of individuals and assertions on them) instantiating the T-Box

part of the DSKB (see Figure 17). The DSKB T-Box, to which we refer to as Deci-
2 http://www.pescado-project.eu
3 A more comprehensive description of the system workflow can be found in [12]
4 http://www.youtube.com/watch?v=c1Ym7ys3HCg
5 Accessible from the project web-site, or directly here http://193.145.50.130/
6 More precisely, data are hourly distilled from web-sites and stored in a dedicated repository, so

when a decision request is submitted to the system, this database is actually queried for data.
7 The three parts of each request A-Box correspond to the components of the T-Box.
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Fig. 1: The Decision Support Knowledge Base

sion Support Ontology (DSO), comprises three main components, namely Problem,

Data, and Conclusions. These three components are connected by relations between

the corresponding elements. As shown by Figure 1, these relations are8: hasData and

hasConclusion, which relates a problem description with the data relevant for it and

the conclusions provided for it by the DSS, and ProduceConclusion which connects

the data with the conclusions they trigger. As we will remark in Section 3.4, these ob-

ject properties allow to relates the instances of the different components of the DSO,

to assembly a connected semantic request story-plan. Furthermore, these properties are

particularly useful for explanation purposes: e.g., the ProduceConclusion property al-

lows to keep track of what data triggered a certain conclusion of the DSS.

Next, we describe each part of the DSKB, reporting the details of its implementation

in the context of the PESCaDO DSS9.

3.1 Problem component

The purpose of this component of the DSKB is to formally describe all the aspects

of decision support problems that the user can submit to the system. In its simplest

form, this component could consist in a taxonomy of the request types supported by

the system, enriched by the additional input parameters that are needed by the DSS to

provide adequate decision support to the users (e.g., date/time of the request). In more

advanced situations, a problem description may include also aspects of the users profile

8 The set of object properties here presented is not exhaustive, and can be further extended

depending also on the application context.
9 The DSO of the PESCaDO DSKB consists of 210 classes, 99 object properties, 42 datatype

properties, and 641 individuals, and it is available at: http://www.pescado-project.
eu/ontology.php
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(e.g., age, preferences, diseases), or other additional problem features that may affect

the decision support provided by the DSS. This component may also be used by the

DSS dialogue module to guide (and constrain) users in composing a request.

PESCaDO Problem component The Problem component defined for the PESCaDO
system comprises three interrelated parts: Request, Activity, and User. Request de-

scribes a taxonomy of request types supported by the system (e.g., “Is there any health

issue for me?”, “Do environmental conditions require to take some administrative ac-

tions?”). User enables to describe the profile of the user involved in the request. Exam-

ples of the aspects modelled in this component are the user typology (e.g., end-user or

administrative user), the age of the user, the gender, diseases or allergies the user may

suffer from. Finally, Activity describes the activities the user may want to undertake,

and that may affect the decision support provided by the system. For instance, differ-

ent factors are considered by the DSS if the user decides to do some physical outdoor

activity rather than travelling with public transportation.

These three sub-components are interrelated by object properties (e.g., a request has

to have a user profile associated with it, and may involve an activity the user wants to un-

dertake) and axioms that constrain the possible combinations allowed. The PESCaDO
user interface module has been developed to dynamically read this constraints from

the ontology, to guide the users in formulating their decision support problems. For in-

stance, the subclass restriction “hasRequestUser only AdministrativeUser” on request

class “CheckAirQualityLimits” states that the request for checking the air quality limits

can be submitted only by administrative users. Similarly, the restriction “hasReques-

tActivity some (AttendingOpenAirEvent or PhysicalOutdoorActivity or Travelling)”

on request class “AnyHealthIssue” enables to propose to the users only some activities,

those of type “AttendingOpenAirEvent” or “PhysicalOutdoorActivity” or “Travelling”,

forcing them to select one of those. Further parameters are also defined to allow the

specification of all the necessary details to compose a complete problem description:

for instance, the time period and geographical region considered in the request.

3.2 Data component

The purpose of this component of the DSKB is to formally describe the data accessed

and manipulated by the DSS. For instance, in the case of an environmental DSS, the

Data component could describe physical phenomena observations like temperature,

humidity, or wind speed, while in the case of a financial DSS, it may represents stock

market rates or currency exchanges.

To some extent, this component play the role of the domain ontology of the DSS
application. Differently from the other two components of the DSO which are more

application-oriented, an ontology to be used as Data component may be already avail-

able in the web, and thus reused in the DSKB. By adopting an ontological representa-

tion of the data processed by the DSS, we favour the integration of (structured) data

provided by heterogeneous sources, like web-sites or nodes of the Linking Open Data

cloud. For instance, this approach enables to easily exploit for decision making pur-

poses the data exposed by smart city initiatives, like the SmartSantander project10.

10 http://www.smartsantander.eu/
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All the aspects of the data that may affect the conclusions taken by the DSS should

be described in this component: e.g., validity, provenance, trust, uncertainty. For in-

stance, the Data component may incorporate standardization efforts like the Open

Provenance Model [14].

PESCaDO Data component The Data component in PESCaDO describes the envi-

ronmental data used by the system to provide decision support: e.g., meteorological data

(e.g., temperature, wind speed), pollen data, and air quality data (e.g., NO2, PM10, air

quality index). All the necessary details to comprehensively represent observed, fore-

cast, or historical data are included, such as values (both quantitative and qualitative

values are supported), the time period covered by the data, and the type of the data

(e.g., instantaneous, average, minimum, maximum). Concerning the values, the map-

ping between qualitative values and quantitative ones is also encoded in the ontology:

for instance, a moderate quantity of birch pollen in the air correspond to a concentration

between 10 and 100 grains per meter cube of air. Detailed information on the environ-

mental node providing the data is also representable, like its type (e.g., measurement

station, web-site, web-service), geographical location, and confidence value.

The development of the Data component in PESCaDO has involved (i) the reuse

of (part of) some already available environmental domain ontologies (e.g., SWEET11),

(ii) the application of techniques for automatic ontology extension [15] (e.g., to define

the pollen sub-domain), and (iii) the contribution of environmental domain experts.

The ontological representation of the data processed by the PESCaDO DSS is

exploited by a component of the system (the Data Fusion Module) to integrate, for

decision-making purposes, the input data coming from heterogeneous sources and ob-

tained with different techniques, like by querying environmental web-services or by

distilling data from text and images of environmental web-sites.

3.3 Conclusions component

The purpose of this component of the DSKB is to formally describe the output produced

by the DSS by processing the problem description and the data available. Examples of

the content to be produced are warnings/suggestions/instructions, as well as the results

of further processing of the data (e.g., data aggregations, data analysis results). Details

on the confidence of the system about this content may also be represented, for instance

supporting the possibility to assign a weight. Furthermore, if needed, this component

may also allow to represent the feedback left by the users about their degree of satisfac-

tion of the content produced by the DSS for the submitted request. We also recall that

the “ProduceConclusion” property links the conclusions produced by the DSS to the

data that triggered them, an information that may be exploited for explanation purposes.

PESCaDO Conclusions component The Conclusions component in PESCaDO
allows to describe conclusions like warnings, recommendations, and suggestions that

may be triggered by environmental conditions, or exceedances of air pollutants limit

values that may be detected from the data. An example of warning type encoded in

11 http://sweet.jpl.nasa.gov/ontology/
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the PESCaDO DSKB is the one to be triggered if the hourly NO2 concentration ex-

ceeds the EU limit value, having the following message text attached: ”Nitrogen dioxide
causes respiratory symptoms especially in children and asthmatics, because high con-
centrations of this gas cause contraction of the bronchial airways. It may increase the
sensitivity of the airways to other irritants such as cold air and pollen.”

A warning issued by the PESCaDO system for a given decision support request is

represented as a new instance in the A-Box associated with the request, having an object

property asserting the type of warning, and a datatype property asserting the relevance

(a decimal value in [0..1]) of the warning for the current problem request.

3.4 Semantic request story-plans

The three components of the DSO provide a schema to represent the main aspects of

a decision support request. Therefore, for any given decision support request submitted

to the system, the actual content about these three aspects of the given request can be

formalized as a set of individuals, and assertions on them, instantiating the T-Box part

of the DSKB. This results in a connected set of triples, what we called a semantic

request story-plan. A semantic request story-plan is an RDF graph covering all the

aspects of any decision support request: its formulation, the data relevant for it, and the

conclusions generated by the DSS from the data.

An A-Box of the PESCaDO DSKB Figure 2 shows an excerpt of an A-Box instan-

tiating the proposed schema. The three blocks in Figure 2 corresponds the three com-

ponents of the T-Box, of which the subjects of the assertions instantiate some classes.

Note the connections between the individuals of different components, highlighted in

(red) boxes and corresponding arrows.

4 Incrementally building semantic request story-plans

Coherently with the main phases of a decision-making process (see Section 1), semantic

request story-plans are incrementally built by DSSs in three consequent phases.

Phase1: Instantiation of the problem In the first phase, the problem part of the DSO is

instantiated. This occurs when the user submits the request to the DSS via the dialogue

module. That is, a module of the system processes the input selections and parameters

provided by the user, and generates the instances and assertions characterizing the user

decision support request. A consistency check of the input instances with the schema

defined by the DSO can be performed via reasoning, to verify that the user request is

compliant with the problem supported by the DSS.

Phase2: Instantiation of the data In the second phase, the actual data which will be

used by the DSS to provide decision support, and generate the final conclusions, are

instantiated in the A-Box, and connected to the instances describing the problem be-

ing processed. First, the DSS determines which data are relevant for the user decision
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Fig. 2: An A-Box of the PESCaDO DSKB

support request submitted. For this purpose, different strategies and techniques can be

exploited. In PESCaDO, we encoded in the DSO some mappings between the three

parts (request, user, activity) of the Problem component, and the types of environmen-

tal data formalized in the Data component, to represent that certain environmental data

are relevant for some problem aspects. These mappings, defined together with the do-

main experts involved in the project, are formalized as OWL hasValue restrictions on

the classes of the Problem component. For instance, a restriction of the form “hasRel-

evantAspect value Rain” on the class characterizing the users sensitive to some pollen,

states that data about precipitation should be retrieved and taken into consideration

when providing decision support for this typology of user. By modelling the mapping

this way, the environmental data types for which to retrieve data about, can be automat-

ically determined via DL-reasoning, simply checking the new assertions inferred by the

reasoner to the request, user, and activity individuals forming the current user decision

request.
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Once the data to be used are determined, the module of the system in charge of re-

trieving these data from the data sources can instantiate them in the DSKB according to

the schema defined in the Data component. The connection of the ontology individuals

formalizing the data with the individuals formalizing the request under processing is

also instantiated (see the “hasData” assertions - first red box - Figure 2).

Phase3: Instantiation of the conclusions In the third phase, the conclusions triggered

by the data according to the user decision support request are instantiated in the A-Box.

The way conclusions are computed depends on the techniques for decision support

implemented in the DSS. For instance, in PESCaDO we implemented a module re-

sponsible for computing conclusions which combines some complementary techniques,

based on DL-reasoning and rule-based reasoning. More in details, a two-layers reason-

ing infrastructure is currently in place: the first layer exploits the HermiT reasoner [16]

for the OWL DL reasoning services. The second layer is stacked on top of the previous

layer, and implements the Jena [17] RETE rule engine, which performs the rule-based

reasoning computation.

Once the conclusions are instantiated in the DSKB according to the schema defined

in the Conclusions component, they are also connected to the individuals formalizing

the request under processing (see the “hasConclusion” assertions - second red box -

Figure 2), and to the data triggering them (see the “ProduceConclusion” assertions -

third red box - Figure 2).

Each semantic request story-plan is maintained by a DSS at least for the lifetime

of the processing of the request by the system. Then, the DSS can dispose of the story-

plan, or it can archive it in a dedicated cases repository for other purposes (see Sec-

tion 5). Note that, especially for web-based DSSs like PESCaDO, where simultaneous

requests may be submitted by users to the system, several semantic request story-plans

may be there at the same time in the DSKB. To manage them in parallel, the DSS can

adopt an ontology pooling mechanism [18]: multiple in-memory ontologies (aka pools)

are available in the system, and each decision support request submitted to the DSS is

assigned exclusively to one of these pools. This solution, adopted in the PESCaDO
DSS, allows to keep the size of the ontology used in each pool relatively small (on

average the PESCaDO system is working with A-Boxes containing approximatively

20,000 triples), allowing to efficiently exploit the ontology also for some DL-reasoning

tasks, like the ones we previously described in this section.

5 Exploitation of semantic request story-plans

In this section, we present a couple of examples where the semantic representation of a

request story-plan can be further exploited to offer additional enhanced services.

5.1 Natural language generation of DSS reports

At the end of a DSS computation, the A-box associated with a decision support request

contains a complete “semantic” snapshot of all the information processed and produced
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by the DSS for the given request: it contains a complete description of the user request,

the data relevant for the request and that were used for the decision support compu-

tation, and the conclusions and inferred content produced by the DSS together with

the information on what triggered those conclusion. All this information can be used

to automatically generate a text, summarizing and explaining in natural language the

most relevant information to be reported to the user. In the context of an environmental

DSS, like in PESCaDO, this automatically generated text, which may complement

information provided by the system in graphical or tabular form, is especially appreci-

ated by laymen, or even media corporations which may directly spread it through their

communication channels.

In PESCaDO, an approach for multilingual personalized information generation

from dynamically instantiated ontologies is adopted [19]. Two modules are involved

in the information generation: the text planning module and the linguistic generation

module. In particular, the text planning module consists of a content selection and a

discourse structuring phase, both performed on a dynamically instantiated ontology

(e.g., the T-Box + an A-Box of our DSKB) extended by an additional ontology mod-

ule capable of representing content selection schemas and elementary discourse units.

The output of the text planning module is thus an instantiated ontology enriched with

information on the content selected, and the way the text should be organized. This

constitutes the input of the linguistic generation module, which produces the text in

the three languages supported by the system. Next we report an excerpt of the kind of

text produced by the PESCaDO system by exploiting the semantic request story-plan

representation

Situation in the selected area between 08h00 and 20h00 of 07/05/2012. The ozone warn-

ing threshold value (240g/m3) was exceeded between 13h00 and 14h00 (247g/m3),

the ozone information threshold value (180g/m3) between 12h00 and 13h00 (208g/m3)

and between 14h00 and 15h00 (202g/m3). The minimum temperature was 2◦C and the

maximum temperature 17◦C. The wind was weak (S). There is no data available for car-

bon monoxide, rain and humidity.

Ozone warning: ozone irritates eyes and the mucous membranes of nose and throat.

It may also exacerbate allergy symptoms caused by pollen. Persons with respiratory

diseases may experience increased coughing and shortness of breath and their functional

capacity may weaken. Sensitive groups, like children, asthmatics of all ages and elderly

persons suffering from coronary heart disease or chronic obstructive pulmonary disease,

may experience symptoms. [...]

5.2 Semantic archive of request story-plans

The semantic request story-plans produced by the DSS could be archived in a seman-

tic repository (e.g., a triple store like Virtuoso [20]), whose schema is defined by the

DSO of the DSKB. This allows to build an incrementally growing archive of all the

decision support requests handled by the DSS, together with the data used to process

each request and the conclusions generated, as well as some feedback of the user on the

decision support provided by the system.

This semantic archive of request story-plans can be exploited for several purposes,

enabled by the possibility to semantically access/query its content. For instance, the
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archive could be used to fine-tune the decision support strategies implemented in the

DSS by querying and inspecting the requests not positively rated by the users. Sim-

ilarly, in the case of DSSs implementing case-based reasoning strategies, the posi-

tively rated requests could be used to strengthen the selection of cases used for tak-

ing decisions. Furthermore, thanks to the precise semantic provided by the DSO, this

archive could be exposed to the world, adopting the Linking Open Data philosophy.

Therefore, the content of the archive could be further exploited by other applications

or web-services, like for instance a case reuse/adaptation service which can adapt to

slightly different cases the decision-making process done by the DSS, the main phases

of which are tracked in each semantic request story-plan. Relevant statistics could also

be produced by querying this semantic archive: e.g., in the context of PESCaDO, one

may be interested in checking how frequent is the occurrence of warnings, triggered

by environmental conditions, reported to sensitive users, or which type of requests are

more frequently submitted by each of the various typologies of users.

6 Conclusions

In this paper we proposed to employ an ontology-based knowledge base as the main

data structure in DSSs. In our approach, to each decision support request submitted

to the DSS corresponds a semantic request story-plan in the knowledge base, which

describes in a structured way (i) the request itself, (ii) the data relevant for the request,

and (iii) the conclusions/suggestions/decisions generated by the system by processing

the data. We described the possible usages and advantages offered by the proposed ap-

proach, demonstrating them in a concrete implementation for an environmental DSS,

developed in the context of the PESCaDO EU project. In details, the PESCaDO DSS
shows that a semantic representation of the content processed and produced by a DSS
enables (i) to integrate heterogeneous sources of data available in the web (e.g., web

sites, web services), (ii) to track, and to expose in a structured form to additional ser-

vices (e.g., a natural language report generation service), all the content processed and

produced by the DSS for each request, and (iii) to exploit logical reasoning for several

of the inference steps of the DSS decision-making process. The PESCaDO DSS was

positively evaluated by a team of environmental experts, who judged an appropriate-

ness of 90% and a completeness of 87% of the content produced by the system on some

exemplar scenarios considered12.
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Abstract. Since a few years there has been an explosion of communication 
possibilities. The wide number of communication channels available nowadays 
brings, with no question, enormous benefits for the users, however it brings 
new challenges as well. The choice of the best communication channel not only 
depends on the characteristics related to the channel itself (QoS, rates, etc.); the 
user context (location, personal agenda, etc.) affects the decision as well. The 
combination of all the factors generates a list of variables impossible to handle 
by the human being. The information available about channels, together with 
the information that smart devices are able to extract from the user context, 
make possible to introduce a computing system to help the user in selecting the 
most appropriate communication channel. 

In this paper we present RING, a context-aware ruled-based recommender 
system for the automatic Redirection of incomING communications based on 
Semantic Web, that allows users to receive any kind of communication through 
the best channel available depending on his context and personal preferences. 

Keywords: Communication Channels, Semantic Web, Context Ontology, Rule-
based Recommender. 

1   Introduction 

Within the telecommunications, telephony is one of the technological development 
fields with an ever-growing demand for services in recent years. Today, the fact of 
being able to establish different communications anywhere at any time is a request 
from users. This is the reason why, to ensure they have access to the communications 
channels they require, they used to be subscribed to several communication services. 

Voice services currently offered by the telecommunications operators consist on 
fixed telephony, mobile telephony and voice over IP (VoIP). The variety of voice 
services, along with the infinite possibilities regarding companies, devices, etc., 
promotes the increment of multi-connected users; users that have multiple active 
connections through single or multiple voice services. As might be the case of a user 
with more than one SIM card, multiple telephone lines (in the same or different 
location) and multiple registrations to operate with VoIP. This situation makes the 
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user to become a “communication center” and the need for new technologies to 
handle the single user - multi-channel communication paradigm arises.  

On the other hand, the consumer behavior has dramatically changed during last 
years on the way they are carrying out the communication. Twitter, Facebook, SMS, 
WhatsApp, BBM (BlackBerry Messenger) and many others have pushed the typical 
synchronous voice communication into the background. These new tools or 
technologies offer the possibility of an asynchronous multi-channel communication. 
The user will decide to use or to be addressed at one of these services depending on 
his/her current location, as on economic and social factors, this is the user’s 
information context. 

The goal of the recommendation system proposed in this paper is to provide the 
best outbound communication channel, in order to reach the end-user based on the 
current user’s context. Therefore, it could make possible the integration of all the 
services of a given user in a unique endpoint. This can be used, for instance, for 
redirecting incoming calls to the service which better fulfills the requirements of the 
destination user at a given time. The system would offer a "virtual integration" of 
voice services, providing flexibility and adaptability when routing voice traffic, 
deciding the service which will carry out the communication in order to fit the user 
necessities. 

Ontologies describing the user’s context can be employed to support processes 
focused on user features, situation and preferences, as for instance rerouting calls 
systems. User profiling is commonly used to support customization and flexibility [1]. 
RING ontology aims at creating a user’s context model for describing the current 
situation of a user with reliable information to be used for outbound communication 
channel recommendation. 

The smart phones, social networks and, in general, the Information Technologies 
allow extracting reliable information of the user’s context, so-called Context 
Awareness. It deals with the fact that smart phones typically include apps (i.e. 
contacts or agenda related apps), multiple sensors and features that can be used to 
define the user’s current situation in a very accurate manner at any time. Also the 
social networking services make possible to improve and verify this information. In 
consequence, information as location, current activity, relationships, social status, 
camera input, etc., can be used to establish the user’s context [2]. 

As the user’s context information is extracted from independent and heterogeneous 
systems, like smart phone GPS, Outlook agenda, social networks, etc. Several agents 
are dealing with the context information recording and semantic annotation. 

Ontologies have been proved to be an effective mean for representing knowledge 
related to user context. Ontologies depict concepts and relationships at a high level of 
abstraction, which allows human beings to understand the model representation. Well 
designed ontologies enable machines to use the knowledge-base and apply reasoning 
techniques to obtain results [1]. 

The remainder of this paper is organized as follows. Section 2 provides a thorough 
related work as a starting point. In Section 3 a motivation example is presented to 
introduce the problem faced in multi-channel communication. Section 4 explains and 
defines the RING user’s context ontology. The application of RING ontology to a 
communication channel rule-based recommendation system is illustrated in section 5. 
Finally, section 6 shows the conclusions and future work. 
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2   Related Work 

The term Semantic Web has recently been coined to designate the next-generation 
Web, where content, which has semantic information, are independent of the 
presentation to the user, and can be processed automatically without human 
intervention. This creates an environment where software agents can perform tasks 
efficiently [3]. 

The Semantic Web requires a formal structure to represent the knowledge 
associated with the data, which is the role that ontologies are playing [4]. The two-
pronged use of ontologies has the dual functions of allowing humans to grasp the 
meaning of any element having a well-defined vocabulary and, secondly, having 
formal semantics to support reasoning. In our approach, using semantic technologies 
as the key technology enables the data management of data generated due to the use 
of smart mobile phone devices (aka. Smartphones). This technology has already been 
used to represent knowledge in a variety of domains, such as clinical [5,6], 
organizational memory [7,8], knowledge management [9], bioinformatics [10] and 
even e-learning [11]. Ontologies allow the knowledge they contain can be reused and 
shared, so that their use greatly reduces the effort needed to implement expert 
systems. Ontologies are a key technology for the Semantic Web [12]. 

In this work we focus on context ontologies, they are used in context-aware 
systems, such as the one we propose, which exploit contextual information in order to 
generate recommendations or provide relevant information to the users [13]. A 
number of context ontologies have been developed for a variety of fields [14,15,16], 
there have been some efforts, as well, in the development context ontologies for 
mobile environments [17,18], it is worthwhile to mention the ontology in [19], where 
the authors present a context ontology in the mobile environment with the objective of 
representing the knowledge about the user regarding his interaction with mobile 
devices. This approach is similar to the one we present whilst this manuscript, 
however, our focus is not just on mobile devices, we consider all the possible 
communication channels that a person can use, and the contextual information that 
can be extracted from them. 

By leveraging the Semantic Web technologies, recommendation agents enhance 
their understanding of users and their needs. The recommender systems can offer 
specific recommendations for a given user by means of personalization techniques 
[20]. Among them, rule-based techniques are well established and broadly used [21]. 
Regarding rule-based systems, a number of efforts have discussed automated 
extraction of rules as input to an expert system [22]. A large number of rule-based 
systems are also applied to very different fields such as process controlling [23], 
different process types optimizations [24] and treatment recommendation [25] among 
others. Further efforts explain the benefits of the application of such systems ([26] 
and [27]), from a theoretical perspective. 

Finally, there are context-aware applications in the same field of this paper, such 
as [28] for call forwarding, [29] for reminders, [30] for social events, etc. 
Nevertheless, to the best of our knowledge, there is no previous work that has 
developed a complete ontology for all the possible communication channels to use it 
in a context-aware rule-based recommender system. 
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3   Motivating Example: Where the hell is Matt? 

“Where the hell is Matt?” refers to a viral video series, where the protagonist, Matt, a 
young American traveler, from Westport, Connecticut, was dancing around the world 
with local people in front of famous landmarks and sightseeing spots. 

We live in a dynamic world where people, like Matt, change their location and 
context in a short interval of time. Thus, the telecommunication operators have been 
driven to increase the amount of communication services in order to fulfill the ever-
growing user’s requirements. Due to the effort carried out by the telecommunication 
sector, very likely, Matt was able to communicate with his relatives from almost all 
the places where he was dancing in a multi-channel communication approach. 

These services or communication channels differ from each other in their quality 
of the service (QoS), rates, security, networks and protocols, type of communication 
(synchronous or asynchronous), etc. In Matt’s case, we can consider that during his 
trips he had to deal with communication problems, such as different time zones, high 
voice call rates, lack of 3G connection, etc. Therefore, probably Matt would have 
loved to specify the best communication channel for every situation, depending on the 
features offered by the different services and based on his context. 

Although his friends and relatives were aware of his location due to the pictures 
and videos that Matt was uploading to his personal blog, it is quite sure that Matt, as 
any other young people, was making use of multi-channel communication, by means 
of different technologies and tools besides his blog, as social networks (i.e. Twitter or 
Facebook), instant messages programs (i.e. gChat, Microsoft Messenger or Whatsapp) 
VoIP services (i.e. Skype or VoipBuster), landlines in hotels and hostels, mobile 
phone, etc. Nevertheless, Matt went to remote places, where he was not reachable by 
any communication mean, due to lack of network coverage, unavailable services due 
to location, impossibility of accessing any endpoint, etc. In consequence, the 
communication was, sometimes, hard or even unfeasible. That situation caused family 
and relatives trying to connect through all the possible communication channels, as 
they did not know where, when, and how he was going to be available. In this 
situation, the recommender ensures that if there is at least one communication channel 
available, it will choose it automatically. It means that a single communication 
attempt, which does not succeed, is enough to be sure that Matt is not available at all. 

For instance, when the network coverage was too low to maintain a regular 
conference over mobile phones due to several interruptions in the communication 
channel, Matt would have rather use SMS communication or chatting application on 
his smart phone or laptop. Or, when the availability of high speed internet access 
allowed him to use VoIP services, he would rather choose that than a costly 
international voice call over the landline. We can even imagine that he was in extreme 
situations where the only communication channel available was the phone of the chief 
of an African tribe; a rule in the recommender to forward all the communication to 
that phone would have been a great help for Matt. 

In a nutshell, we face two different problems in the scenario presented here. The 
first one refers to the fact of managing different telephone numbers and usernames for 
a single user in order to be able to set up a communication, this is, know all the 
communication channels endpoints. And the second problem is about choosing the 
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service that better covers the communication requirements for the user based on 
destination user’s context. 

The overall situation could have caused communication problems among his 
friends and relatives to reach Matt over a communication channel. The 
aforementioned problem can be solved by means of a recommendation system which 
tells the user who establishes the communication, the best communication channel to 
reach the destination user at a given moment. 

This recommendation system should be able to know Matt’s context (location, 
preferences, communication channels and their characteristics, etc.). To define the 
context, a semantic approach, by means of an ontology, as RING ontology presented 
in this paper, can be used for semantic reasoning, inferring logical consequences from 
a set of rules to be able to make recommendations of the best outbound channel to 
establish the communication. 

4   RING Ontology 

The RING ontology captures the model of the callers’ information along with 
necessary context, such as location, preferences, communication channels, planned 
events or trips. The data stored within the system (modeled after the RING ontology) 
is used as an input to the recommendation system that is driving the process of 
communication channel selection. Its main task is to ensure that the communication is 
successfully established with the other party, which may be a phone call, a message or 
a VoIP videoconference. 

Figure 1 shows the overview of the process of establishing voice connection 
supported by the RING system. The knowledge for making necessary decision consist 
of 3 main parts: (i) the data model represented as lightweight ontology (providing 
definition of concepts, relationships and taxonomies of classes), (ii) rulebase 
capturing the behavior of recommendation system and (iii) profiles data set. 
 

 

Figure 1: Functionality of RING´s Ontology. 

The high-level overview of the data model is presented on Figure 2. It consist of 5 
main pillars:  
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• Geolocation data – a history of user locations (including the most recent one) 
for building the location profile. It is later related with communicators used 
in certain places (such as using fix line at home, skype at work, etc.). 

• Event schedule – user-planned events (e.g. 2-week travel to Egypt in first 
half of June). The schedule has priority when directing the message to the 
recipient, as only a subset of available message channels can be available 
abroad. 

• Contact – list of user’s contacts with their numbers (or account identifiers, 
depending on the communicator). 

• Communicators – account list of communicators used by the user. 
• Preferred communication channels – list of preferred communication 

channels (e.g. voice, video, message). 
While description of the whole ontology is beyond the scope of the paper, we only 

explain part of it, to give the reader a gist of the motivation that leaded us to use a 
context ontology in the RING system. 

 

 

Figure 2: High-level ontology model. 

 
Figure 3 shows a fragment of the RING ontology, which contains the event 

schedule part. The specific event is an instance of class event, i.e. travelWilliam that 
contains details of the travel (such as date, destination, etc). It is connected to the 
concrete user through the relation . Each Event 
class provides additional characteristics that improve the decision process, such as 
additional communication means. This can be, for instance, availability of work 
phone during the working hours (for  event type). 
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Figure 3: Example of the Event Schedule ontology fragment. 

 
While the five RING pillars describe several aspects of the user’s profile, actually 

they are connected through a much higher number of relationships. Those 
relationships represent not only facts gathered by the system (ubiquitous geolocation 
snapshot of user activity, call history, custom habits) or future plans (planned events), 
but most of the additional knowledge inferred from all the previous facts by applying 
the forward chaining rulebase system (based on Drools1 rules). 

5   Rule-based Recommendation System: reasoning over the RING 
knowledgebase 

The rule-based recommendation system is being driven by general rules and user 
preferences. In this way, the recommendation system is using a semantic reasoning 
engine to be able to infer logical consequences from RING context-aware ontology. 
The materialized factbase is later augmented with custom, domain-specific 
knowledgebase in a form of if-then rules (production rule system). Inferred facts (in a 
form of new data relations) are crucial for communication channel recommendation. 
The knowledge-based systems with large structures of concepts and rules are being 
used extensively in a wide variety of applications. 

The goal of the recommendation system is to integrate all the communication 
services of a given user in a unique endpoint and to provide the channel which better 
fulfills the requirements of the user, based on user’s context, at a given time to carry 
out the communication. The purpose of the integration of the services is to provide to 
the users with a unique access point to establish communication. Thus it allows other 
users to contact each other in a straightforward manner and in consequence 
simplifying the system and increasing the probability to communicate with the end-
user. In other words, tie the communication to a user instead to a device, by 
generating precise recommendations. Therefore the system offers a "virtual 
integration" of a set of communication channels, providing the service, which will 
carry out the communication in order to fit the user necessities. 

                                                             
1 See: http://www.jboss.org/drools/ 
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As explained before, the call is redirected depending on the user’s context 
(location, agenda, etc.) modeled in RING ontology. With this aim, a set of agents 
deals with external information systems in order to extract all the relevant information 
to populate the RING ontology. Agents are heterogeneous and independent from each 
other; they obtain information from different sources, such as smartphones, social 
networks, and the like. The information collected by the agents is used in the 
annotation tool to instantiate the knowledge base, which contains the instances of the 
reference ontology. 

The user preferences are a set of rules determined by the user for driving the rule-
based recommendation system. These preferences establish a policy in the system. 
These preferences, used in a later stage to generate the rules, refer to schedules, 
priorities, costs, location, etc. 

6   Conclusions and Future Work 

In this paper, we have presented RING, a context ontology for communication 
channel rule-based recommender system. The representation of user’s context data in 
a semantic modeling in conjunction with the rule-based reasoning are the core parts of 
the system proposed, which aims to provide recommendation on the best channel to 
carry out the desired communication. 

We truly believe that RING can be integrated in any platforms for rerouting 
communication requests over several outbound communication channels, to provide 
recommendations depending on the current situation of the recipient user. Generating 
an added value to the platform by offering flexibility and adaptability for establishing 
communications. 

Future research lines in the context of RING will analyze qualitative and 
quantitative aspects for a complete evaluation of the system, a real use case from the 
project GECALLIA (A Geolocation System for Call Routing based on Artificial 
Intelligence and Semantic Web) will be used for that purpose.  

We will consider as well using a Private Branch Exchange (PBX) or a similar 
system to carry out call rerouting based on user’s context.  

Some changes in the proposed system to study the performance of the 
recommender will be investigated, the use of neural networks instead of rule-based 
recommender is an appealing option. Another option would be to introduce 
parameters related to the behavior of the user in different situations, in this way the 
system would be able to learn with the actions of the user in order to provide more 
adaptability and flexibility for each user of the system 
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