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The cyclic scheduling problem concerns assigning start times to a set of activ-
ities, to be indefinitely repeated, subject to precedence and resource constraints.
It can be found in many application areas. For instance, it arises in compiler
design implementing loops on parallel architecture[5], and on data-flow compu-
tations in embedded applications[2]. Moreover, cyclic scheduling can be found
in mass production, such as cyclic shop or Hoist scheduling problems[6].

In cyclic scheduling often the notion of optimality is related to the period of
the schedule. A minimal period corresponds to the highest number of activities
carried out on average over a large time window.

Optimal cyclic schedulers are lately in great demand, as streaming paradigms
are gaining momentum across a wide spectrum of computing platforms, ranging
from multi-media encoding and decoding in mobile and consumer devices, to
advanced packet processing in network appliances, to high-quality rendering in
game consoles. In stream computing, an application can be abstracted as a set
of tasks that have to be performed on incoming items (frames) of a data stream.
A typical example is video decoding, where a compressed video stream has to
be expanded and rendered. As video compression exploits temporal correlation
between successive frames, decoding is not pure process-and-forward and com-
putation on the current frame depends on the previously decoded frame. These
dependencies must be taken into account in the scheduling model. In embedded
computing contexts, resource constraints (computational units and buffer stor-
age) imposed by the underlying hardware platforms are of great importance. In
addition, the computational effort which can be spent to compute an optimal
schedule is often limited by cost and time-to-market considerations.

My research focuses on scheduling periodic application. In particular, in first
place I have worked together with my research group on a Constraint Program-
ming approach based on modular arithmetic for computing minimum-period
resource-constrained cyclic schedules [3]. The solver has several interesting char-
acteristics: it deals effectively with temporal and resource constraints, it com-
putes very high quality solutions in a short time, but it can also be pushed
to run complete search. An extensive experimental evaluation on a number of
non-trivial synthetic instances and on a set of realistic industrial instances gave
promising results compared with a state-of-the art ILP-based (Integer Linear
Programming)[1] scheduler and the Swing Modulo Scheduling (SMS)[7] heuristic
technique. The main innovation of our approach is that while classical modular
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approaches fix the modulus and solve the corresponding (non periodic) schedul-
ing problem, in our technique the bounds for the modulus variables are inferred
from the activity and iteration variables.

The main drawback of this first approach is the underlying hypothesis that
the end times of all activities should be assigned within the modulus. Thanks
to this assumption, we can reuse traditional resource constraints and filtering
algorithms. However the solution quality can be improved by relaxing this hy-
pothesis.

Therefore, we proposed [4] a Global Cyclic Cumulative Constraint (GCCC)
that indeed relaxes this hypothesis. We have to schedule all the start times within
the modulus λ, but we have no restriction on end times. The resulting problem
is far more complicated, as enlarging the modulus produces a reduction of the
modular end time of the activities. Figure 1 explains the concept. Suppose the
grey activity requires one unit of a resource of capacity 3. If the modulus value
is D, then the activity can be scheduled as usual. If the modulus is reduced to
C, the starting time of the activity is the same, while the “modular end time” is
c and the resource consumption is 2 between 0 and c. If the modulus is further
reduced to B the modular end time increases to b. Finally, if the modulus is
reduced to A, the modular end point becomes a and the resource consumption
is 3 between 0 and a.

In [4] we show the advantages in terms of solution quality w.r.t. our previous
approach that was already outperforming state of the art techniques. The experi-
ments highlight that our approach obtains considerably better results in terms of
solution quality for high capacity values. Moreover, the results show that, work-
ing with acyclic graphs, the GCCC approach obtains an approximately constant
resource idle time.
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Fig. 1. Resource Profiles w.r.t different modulus values
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Further investigation will be devoted to the design of cyclic scheduling heuris-
tic algorithms and their comparison with complete approaches.
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