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ABSTRACT

This paper describes the system proposed for the Spoken
Web Search task at Mediaeval 2012 campaign. We use an
audio-only system based on our new called Cumulative Dy-
namic Time Warping (CDTW) algorithm. This algorithm
combines the scores of all the alignment paths and allows for
the learning of different cost functions for each kind of step
in the alignment matrix (diagonal, horizontal and vertical).
The results obtained with basic audio descriptors show the
promising potential of our algorithm.

Categories and Subject Descriptors

H.3.3 [Information Search and Retrieval]: Spoken Term
Detection

1. INTRODUCTION

The ‘Spoken Web Search” (SWS) task of Mediaeval 2012
[2] consists in identifying specific words or expressions in spo-
ken audio content, based on audio queries. The fact that the
speech languages (four different South-African languages)
are both unknown and resource-limited prevents the use of
a dedicated speech recognition system. The goal of our sub-
mission is to assess the efficiency of our novel Cumulative
Dynamic Time Warping (CDTW) algorithm.

1.1 Ressources

The present approach is audio-only and uses no external
ressource.

2. CUMULATIVE DYNAMIC TIME
WARPING (CDTW)

2.1 Definition

Cumulative Dynamic Time Warping (CDTW) is a novel
variant of the well-known Dynamic Time Warping (DTW)
algorithm for comparing two sequences. Several modifica-
tions are introduced compared to the standard algorithm.

First, the ‘matching score’ between the two sequences
takes into account all the possible alignment paths instead of
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only the optimal one. This is done by replacing the ‘hard’
maximum (or minimum) operation of the DTW with the
‘softmax’ operation, defined as:

softmax(z1,...,xn) = logz e’ (1)
i=1

The other main change compared to common DTW is
that the ‘local distance’ between frames of the two compared
sequences is replaced with more general ‘step scores’, which
depend on the local step taken. Formally, let X = z1,..., 2z
and Y = y1,...,ys be two vector sequences of lengths I
and J respectively. The matching score S(i,j) between the
subsequences X1.; = x1,...,2; and Yi.; = y1,...,y; is cal-
culated recursively as

SGi—1,7—1)+s1(i,5)
S(i—1,5) + s2(i,5) , (2)
S(i,5 —1) + s3(i,4)

wheres;, s2 and s3 are the step scores associated to the
‘diagonal’; ‘horizontal’ and ‘vertical’ steps respectively. The

overall normalised matching scores S(X,Y’) between both
S(1,J)
T+7 °

S(i,7) = softmax

sequences is then given by S(X,Y) =

2.2 Step Scores

The step scores are calculated as the weighted sum of sev-
eral ‘feature functions’ fi (%, j), which characterize the local
match between vectors z; and y;. Thus, the step scores can
be written as: sm(7,7) = >\ @mxfr(i,5) for m =1,...,3.
Let D be the dimension of the considered vectors and let
z(d) be the d-th element of the vector x. In the present
system, we use 5D + 1 feature functions, defined as follows:

feliyg) = (wilk) —y; (k)
fosu(i,g) = (zilk) — 21 (k)

Vk=1...D,

fepir(ing) = (yi(k) —yi—1(k))*
fapik(i,j) = (fD+k(i7j)_f2D+k(i7j))2
fip+1(3,7) = fo+r(i,7) fan+1(3, 5)
fsp+1(i,5) = L

2.3 C(Classification

In order to classify if the two sequences are instances of
the same phrase, the matching score is normalised and a
logistic function is applied to obtain the decision function g:
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Thanks to the softmax formulation of (2), the cumulative
error function is derivable and a learning of the parame-
ters am,k, B and § can be performed using gradient-based
methods to minimize this cost function. For this system
the learning was performed by stochastic gradient descent
[1], with the constraint: Vk < D, amk < 0. The training
data was composed of part of the development data pro-
vided for the SWS task. Instances corresponding to the
query data where extracted from the audio. Matching and
Non-matching pairs where then exploited as positive and
negative examples, respectively.

3. SEARCH PROCEDURE

The search for an occurrence of a query within the data
is performed in three steps. First, the audio descriptors are
extracted. Then, candidate matches are searched in each
utterance. Finally, a matching score is calculated for each
of the candidate matches.

In the present system the acoustic descriptors used are
standard Mel-Frequency Cepstral Coefficients (MFCC) with
log-energy, along with their first and second derivatives. The
descriptors were extracted using HTK [3], with 25-ms win-
dows and 10-ms hop-size. Cepstral mean normalization was
then performed and each dimension was normalised to have
zero mean and unitary variance.

For each audio utterance, the CDTW algorithm is run
with an additional backtracking step, to compare the query
with the whole utterance. The result is a matrix of match-
ing scores corresponding to each pair of position 4, j in the
sequences. Next, a peak-picking process is performed on
the first and last rows of this matrix, to extract potential
starts jstart and ends jenq of matching sequences in Y. Then,
match candidates are the selected sequences whose lengths
are between /2 and 21, where I is the length of the query.

Each match candidate is compared to the query thanks
to the CDTW algorithm, resulting in a matching score
S(X, Yjsars:jona )- We observed that using the same decision
function as in (3) lead to a large number of false positive, as
well as a bias towards some of the queries. Hence, a heuris-
tic threshold §(X), depending on the query, is defined as the
90-th percentile of the matching scores S(X, - -) in the can-
didate matches. The final decision function is then obtained
by replacing the value ¢ with §(X) in (3).

4. RESULTS

The evaluation metric for the task is the actual term
weighted value (ATWYV). Four runs have been performed, on
the four combinations of query/audio collection data of de-
velopment and evaluation sets (for example, evalQ-devC de-
notes the run with evaluation queries on development collec-
tion). The obtained AWTV, as well as probabilities of errors,
are displayed in Table 1. Since we did not put much empha-
sis on tuning the threshold, we also consider the maximum
ATWYV (obtained with optimal threshold Thr), represented
in Figure 1 with the whole Detection Error Tradeoff (DET).
These results confirm the potential of CDTW compared to
standard DTW. Indeed, replacing DTW with CDTW for
comparing the candidate matches in the described system
yielded a maximum ATWYV of 0.065 for the dev/dev run (in-
stead of 0.270). We can also observe that, although the ac-
tual values of the maximum ATWYV vary between the runs,
the DET curves are quite similar, indicating that our sys-

[ run [ P(miss) | P(FA) | ATWV |
devQ-devC 55.6 % 1.18% 0.263
evalQ-devC 59.5% | 1.13% | 0.333
devQ-evalC 60.2% | 1.17% | 0.164

evalQ-evalC 54.5% | 1.13% 0.290

Table 1: Results obtained in the four runs. P(miss)
and P(FA) denote the probabilities of false negative
and false positive respectively.
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Figure 1: DET curves and maximum ATWYV.

tem generalizes well to unknown data. However, the value
of the optimal threshold also varies. This shows that a more
elaborate decision-making step is needed for a better system.

5. CONCLUSION

The main purpose of our submission was to assess the use-
fulness of the CDTW algorithm to compare sequences. The
obtained results are promising, since our system shows a sig-
nificant improvement over standard DTW as well as good
generalization property. However, many improvement can
still be imagined, such as the design of a more elaborate deci-
sion function. Moreover, although the appending of English
phoneme posterior probabilities has been attempted with-
out showing significant improvements, more robust acoustic
descriptors should allow for further developments.
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