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Preface

We were pleased to present this CEUR-WS volume, the Proceedings of the 9th Bayesian Modeling Ap-
plications Workshop (BMAW-12), held in Catalina Island, California, USA, August 18th, 2012, as a
workshop of the 28th Conference on Uncertainty in Artificial Intelligence (UAI 2012).

Bayesian networks are now a powerful, well-established technology for reasoning under uncertainty,
supported by a wide range of mature academic and commercial software tools. They are now being
applied in many domains, including environmental and ecological modeling, bioinformatics, medical
decision support, many types of engineering, robotics, military, financial and economic modeling, ed-
ucation, forensics, emergency response, surveillance, and so on. This workshop solicited submissions
describing such real world applications, whether as stand-alone BNs or where the BNs are embedded
in a larger software system. We suggested authors address the practical issues involved in developing
real-world applications, such as knowledge engineering methodologies, elicitation techniques, defining
and meeting client needs, validation processes and integration methods, as well as software tools to these
support these activities.

This year we encouraged the submission of papers addressing the workshop theme of Temporal Model-
ing. Recently communities building dynamic Bayes networks (DBNs) and partially observable MDPs
(POMDPs) are coming to realize that they are applying their methods to identical applications. Simi-
larly POMDPs and other probabilistic methods are now established in the field of Automated Planning.
Stochastic process models such as continuous time Bayes networks (CTBNs) should also be considered
as part of this trend. Adaptive and on-line learning models also fit into this focus.

This year all submissions were full length papers peer-reviewed by at least two reviewers. Of the 18
submissions, 11 papers were accepted for oral presentation, with 10 to appear in these proceedings. The
papers include an interesting range of methods, models and applications. More specifically, the proceed-
ings contain 2 papers on dynamic fusion, with the applications being goal-based people tracking, and
maritime domain awareness; two papers on dynamic topic models; a number of papers looking at dis-
crete stage models, with applications from feedback control, oil drilling, analyzing HIV mutations and
forecasting kindergarten student reading; and papers on spatial-temporal models, applied to environmen-
tal management and search query and data centre logs.

The presentations were accompanied by questions and discussions throughout, plus authors also attended
a poster and demonstration session, which provided an opportunity for more detailed discussion and net-
working. In addition, this year the workshop concluded with a panel and session on the emerging trends
in applications modelling and planning for future workshops.

We are grateful to all the program committee members for their excellent work in refereeing the papers
within a very tight schedule. We also appreciate the organizational support provided by the main UAI
conference. In particular, we thank the UAI 2012 conference general chair, Fabio Cozman, the workshop
chair, Ruslan Salakhutdinov and the local arrangements chair, David Heckerman.

John Mark Agosta, Ann Nicholson, M. Julia Flores
Workshop Co-Chairs
August 2012
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Abstract

Summative assessment of student abilities
typically comes at the end of the instructional
period, too late for educators to use the infor-
mation for planning instruction. This paper
explores the possibility of using Hierarchi-
cal Linear Models to forecast students end of
year performance. Because these models are
closely related to partially observed Markov
decision processes (POMDPs), these should
support extensions to instructional planning
to meet educational goals. Despite the new
notation, the POMDP models are subject
to a familiar problem from the educational
context: scale identifiability. This paper de-
scribes how this problem manifests itself and
looks at one potential solution.

1 INTRODUCTION

There is a long tradition in education of separating
instruction and assessment: summative assessment
of what a student learns comes at the end of the
unit/semester/year. As limited time is allocated for
assessment, such assessments are typically limited in
their reliability (accuracy of measurement) and con-
tent validity (coverage of the targeted knowledge, skills
and ability). Because summative assessment comes
at the end of instructions, instructors are not able to
make changes to their instructions to maximize stu-
dent learning (Almond, 2010).

Bennett (2007) suggested breaking the summative as-
sessment into four or six periodic assessments. First,
spreading the cost (student time taken away from di-
rect instruction) over multiple measurement occasions
allows for longer testing providing both greater content

∗Some of the work took place while she was at the
Florida Center for Reading Research, Tallahassee, FL

coverage and reliability. Moreover, a proper model
for student growth allows forecasting of the students
eventual status at the end of the year. Consequently,
teachers and administrators can form plans for stu-
dents which maximize learning outcomes and identify
students for whom the goals are unreachable for spe-
cial instruction. In this sense, the periodic assessments
play a role somewhere between traditional summative
assessment and formative assessment — assessing stu-
dent learning for the purpose of improving instruc-
tion (Black & Wiliam, 1998; Wiggins, 1998; Pelligrino,
Glaser, & Chudowsky, 2001).

Almond (2007) noted that the forecasting could be
done using a partially observed Markov decision pro-
cess (POMDP; Boutilier, Dean, & Hanks, 1999): the
latent variables describing student proficiency form an
unobserved Markov process, and the periodic assess-
ments provide observable evidence about the state of
those latent variables. The instructional activities cho-
sen between time points are the measurement space,
and in fact, the students response to instruction often
provides important clues about their proficiency and
specific learning problems (Marcotte & Hintze, 2009).
Almond (2009) notes the similarity between POMDPs
and other frameworks more commonly used in educa-
tion, such as latent growth modeling (Singer & Willett,
2003) and hierarchical linear modeling (HLM; Rauden-
bush & Byrk, 2002). The principle difference is one of
emphasis: in the POMDP framework, the emphasis is
usually on estimating the individuals latent state for
the purpose of planning. In the HLM and multilevel
growth model, the emphasis is usually on estimating
the effectiveness of various activities. This paper looks
at the problem of forecasting using HLM models both
directly and through conversion to POMDP parame-
terizations.

The purpose of our study is to try to fit a POMDP-
based latent growth model using Bayesian methods to
a set of data documenting the development of Reading
skills in a number of Kindergarten students. Once the



model is successfully fit, we will use it to predict the
end-of-year status of the students.

2 THE DATA

This study uses longitudinal data about reading de-
velopment originally collected by the Florida Center
for Reading Research (Al Otaiba et al., 2011). The
reading skills for this initial cohort of students was
measured three times (Fall, Winter and Spring) dur-
ing Kindergarten, and follow-up measurements were
taken at the end of 1st, 2nd and 3rd grade. There
were 247 students in the initial sample, but only 224
were still in the area at the end of the first year.

During Kindergarten, children rapidly develop in
Reading and pre-Reading skills (e.g., oral vocabu-
lary and letter identification). Consequently, not all
measures are appropriate for all time points. Conse-
quently, different measures were collected at different
time points. Table 1 shows the measures that were
collected during Kindergarten:

Table 1: Measures Collected By Occasion

Measure Fall Winter Spring
LW X X X
PV X X X
ISF X X
PSF X X
NWF X X
LNF X X X

The measures are taken from the Woodcock-Johnson
III Cognitive Test (WJ-III; Woodcock, McGrew, &
Mather, 2001) and the Dynamic Indicators of Basic
Early Literacy Skills (DIBELS; Good & Kaminkski,
2002). The measures used were:

LW – Letter-Word Identification (WJ-III)

PV – Picture Vocabulary (WJ-III)

LNF – Letter Naming Fluency (DIBELS)

ISF – Initial Sound Fluency (DIBELS)

PSF – Phoneme Segmentation Fluency (DIBELS)

NWF – Nonsense Word Fluency (DIBELS)

The Woodcock-Johnson measures are available in sev-
eral forms. We used the “W” scale (which is scaled
to an item response theory model), as it showed more
variation than the scale scores.

Additionally, teacher and school identifiers are avail-
able for each child. For this cohort teachers were not

given special instructions nor a prescribed curriculum,
although most of them used the same curriculum.

3 THE POMDP FRAMEWORK

Almond (2007) provides a generalized model for how
a POMDP can represent measurement of a developing
proficiency across multiple time points (Figure 1).

S

t=1 t=2 t=3

O

S

O

S

O

Assessment

Growth

Activity Activity

Figure 1: Measurement across time as POMDP

In this figure, the nodes marked S represent the la-
tent student proficiency as it evolves over time. At
each time slice, there is generally some kind of mea-
surement of student progress represented by the ob-
servable outcomes O. Note that these may be differ-
ent for different time slices (c.f., Table 1). Following
the terminology of evidence-centered assessment de-
sign (ECD; Mislevy, Steinberg, & Almond, 2003) we
call this an evidence model. In general, both the profi-
ciency variables at Measurement Occasion m, Sm, and
the observable outcome variables on that occasion, Om

are multivariate.

Extending the ECD terminology, Almond (2007) calls
the model for the Sm’s, the proficiency growth model.
Following the normal logic of POMDPs this is ex-
pressed with two parts: the first is the initial profi-
ciency model, which gives the population distribution
for proficiency at the first measurement occasion. The
second is an action model, which gives a probability
distribution for change in proficiency over time that
depends on the instructional activity chosen between
measurement occasions.

3.1 PROFICIENCY GROWTH MODEL

For the data from the Al Otaiba et al. (2011) study, the
latent proficiency is obviously Reading. The question
immediately arises as to how many dimensions to use
to represent the reading construct. As the students are
entering the study in Kindergarten, components of the
reading skill, such as oral vocabulary and phonemic
awareness are less tightly correlated than they are with
older children. (In the fall of the Kindergarten year the
correlation between the LW and PV scores in the Al
Otaiba et al. study was r = .46, n = 247, while in
the spring it had increased to r = .56, n = 224.) As



a starting point, we will fit a unidimensional model
of Reading, representing it with a single continuous
variable: Rnm the reading ability of Individual n on
Measurement Occasion m.

3.1.1 Model for Growth

In the first cohort of the Al Otaiba et al. (2011) study,
teachers were not given specific instructions about cur-
riculum or activity between the time points. We there-
fore do not have a dependency on activity to mea-
sure here. However we do expect there to be some
classroom-to-classroom differences, so we will make
the growth parameters dependent on the classroom
(The teacher effect is part of the classroom effect,
however aspects of the peer group and environment
are captured as well). Let c(n) be the classroom to
which Student n belongs. Note also that classrooms
are nested within schools, so school effects are consid-
ered part of the general classroom effect.

Following this logic, for Measurement Occasion m > 1,
define:

Rnm = Rn(m−1) + (γc(n)m + γ0m)∆Tnm + ηnm
(1)

ηnm ∼ N (0, σc(n)m
√

∆Tnm)

Here ∆Tnm is the time between Measurement Occa-
sions m and m − 1 for individual n. Here γ0m is an
average growth rate, and γcm is a classroom specific
growth rate. Note that the residual standard devia-
tion depends on both a classroom specific rate, σcm,
and the time elapsed between measurements. This is
consistent with the model that student ability is grow-
ing according to a nonstationairy Wiener (Brownian
motion) process.

3.1.2 Model For Initial Proficiency

Children entering Kindergarten have very diverse lan-
guage and early literacy backgrounds. There are con-
siderable differences in the amount of experience with
print material the child experiences at home, breadth
and depth of vocabulary used with the child, as well
as a wide variety of preschool experiences. As a child’s
preschool and early home experiences are at least par-
tially dependent on their parents’ social and economic
status, and within-school socio-economic status tends
to be more homogeneous than across school status, we
model the initial status as dependent on the school.
Let s(n) be the school attended (during Kindergarten)
for Student n.

There is also a considerable variation in the age at
entry. In the Al Otaiba et al. (2011) study, 95% of the
children were between the ages of 5 years 2 months

and 6 years 4 months at the time of the first testing
(with a few students 7 years or older). This represents
a considerable variation in maturity, and potentially
in initial ability.

We define the following model for Measurement Occa-
sion 1:

Rn1 ∼ N (µs(n), υs(n)) (2)

3.2 EVIDENCE MODELS

Because we are assuming that Reading proficiency is
unidimensional, we do not need to specify which of the
measures in Table 1 are relevant to which proficiencies.
Thus, the evidence model is a collection of simple re-
gressions, for each observation Ynmi for Individual n
at Measurement Occasion m on Instrument i, we have:

Ynmi = ai + biRnm + εnmi (3)

εnmi ∼ N (0, ωi) (4)

Note that the slope parameter bi actually encodes a
relative importance for the various measures.

One advantage of this structure is that we we do not
need to explicitly specify the data collection structure
(Table 1). Instead, we can simply set the values of
measures not recorded in each wave to missing values.

Because each of the instruments are well established
(Woodcock et al., 2001; Good & Kaminkski, 2002),
we know some of their critical psychometric proper-
ties. In particular, the reliability of Instrument i, ρi
is documented in the handbooks for the measures. In
classical test theory, the reliability is the squared cor-
relation between the true score of an examinee and the
observed score. With a bit of algebra, this definition
is is equivalent to:

ρi = 1− Varn(εnmi)

Varn(Ynmi)
. (5)

Here the notation Varn(·) indicates that the variance
is taken over individuals (with measurement occasion
and instrument held constant). Solving Equation 5
for Varn(εnmi) yields an estimate for ω2

i for each mea-
surement occasion. We took the median of the three
estimates as our base estimate for ω2

i , ω̃i.

One drawback of the classical test theory concept of re-
liability is that it is dependent on the population being
measured. Thus, as the sample in the Al Otaiba et al.
(2011) is slightly different from the norming samples
used in the development of the WJ-III and DIBELS
measures, we expect our observed reliability will dif-
fer slightly from the published values. What we do is
set up priors for ωi using ω̃i as the prior mean. In
particular,

1/ω2
i ∼ Gamma(α, αω̃2

i ) , (6)



where Gamma(α, β) is a gamma distribution with
shape parameter α and rate parameter β. We note
that any gamma distribution with β = αω̃2

i will have
the proper mean. The shape parameter α is then effec-
tively a tuning parameter giving the strength the prior
distribution, or equivalently the relative weight of the
published reliabilities and the observed error distribu-
tion. We initially chose a value of α = 100 weights the
prior knowledge as equivalent to 100 observations, but
later increased it to 1000 when we were experiencing
convergence problems.

3.3 SCALE IDENTIFICATION

A problem that frequently arises in educational models
using latent variables is the identifiability of the scale.
In particular, suppose we replaced Rnmi with R′nmi =
Rnmi + c for an arbitrary constant c, and replaced ai
with a′i = ai−bic. The likelihood of the observed data
Ynmi (implicit in Equation 3) would be identical. A
similar problem arises if we replace Rnmi with R′′nmi =
cRnmi and bi with b′′i = bi/c. Additional constraints
must be added to the model to identify the scale and
location of the latent variable R.

A frequently used convention in psychometrics is to
identify the scale and location of the latent variable
by assuming that the population mean and variance
for the latent variable is 0 and 1 (i.e., that the latent
variable has an approximately unit normal distribu-
tion). In this case we can identify the scale for Rn1 by
constraining

∑
s µs = 0 and 1

S

∑
s υs = 1, where S is

the total number of schools in the study.

Because this is a temporal model, there exists another
complication. We need to identify the scale of Rnm for
m > 1. In particular, the mean and variance of the
innovations γ0m and σtm can cause similar identifia-
bility to the scale and location for Rnm that the initial
mean and variance caused for Rnm. In this case we
apply a different solution. We assume that the prop-
erties of the instruments, and their relationships to the
latent reading proficiency do not vary across time (at
least for the time points they are in use). Note that
in Equation 3, the slope, bi and intercept, ai do not
vary across time. This establishes a common scale for
all time points.

Our initial thinking was that this would be enough
to identify the model. Unfortunately, because of
the structural missing data additional constraints are
needed. These are described below.

Bafumi, Gelman, Park, and Kaplan (2005) present a
different approach to enforcing identifiability. They let
the model be unidentified while fitting the data, but
then transform the estimates when evaluating the data

(i.e., they enforce the constraint by manipulating the
samples in R and coda R Development Core Team,
2007; Plummer, Best, Cowles, & Vines, 2006 rather
than in BUGS or JAGS). For example, rather than
constraining

∑
µs = 0, they would estimate µs freely,

but post hoc would adjust the sample from the rth cy-

cle, µ
(r)′

s = µ
(r)
s −

∑
µ
(r)
s , making appropriate adjust-

ments to the other parameters. They claim that the
resulting model mixes better, however, there is some
difficulty in figuring out how the post hoc adjustments
will affect other parameters in the model.

4 PROBLEMS WITH MODEL
FITTING

We attempted to fit the model described in the pre-
vious section with MCMC using JAGS (Plummer,
2012).1 After some initial difficulties we removed the
teacher and school effects (intending to add them again
after we fit the simpler model). This also allowed us
to restrict the prior distribution for Rn1 to be a unit
normal distribution (zero mean, variance one). This
is a common identifiability constraint imposed in psy-
chometric models.

4.1 FIVE MEASURE MODEL

Our initial experiments involved five of the six mea-
sures (the PSF measure was left out due to a mis-
take in the model setup). We ran three Markov chains
using random starting positions and found that the
models did not converge. Or more properly, the ev-
idence model parameters (ai, bi, and ωi) for the DI-
BELS NWF (nonsense word fluency) measure did not
converge. Table 2 shows the posterior mean of the evi-
dence model parameters for the five measures (because
the MCMC chain did not reach the stationary state,
this may not be the true posterior).

Note in Table 2 that the estimated residual variance
is extremely low, indicating a nearly perfect correla-
tion between the latent Reading variable and the NWF
measure. In this case, the MCMC chain looks like it is
somehow using that measure to identify the scale of the
latent variable. Furthermore, the slope for that vari-
ables is twice as high as the slope for other variables in

1Actually, we did some of our early model fitting using
WinBUGS (D. J. Lunn, Thomas, Best, & Spiegelhalter,
2000). Some of the identification problems we were having
in WinBUGS we are not having in JAGS. JAGS may be
using slightly better samplers which may take care of issues
that occur when the predictor variables in regressions are
not centered (Plummer, 2012). Similar improvements may
have been made in OpenBUGS (D. Lunn, Spiegelhalter,
Thomas, & Best, 2009), the successor to WinBUGS, but
we have not tested this model using OpenBUGS.



Table 2: Evidence Model Parameters, 5 Measure
Model

LW PV LNF ISF NWF
a 105.37 99.90 25.76 13.97 -4.27*
b 0.15 0.05 0.49 0.32 0.87*
ω 6.15 4.92 6.31 4.38 0.09

* indicates parameter did not converge

the model. Table 3 shows some of the difficulty. The
NWF measure is the only one showing a large increase
between the Winter and Spring testing periods. So
naturally, there is a tendency to track that measure.

Table 3: Mean Scores on Each Measure at Each Ad-
ministration

LW PV LNF ISF NWF
Fall 108.5 100.6 27.3 14.2
Winter 110.8 102.3 42.9 25.5 27.9
Spring 111.2 101.7 51.3 43.2

Trace plots of the evidence models show the problem.
Figure 2 shows an example of extremely slow mixing,
that is characteristic of identifiability problems. De-
pending on the values of the other variables in the sys-
tem (particularly the latent reading variables) higher
or lower slopes may be sensible. Looking at the trace
plots of Rnm for several students show similar poor
mixing for m > 1. We would expect similar problems
with the trace plots for γ0m, but the mixing looks good
on those chains.
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Figure 2: Trace plots of evidence model parameters
for measure NWF

It is likely that the problem is some complex interac-
tion between using γ0m and the b’s to identify mean
growth, or the a’s which define the starting point for
growth. Note that the problematic measure, NWF,
was not measured at the first time point. Thus the
constraint on the distribution of Rn0 will not define its
scale in the second or third measurement occasions.

4.2 THREE MEASURE MODEL

As the problematic measure may be the ones which
were not recored at all three time points, we ran the
model again, dropping the ISF and NWF measures
(the ones not observed at the first or third measure-
ment occasion). The new model also did not converge,
although the focus of the problem has now moved from
the NWF measure to the LNF measure.

Table 4 shows the new estimates from the unconverged
posterior. Again, the variance for the measure that did
not converge is substantially smaller than that of the
other measures, and the slope is substantially higher.
Again the trace plots (Figure 3) show poor mixing,
as do similar plots for the Rnm measures for m > 1.
There is also an indication of a trend that indicates
that the chains have not covered the whole of the pos-
terior distribution.

Table 4: Evidence Model Parameters, 3 Measure
Model

LW PV LNF
a 103.74 98.95 23.02*
b 1.59 0.64 4.55*
ω 5.55 4.78 0.11

* indicates parameter did not converge

4.3 MISSING IDENTIFICATION
CONSTRAINT

Looking back to the problems in the model fit in Sec-
tion 4.1, note that the lack of fit could be explained by
the interaction between a5 (the intercept for the NWF
measure) and γ1 (the average proficiency change be-
tween the first and second time points). As NWF is
not measured in the first time point, any arbitrary
change between the first and second time point can
be created by changing a5, b5 and γ1. The other
four measures were all collected in the fall, so in these
cases, ai should have been fixed by the constraint that
E[Rn1] = 0.

What is required is a method for fixing the value of
ai for measures that were not collected at the initial
time point. One possible way to do this would be to
simply set ai = 0. This is not unreasonable, if all of
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Figure 3: Trace plots of evidence model parameters
for measure LNF, Three Measure Model

the variables are on a standardized scale: it implies
that the average trajectory of the average student will
pass through the average of the scores.

This required that the scores all be on the same scale
(especially problematic with the WJ-III and DIBELS
scores based on different development and norming
sample. Fortunately, for these data all six measures
were collected in the winter time period. Subtract-
ing the mean of the Winter scores and dividing by the
standard deviation for each measure produced stan-
dardized scores. This standardization together with
the constraint ai = 0 caused the models to converge.

4.4 SIX MEASURE MODEL

Using the standardized data and the additional con-
straint of a1 = 0, we again fit the model using MCMC.
This time, we got convergence on all of the evidence
model parameters (Figure 4).

Table 5 shows the mean of the latent Reading variable
for the first five students in the sample. This appears
to be well behaved with all of the students showing
growth across the three time points.

Table 5: Mean values for Reading for first five stu-
dents, Six Measure model with ai = 0

S1 S2 S3 S4 S5
F -0.394 -0.351 -0.375 -1.556 -0.773

W 0.029 0.104 0.031 -1.278 -0.415
S 0.864 1.016 0.852 -0.514 0.419
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Figure 4: Trace plots of evidence model parameters
for measure NWF, Six Measure Model with ai = 0

5 FUTURE DIRECTIONS AND
CHALLENGES

The key to getting this model to converge was the
standardization of the measure scales. Fortunately,
this data set had a time period where all six measures
were applied to the same population. Consequently,
standardizing the scales at this time point put the mea-
sures on a comparable scale, which then made the fixed
intercept constraint meaningful.

It is difficult to see how this generalizes to cases in
which there is not a single time point in which all mea-
sures are collected. This is a problem with the cohort
examined in this study when we look at the data gath-
ered in first and second grades. As the students read-
ing abilities develop, new and more difficult measures
of reading become appropriate. Linking these back
to the old scale is a difficult problem. This problem
is well known in the educational literature under the
name “vertical scaling” (von Davier, Carstensen and
von Davier, 2006, provide a review of the literature).

Now that the model without teacher or school effects
converges, the next step is to add those back into the
model. Also, we should use cross-validation to evalu-
ate how well the model predicts students scores. The
Al Otaiba et al. (2011) data set has long term follow-up
for a substantial portion of the students, so we can see
how well the model can predict First and Second grade
reading scores as well. Finally, we can look at the
rules for classification in to special instruction, to see
whether integrating the data across multiple measures



provides a better picture of the student than looking
at one measure alone.
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Abstract

In an increasingly interconnected world infor-
mation comes from various sources, usually
with distinct, sometimes inconsistent seman-
tics. Transforming raw data into high-level
information fusion (HLIF) products, such as
situation displays, automated decision sup-
port, and predictive analysis, relies heavily
on human cognition. There is a clear lack of
automated solutions for HLIF, making such
systems prone to scalability issues. In this
paper, we propose to address this issue with
the use of highly expressive Bayesian mod-
els, which can provide a tighter link between
information coming from low-level sources
and the high-level information fusion sys-
tems, and allow for greater automation of the
overall process. We illustrate our ideas with
a naval HLIF system, and show the results of
a preliminary set of experiments.

1 INTRODUCTION

Information fusion is defined as:
“. . . the synergistic integration of informa-

tion from di↵erent sources about the behav-
ior of a particular system, to support deci-
sions and actions relating to the system.”1

A distinction is commonly made between low-level and
high-level fusion. Low-level fusion combines sensor re-
ports to identify, classify, or track individual objects.
High-level fusion combines information about multiple
objects, as well as contextual information, to charac-
terize a complex situation, draw inferences about the
intentions of actors, and support process refinement.

In current information fusion systems, lower-level data
fusion is typically accomplished by stove-piped sys-

1
The International Society for Information Fusion,

http://isif.org

tems that feed information directly to human users.
Subsequent generation of high-level information fu-
sion (HLIF) products, such as situation displays, auto-
mated decision support, and predictive analysis, relies
heavily on human cognition. The tacit underlying as-
sumption is that humans are still the most e�cient
resource for translating low-level fusion products into
decision-relevant knowledge. While the current ap-
proach works well for many purposes, it cannot scale
as the data influx grows. Automated assistance for
HLIF tasks is urgently needed to mitigate cognitive
overload and achieve the necessary throughput.

Stove-piped systems can be extremely e�cient at ex-
ploiting a specific technology applied to a limited and
well defined set of problems. Air Tra�c Control Sys-
tems, for instance, employ radar technology in a very
e↵ective way to provide reliable situation awareness
for radar controllers via sophisticated low-level infor-
mation fusion (LLIF) techniques. The synthetic radar
screen shown to tra�c controllers in a sector of an Area
Control Center (ACC) fuses multiple radar tracks.
Data association algorithms infer whether geographi-
cally close signals captured by various radars are com-
ing from a single or multiple aircraft. Despite the
sophistication of its low-level fusion components, the
ATC system relies heavily on humans for HLIF prod-
ucts. For instance, controllers rely on their own under-
standing of the overall picture to decide how to drive
their tracks; area coordinators rely on their knowledge
to decide whether the outbound tra�c to a given air-
port should be redirected due to an upcoming storm;
and so on.

The ATC system is a good example of a highly so-
phisticated stove-piped system that relies on human
cognition for its major purpose: to ensure that thou-
sands of airplanes in the US can share the airspace
in a safe and e↵ective way. As the volume of air-
planes increases, more humans are needed to perform
HLIF tasks. After a point, the overhead of transferring
between ever-smaller control sectors becomes a major



scalability issue. That is, cognitive limitations (each
human can control only airplanes at once) together
with the added complexity of adding extra cognitive
units (a.k.a. tra�c controllers) become a major obsta-
cle to growth. This scalability problem is common to
HLIF systems in other domains as well.

In this paper, we propose to address the issue with
the use of highly expressive Bayesian models. Such
systems provide a tighter link between low-level and
high-level information fusion systems. Because they
are su�ciently expressive to reason about high-level
information, they provide a coherent framework for
expressing and reasoning with uncertain information
that spans low and high level systems.

This paper describes our approach by way of a case
study in information fusion for Maritime Domain
Awareness. Section 2 motivates the use of explicit
probabilistic semantics and explains the main concepts
behind our approach. Section 3 introduces the Mar-
itime Domain Ontology we used in our experiments.
The experiments are described in Section 4. Section 5
concludes with a discussion.

2 Semantics in HLIF

Humans are more e↵ective than computers at gather-
ing various pieces of information and correlating them
into a coherent picture, but still have a high error rate.
For example, an intelligence analyst can correlate im-
ages and videos of a road with observers reports that
a convoy has passed in the early afternoon, and con-
clude that this was the same convoy that participated
in a terrorist attack 10 miles down that road. These
conclusions are based on an implicit understanding of
how trucks and cars are represented in each type of
media (video, imagery, human reports), as well as the
temporal and spatial relationships between cars, roads,
convoys, etc. For a computer program to perform the
same inferences from the same set of sources, it must
possess the same kind of knowledge. Conveying such
knowledge to a computer program requires a means to
make the humans tacit knowledge explicit and formal,
so it can be retrieved and used when needed.

Ontologies are the current paradigm for specifying do-
main knowledge in an explicit and formal way. One of
the most cited definitions of ontologies is the specifica-
tion of a conceptualization. [1] To perform automated
fusion in the above example, concepts such as cars,
roads, convoys, people, etc., as well as their relation-
ships, must be formalized in a way that computers can
store, retrieve, and use. Not surprisingly, ontologies
have been widely considered in the domain of informa-
tion fusion as a means to enable automated systems to
perform HLIF tasks (e.g. [2, 3, 4]).

Most languages for expressing ontologies, such as the
most popular variant of the W3C Recommendation
OWL [5], are based on Description Logic [6]. Other
ontology languages such as KIF2 and the ISO Stan-
dard Common Logic3 , are based on first-order logic.
Classical logic has no standard means to represent un-
certainty. This is a major drawback for HLIF sys-
tems, which must operate in environments in which
uncertainty is pervasive. Inputs from LLIF systems
come with uncertainty, as do the high-level domain re-
lationships that analysts use to draw inferences about
a complex situation.

Although LLIF algorithms often have a basis in prob-
ability theory, it is common to report results accord-
ing to a threshold rule without any confidence qual-
ifier. This is often justified by cognitive limitations
of human decision makers. As an example, suppose a
video analysis report assigns 86% probability of person
Joe being inside a car driving towards place A. If the
threshold for the input source was 85%, a LLIF sys-
tem might simply report the statement without quali-
fication, and a HLIF system might treat this as a true
statement. Such threshold rules lose uncertainty infor-
mation. Other information sources, each with its own
internal processing and threshold rules, might provide
additional reports about Joe, A, and other aspects of
the situation relevant to inferences about Joes destina-
tion. Without uncertainty qualifiers, it is di�cult for
the HLIF system to draw sound inferences about Joes
destination. Other limitations of HLIF with respect
to the handling of uncertainty are discussed within the
context of the International Society of Information Fu-
sions working group on Evaluation of Technologies for
Uncertainty Reasoning (ETURWG)4 [7, 8].

Representing uncertainty with ontologies is an active
area of research, especially in the area of the Seman-
tic Web (e.g., [9, 10]). HLIF requires reasoning with
uncertain information about complex situations with
many interacting objects, actors, events and processes.
Automating HLIF therefore requires expressive rep-
resentation formalisms that can handle uncertainty.
Probabilistic ontologies [11, 12], extend traditional on-
tologies to capture both domain semantics and associ-
ated uncertainty about the domain. The probabilistic
ontology language PR-OWL [12] is based on multi-
entity Bayesian Networks [13].

2.1 Multi-Entity Bayesian Networks

MEBNs represent the world as a collection of inter-
related entities and their respective attributes. Knowl-

2
http://www-ksl.stanford.edu/knowledge-sharing/kif/

3
http://www.iso-commonlogic.org/

4
http://eturwg.c4i.gmu.edu/



edge about attributes of entities and their relation-
ships is represented as a collection of repeatable pat-
terns, known as MEBN Fragments (MFrags). A set
of MFrags that collectively satisfies constraints ensur-
ing a unique joint probability distribution is a MEBN
Theory (MTheory).

An MFrag is a parametrized fragment of a directed
graphical probability model. It represents probabilis-
tic relationships among uncertain attributes of and re-
lationships among domain entities. MFrags are tem-
plates that can be instantiated to form a joint prob-
ability distribution involving many random variables.
Such a ground network is called a situation-specific
Bayesian network (SSBN).

MEBN provides a compact way to represent re-
peated structures in a Bayesian Network. There is
no fixed limit on the number of random variable
instances, which can be dynamically generated as
needed. The ability to form a consistent composition
of parametrized model fragments makes MEBN well
suited for knowledge fusion applications [14]. MEBN
inference can be performed by instantiating relevant
MFrags and assembling them into SSBNs to reason
about a given situation. As evidence arrives, it is
fused into the SSBN to provide updated hypotheses
with associated levels of confidence. These are very
convenient features for representing diverse informa-
tion coming from various sensors, which make MEBN
attractive as a logical basis for probabilistic ontologies.

2.2 PR-OWL Probabilistic Ontologies

There are basically three aspects that must be ad-
dressed for a representational and reasoning frame-
work in support of e↵ective higher-level knowledge fu-
sion:

1. A rigorous mathematical foundation,

2. The ability to represent intricate patterns of un-
certainty, and

3. E�cient and scalable support for automated rea-
soning.

Current ontology formalisms deliver a partial answer
to items 1 and 3, but lack a principled, standardized
means to represent uncertainty. This has spurred the
development of palliative solutions in which probabil-
ities are simply inserted in an ontology as annotations
(e.g. marked-up text describing some details related
to a specific object or property). These solutions ad-
dress only part of the information that needs to be
represented, and too much information is lost to the
lack of a good representational scheme that captures
structural constraints and dependencies among proba-
bilities. A true probabilistic ontology must be capable
of properly representing those nuances. More formally:

Definition 1 (from [11]): A probabilistic
ontology (PO) is an explicit, formal knowl-
edge representation that expresses knowledge
about a domain of application. This includes:

• Types of entities that exist in the do-
main;

• Properties of those entities;

• Relationships among entities;

• Processes and events that happen with
those entities;

• Statistical regularities that characterize
the domain;

• Inconclusive, ambiguous, incomplete,
unreliable, and dissonant knowledge re-
lated to entities of the domain; and

• Uncertainty about all the above forms of
knowledge;

where the term entity refers to any concept
(real or fictitious, concrete or abstract) that
can be described and reasoned about within
the domain of application. ⌅

POs provide a principled, structured, sharable formal-
ism for describing knowledge about a domain and the
associated uncertainty and could serve as a formal ba-
sis for representing and propagating fusion results in
a distributed system. They expand the possibilities of
standard ontologies by introducing the requirement of
a proper representation of the statistical regularities
and the uncertain evidence about entities in a domain
of application. POs can be implemented using PR-
OWL5, a Probabilistic Web Ontology Language that
extends OWL with constructs for expressing first-order
Bayesian theories. PR-OWL structures map to MEBN
structures, so PR-OWL provides a means to express
MEBN theories in OWL.

2.3 The UnBBayes MEBN/PR-OWL Plugin

In order to develop and use POs, we have devel-
oped a MEBN/PR-OWL plugin to the graphical
probabilistic package UnBBayes6, an open source,
JavaTM-based application developed at the University
of Brasilia. The plugin provides both a GUI for build-
ing probabilistic ontologies and a reasoner based on the
MEBN/PR-OWL framework [15, 16]. Reasoning in
the UnBBayes MEBN/PR-OWL plugin involves SSBN
construction, which can be seen type of proposition-
alization, and the subsequent inferential process over
the resulting SSBN. Figure 1 shows a screenshot of the
UnBBayes MEBN/PR-OWL plugin.

5
http://www.pr-owl.org

6
http://unbbayes.sourceforge.net



Figure 1: The UnBBayes MEBN/PR-OWL plugin

Many HLIF problems involve spatio-temporal enti-
ties, and require reasoning with discrete and continu-
ous, possibly non-Gaussian, variables. To support this
requirement, a capability for hybrid MTheories was
added to the UnBBayes MEBN/PR-OWL plugin. The
plugin can handle MTheories in which continuous vari-
ables can have discrete or continuous parents, but no
discrete variable is allowed to have a continuous par-
ent. To specify hybrid models, constructs were added
to the local distribution scripting language for contin-
uous distributions. The SSBN construction algorithm
for building the ground model is basically unchanged
except that local distributions can be continuous.

For inference in a hybrid SSBN, the plugin implements
the direct message passing (DMP) algorithm [17] to
compute, propagate, and integrate messages. DMP
combines the unscented transformation [18] and the
traditional message-passing algorithm to deal with ar-
bitrary, not necessary linear, functional relationships
between continuous variables in the network. DMP
gives exact results for polytree conditional linear Gaus-
sian (CLG) networks and approximate results for net-
works with loops (via loopy propagation), networks
with non-linear relationships (via the unscented trans-
formation) and networks with non-Gaussian variables

(via mixtures of Gaussians). Mixtures of Gaussian dis-
tributions are used to represent continuous messages.
The number of mixture components can be as large
as the size of the joint state space of all discrete par-
ents. To achieve scalability, the algorithm can restrict
the number of mixture components in the messages to
satisfy a predefined error bound [19].

Specifically, without loss of generality, suppose a typi-
cal hybrid model involving a continuous node X with a
discrete parent node D and a continuous parent node
U. As shown in Figure 2, messages sent between these
nodes are: (1) ⇡ message from D to X, denoted as
⇡X(D); (2) ⇡ message from U toX, denoted as ⇡X(U);
(3) � message from X to D, denoted as �X(D); and
(4) � message from X to U , denoted as �X(U).

Figure 2: Example hybrid model



In general, for a polytree network, any node X d–
separates evidence into {e+, e�}, where e+ and e�

are evidence from the sub-network “above”X and “be-
low” X respectively. The � and ⇡ message maintained
in each node are defined as,

�(X) = P (e�X |X) (1)

and

⇡(X) = P (X| e+X) (2)

With the two messages, it is straightforward to see
that the belief of a node X given all evidence is just
the normalized product of � and ⇡ values, namely,

BEL(X) = P (X|e) = P (X|e+X , e�X)

= ↵�(X)⇡(X) (3)

where ↵ is a normalizing constant. It can be shown
that for a hybrid network, the ⇡ message can be re-
cursively computed as,

⇡(X) =
X

D

Z

U
P (X|D,U)⇡X(D)⇡X(U)dU

=
X

D


⇡X(D)

Z

U
P (X|D,U)⇡X(U)dU

�
(4)

where the integral of P (X|D = d, U)⇡X(U) over U
is equivalent to a functional transformation of ⇡X(U),
which is a continuous message in the form of a Gaus-
sian mixture.

Similarly, the � message for the discrete parents can
be obtained as

�X(D = d) =

Z

X
�(X)

Z

U
P (X|D = d, U)⇡X(U)dUdX

(5)
where

R
U P (X|D = d, U)⇡X(U)dU is a functional

transformation of a distribution over U to X.

On other hand, the � message for continuous parent
U can be computed as

�X(U) =

Z

X
�(X)

X

D

P (X|D,U)⇡X(D)⇡X(D)dX

=
X

D


⇡X(D)

Z

X
�(X)P (X|D,U)dX

�
(6)

Equations (3) to (6) form a baseline for computing
direct messages between mixed variables.

As mentioned earlier, with the unscented transforma-
tion, this method can be modified for arbitrary non-
linear non-Gaussian hybrid models. In addition, the
algorithm is scalable by combining the mixture com-
ponents in the messages with any given error bound

3 Maritime Domain Awareness PO

In 2008, the Department of Defense issued a direc-
tive to establish policy and define responsibilities for
Maritime Domain Awareness (MDA).7 The directive
defines MDA as the “e↵ective understanding of the
global maritime domain and its impact on the secu-
rity, safety, economy, or environment of the United
States.” The ability to automatically integrate in-
formation and recommendations from multiple intel-
ligence sources in a complex and ever-changing envi-
ronment to produce a dynamic, comprehensive, and
accurate battlespace picture is a critical capability for
MDA. This section reports on a prototype probabilis-
tic ontology for maritime domain awareness (MDA-
PO). This model, which is depicted in Figure 3, was
developed as part of the PROGNOS project [20, 21],
with the assistance of two retired Navy o�cers who
served as subject-matter experts.

Figure 4 depicts one of the MFrags of the MDA-PO,
the AggressiveBehavior MFrag. As the name implies,
this is a chunk of knowledge that captures some of
the concepts and relationships that are useful to in-
fer whether a ship is displaying aggressive behavior.
The three di↵erent types of MFrag nodes can be seen:
Context, Input, and Resident nodes.

Resident nodes are the random variables that form
the core subject of an MFrag. The MFrag defines a
local distribution for each resident node as a function
of the parents of the resident node in the fragment
graph. They can be discrete or continuous. There are
three discrete nodes in this MFrag, which are depicted
as yellow rounded rectangles in the picture, and five
continuous nodes, depicted as rounded rectangles with
double lines.

As an example of how the representation works, re-
ports on the propeller turn count of a ship will be an
indicator of whether the ship speed is changing or not.
Also, there will be di↵erent probability distributions
for speedChange(ship) if the ship is behaving aggres-
sively or not (i.e. if the state of node hasAggressive-
Behavior(ship) is true or false).

Input nodes, depicted as gray trapezoids in the figure,
serve as “pointers” referring to resident nodes in other
MFrags. Input nodes influence the local distributions
of resident, but their own distributions are defined in
the MFrags in which they are resident.

In a complete MTheory, every input node must point
to a resident node in some MFrag. For instance, the
hasBombPortPlan(ship) input node influences the dis-
tribution of all the hasAggressiveBehavior(ship) nodes

7
www.dtic.mil/whs/directives/corres/pdf/200502p.pdf



Figure 3: The MDA-PO

that would be instantiated in an SSBN construction
process.

Context nodes are Boolean (i.e., true/false) random
variables representing conditions that must be satisfied
for the probability distribution of an MFrag to apply.
Like input nodes, context nodes also have distributions
defined in other MFrags.

By allowing uncertainty on context nodes, MEBN can
represent several types of sophisticated uncertainty
patterns, such as relational uncertainty or existence
uncertainty. There is only one context node in the Ag-
gressiveBehavior MFrag, seen in the figure as a green
pentagon.

The MDA-PO is described in detail in [22]. In PROG-
NOS, the MDA-PO was also used to build the model
used to run the test and evaluation process, which we
explain in the next Section.

4 Experimental Results

The main objective of the set of experiments presented
in this paper was to assess the accuracy, scalability,
and overall performance of the SSBN construction and
DMP algorithms combined. As a benchmark, we used
the UnBBayes implementation of the Junction Tree
(JT) algorithm, which is a well-known belief propa-
gation method for Bayesian networks [23] and the fo-



Figure 4: The Aggressive Behavior MFrag

cus of various e↵orts on algorithm optimization (e.g.
[24, 25]).

4.1 Setup and Metrics

Obtaining a real data set for maritime HLIF was not
an option for our team. Therefore, we generated vari-
ous synthetic datasets through an agent-based simula-
tion module, depicted in Figure 5. The module gener-
ates simulated scenarios, including entities (e.g., ships,
people) and their features. The simulated scenarios
serve as the ground truth for evaluating performance.
The simulation module also generates reports of the
kind the eventual operational system is expected to
receive, thus exercising the interfaces and the reason-
ing module in a realistic manner [21].

The simulation is based on maritime activities (regular
and suspicious) with the objective of prevention and
disruption of terrorist attacks, sabotage, espionage, or
subversive acts. Therefore, the agents on the simu-
lation tool simulate commercial, fishing, recreational,
and other types of ships in their normal and suspicious
behaviors. Suspicious behaviors are characterized by
ships that do not follow their regular or most prob-
able routes according to their origin and destination,
by ships that meet in the middle of the ocean for no
apparent reason, etc.

For the experiments, the simulation engine generated
9 types of scenarios with di↵erent combinations of the
number of ships and the associated entities (e.g. or-
ganizations, people, etc.). The maximum size of the
dataset was limited to 10K entities. After generating
each dataset, we added noise as to assess robustness
to model misspecification. The scenario for the ex-
periments emulates a U.S. Navy destroyer conducting
Maritime Security Operations in a relatively busy area.
This is a “needle in a haystack” type of problem, in
which the destroyer has information about dozens of
ships within a certain radius, but can only verify a few

of them. In this case, the HLIF system must integrate
the data coming from the ship sensors with informa-
tion coming from other sources, such as intelligence re-
ports, signals intelligence, HUMINT, and others. We
emulate this in the experiments with “area queries”
in which all ships within a 60NM radius are queried
by the system. More precisely, information on all n
known ships within that radius trigger the instantia-
tion of MFrags storing pertinent knowledge, including
the one containing the shipOfInterest(ship) node. The
system would then query the n shipOfInterest(ship)
nodes that were instantiated.

All experiments were performed in a dedicated com-
puter with an Intel quad-core i7TMprocessor with 8
GB of RAM, and running MS Windows 7TM64bit.

Accuracy is assessed by the quadratic scoring rule [26]:

B(r, i) =
CX

j=1

(yj � rj)
2

where yj = 1 when the jth event is correct and 0 oth-
erwise. C is the number of classes. This is a proper
scoring rule, i.e., the score is minimized when the as-
sessed probability is equal to the actual frequency.

To assess scalability, we measured the computation
time as a function of the generated SSBN size and
the number of ships involved in a query.

4.2 Preliminary Results

The results for accuracy are depicted in Table 1. From
the obtained scores, it is clear that the Hybrid sys-
tem performed better in capturing both the cases in
which the shipOfInterest(ship) node state was true
(⇡ 10.36% better) in the ground truth, as well as those
in which the node state was false (⇡ 14.02% better).

Table 1: Results for Accuracy
Queries on the

“Ship of Interest”
node

Hybrid
System

Discrete
System

Ship of Interest =
true (ground truth)

0.88203 0.79947

Ship of Interest =
false (ground truth)

0.89439 0.78439

These results are consistent with expectations, given
the inherent inaccuracies in discretizing the continuous
random variables in the MDA-PO. The 10 to 14% im-
provement from the hybrid with respect to the discrete
model was consistent all over the 9 datasets. However,
since the datasets were all generated from the same
model, it is di�cult to assess robustness with this run
of experiments. In any case, more complex relation-
ships between nodes are likely to increase the di↵erence



Figure 5: PROGNOS simulation module

in accuracy between the JT and the DMP systems.

Figure 6 below shows the results of the area query ex-
periments. The x-axis conveys the number of nodes
generated by each query, which tends to be correlated
with the number of ships. However, it was not uncom-
mon to see a few ships generating a large network or
vice-versa. The y-axis depicts query time in millisec-
onds.

Figure 6: Area Query Time vs. Network Size

Regarding performance, most of the generated net-
works were between 100 and 500 nodes, and generally
yielded a query time below 2 seconds for DMP and 5
seconds for JT. The maximum query time for JT was
7.3 seconds, while the DMP system worst case was 6.4
seconds for a query. The results also show lower vari-
ance for DMP query times for a given network size.

Figure 7 shows results for query time vs. number of
ships within the 60NM area.

Figure 7: Query Time vs. Number of Ships

This was a di↵erent run of experiments, in which the
focus was on keeping a controlled number of ships
within the query area. This allowed an assessment of
how each system reacted to the controlled increase in
that number. The performance of JT stayed relatively
steady, while the DMP system performed much better
for simpler problems but approached the performance
of JT when the number of ships was above twenty.

These results were also expected, since our implemen-
tation of DMP was not as optimized as the JT imple-
mentation in UnBBayes. More specifically, the DMP
algorithm was initially implemented in MATLABTM,
and the translation to JavaTMwas not tuned for per-
formance. Yet, the graph suggests a linear increase in
the range considered.



5 Discussion

The experiments were meant to simulate an HLIF sys-
tem within a relatively simple scenario. In spite of the
overall size of the experiments and the fact that it was
conducted within a controlled environment, the per-
formance figures are promising. There remain many
ways to improve the e�cacy of the algorithm. As pre-
viously mentioned, the main objective of the testing
and evaluation was to assess the gains in accuracy,
which clearly lived up to our expectations.

The results also show promise for the feasibility of us-
ing probabilistic ontologies as a driver for HLIF sys-
tems. Our future steps towards this goal are to con-
tinue the optimization of the algorithms, and to seek
out new forms of knowledge acquisition techniques.
The latter involves automated learning, which has
been the subject of our latest research e↵orts. We
also plan to address the research on rare events, and
to work with other datasets.
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Abstract

This work addresses the problem of person
tracking using additional background infor-
mation. We augment a particle filter-based
tracking algorithm with a first-order prob-
abilistic model expressed through Markov
Logic Networks to tackle the data associa-
tion problem in domains with a high occlu-
sion rate. Using a high-level model descrip-
tion allows us to easily integrate additional
information like a floor plan or goal informa-
tion into a joint model and resolve occlusion
situations that would otherwise result in the
loss of association. We discuss the engineered
model in detail and give an empirical evalu-
ation using an indoor setting.

1 Introduction

This work concerns the problem of providing
background-knowledge to the specialized application
of person tracking using a high-level probabilistic
model. We demonstrate that a hand-crafted model,
built using Markov Logic Networks (MLN) [Richard-
son and Domingos, 2006], can help in solving the
data association problem in tracking during situations
where high occlusion prevents the correct association
between past and new tracks. By leveraging additional
information, like a floor plan or knowledge about goals
of single persons, we can resolve otherwise opaque sit-
uations.

The usage of a first-order probabilistic model like
MLNs allows for an easier modeling task, because de-
pendencies are represented by weighted first-order log-
ical formulas instead of, e.g., conditional probability
tables for the case of directed models like Bayesian
Networks. In addition, the model is formulated in
a lifted form and can be instantiated for the desired
number of concurrent tracks or persons within the

scene, which is not possible when using completely
propositional models or specialized template models
like dynamic Bayesian networks [Murphy, 2002](which
can scale only along the time axis). A model given in
a lifted representation also makes it possible to lever-
age structure information contained within the lifted
formulation for more efficient inference [Gogate and
Domingos, 2011]; although this approach is not inves-
tigated here.

We motivate our work in the context of an indoor sit-
uation, where multiple persons move in a two-room of-
fice, containing the laser range finder and several areas
of interest like a printer or a coffee maker. We mea-
sure the quality of our model by the extent to which
it is able to correctly associate object tracks emerging
from the tracking algorithm with the correct persons
inside the scene.

The rest of the paper is laid out as follows. After we
discuss related work, we give an overview of the ap-
plied tracking algorithm and introduce the concept of
Markov Logic Networks. Then, we describe the inves-
tigated problem in detail and discuss the used MLN
model. We give an empirical evaluation of the de-
scribed setup and conclude with some possible exten-
sions to the model and an overall discussion.

2 Related Work

In multi-object tracking, state dependent detection
probabilities of objects are disregarded in most appli-
cations. Thus, a track disappears shortly after en-
tering an occluded area and a new track is created
when the object leaves the occluded area again. Con-
sequently, one object is represented by different track
IDs. Especially in scenarios where persons interact
several times with a system, changed track IDs lead
to the loss of the objects history. The multi-object
Bayes filter [Mahler, 2007] allows to integrate state
dependent detection probabilities even if the scenario
is characterized by a high object density [Reuter and



Dietmayer, 2011]. In case of short term occlusions, the
usage of state dependent detection probabilities leads
to an improved track continuity. A direct integration
of goals into the prediction of a persons’ state is cru-
cial, since the persons’ action may be contradictory to
the assigned goal.

Markov Logic Networks have been used by Sadilek and
Kautz [2010] for multi-agent activity recognition based
on GPS data in a game of capture the flag. While their
work can leverage more expert knowledge (the rules of
the game), they do not encounter the data association
problem present in the tracking scenario, since each
person was carrying a personal GPS receiver. Tran
and Davis [2008] apply Markov Logic Networks to a
parking lot surveillance scene using video data to rec-
ognize which person enters which car. They also track
pedestrians across a scene and face the problem of data
association. Their sensory information emerges from
image data and their focus lies in integrating differ-
ent information sources that are all extracted from
the video stream. Markov Logic Networks are also
used by Singla and Domingos [2006] for entity resolu-
tion in text mining. This is the problem of inferring
which references refer to the same entity and it is sim-
ilar to the data association problem in tracking. The
two latter works use an equals predicate for identity
maintenance, whereas we approach the problem using
an association mapping to underlying entities. When
grounding the model our approach only creates asso-
ciations between currently instantiated track IDs and
their corresponding entity, wheres using an equals

predicate will introduce relations between all objects,
which does not seem reasonable in a dynamic domain.

3 Multi-Object Tracking

Standard multi-object tracking algorithms often use
object individual single-object trackers like the
Kalman filter. The drawback of this multi-object
tracking approach is the need of a data association
step which assigns the received measurements to the
trackers using hard decisions or probabilistic meth-
ods [Blackman and Popoli, 1999]. Especially in scenar-
ios characterized by a high object density, the data as-
sociation is error-prone and degrades the performance
of the tracking system, since false associations are ir-
reversible.

A rigorous approach to multi-object tracking is the
multi-object Bayes filter proposed by Mahler [2007].
The multi-object Bayes filter uses the random finite set
statistics to represent the complete environment by a
single filter state. In the innovation step of the multi-
object Bayes filter, a multi-object likelihood function
calculates the affinity between the predicted state set

and the received measurement set. Thus, no data as-
sociation is necessary.

Further, the multi-object Bayes filter allows to inte-
grate state dependent detection probabilities into the
filtering algorithm. In Reuter and Dietmayer [2011],
an approach to calculate state dependent detection
probabilities based on the occupancy grid mapping ap-
proach [Thrun et al., 2005] is proposed. Thus, it is
possible to keep track of an object which is occluded
for the sensor for a short period of time. Using con-
stant detection probabilities would lead to a track loss,
if an object is not visible to the sensor for a few mea-
surement cycles. We use the state dependent tracking
algorithm as a comparison for our final results. But
for input into the high-level model, we use state in-
dependent object tracking. This produces more track
IDs for association, and in particular is less prone to
false association, which we cannot correct in the upper
stage.

An implementation of the multi-object Bayes filter is
possible using Sequential Monte Carlo (SMC) methods
[Reuter and Dietmayer, 2011, Sidenbladh and Wirkan-
der, 2003, Mahler, 2007]. In difference to well known
SMC implementations of the standard Bayes filter a
particle set, which represents a random finite set us-
ing a finite number of state vectors, is used instead of
a standard particle. Further, the number of state vec-
tors in the particle set may change at each time step.
In case of a SMC implementation, the integration of
the mentioned constraints is possible by reducing the
weight of a particle set.

Since the multi-object Bayes filter does not perform
a measurement to track association, an extraction of
the individual objects out of the multi-object posterior
density function is necessary, e.g. using the k-means
algorithm [Bishop, 2006].

4 Markov Logic Networks

Markov Logic Networks [Richardson and Domingos,
2006] are a member of the family of first-order proba-
bilistic languages [de Salvo Braz et al., 2008] and their
semantics are based on undirected graphical mod-
els (Markov networks). In contrast to propositional
models like Bayesian networks and Markov Networks,
where every random variable has to be specified ex-
plicitly, in first-order models the random variables are
relations over objects and the model can be scaled
by providing the appropriate number of object con-
stants. Moreover, MLNs allow the specification of
dependencies as weighted first-order logical formulas.
Higher weights make those interpretations more likely,
in which more groundings of the formula evaluate to
true. We will now briefly cover the formal semantics



of MLNs.

A Markov Logic Network L = {(f1, w1), . . . , (fn, wn)}
for n ∈ N is a set of first-order formulas f1, . . . , fn
with given weights w1, . . . , wn ∈ R. Together with
a finite set of constants C, they define a probabil-
ity distribution over all interpretations (or possible
worlds). An interpretation maps each grounding of
each predicate to a truth value. The interpretation
of functions must be fixed. Probabilistic functions
can be emulated using predicates. Let gC(f) be the
set of groundings of formula f obtained by replac-
ing the free variables in f by all combinations of
constants from C. Given an interpretation x, then

nC,i(x)
def
= |{g | g ∈ gC(fi) and x |= g}| is the num-

ber of groundings of formula fi that are true under x.
Then, the probability distribution PL,C that is defined
by the MLN L with constants C is given as

PL,C(X = x)
def
=

1

Z

∏
i

exp
(
winC,i(x)

)
, (1)

where i ranges over all formulas in L, and Z is a nor-
malizing constant.

Given a set of constants, a MLN can be converted to
a Markov network, where nodes correspond to atoms
and each ground formula induces a clique over all
nodes whose atoms appear inside this formula. For
practical reasons, a sorted (or typed) logical language
is used to describe MLNs. Using sorted terms, we
can limit the size of the grounded network. Also, in
their basic form, MLNs do only allow restricted usage
of logical functions. Usually functions are simulated
by specially marked predicates, which enforce a func-
tional dependency of one or more arguments on the re-
maining arguments. We notate functional arguments
of predicates by underlining them. Such a predicate
can be translated to a multi-valued random variable.

5 Problem Description

We consider an indoor scene which resembles an office
setting. The corresponding floor plan is depicted in
Figure 1a. A laser range finder is placed in one corner
of the main room and provides distance information
in a plane about one meter above ground. The beam
almost completely covers the main room, but there
exists a second room that has virtually no sensor cov-
erage. There is only one entrance to the room complex
and the separate room has only a single exit, which is
the door to the main room. The setting contains sev-
eral features that may serve as goal destinations for
persons navigating inside the scene; like a printer or
a coffee maker. Knowledge about destinations of per-
sons is taken as given; although it is easy to motivate

the existence of such information depending on the ap-
plication. Issued print jobs could be recognized by a
special program installed on the PC, or visits to the
coffee maker could be predicted from personal habits.

There are one to three persons inside the scene simul-
taneously. Major occlusion caused by static objects,
like walls, occurs when people enter the second room.
Minor static occlusion can occur near the coffee maker.
During the scenes with more than one person, dynamic
occlusion occurs when persons are covered by other
persons standing between them and the sensor.

Using only the particle filter-based tracking algorithm
to process the output of the laser range finder, prob-
lems arise when people produce no measures for an
extended period of time because they are inside the
separate room or because they are hidden by another
person. For shorter occlusion durations it is possible to
keep the track of a single occluded person alive for long
enough for the person to reappear and re-association is
completely handled by the tracking algorithm. If two
persons enter the same occlusion area, their estimated
positions begin to mix spatially and once they emerge
again, re-association becomes more and more arbi-
trary with increasing occlusion duration. In these sce-
narios, a direct integration of the Social Force model
into the prediction of the persons state of the tracking
algorithm may increase the performance of the sys-
tem [Reuter and Dietmayer, 2010]. The Social Force
model aims at describing pedestrian movement by vir-
tual forces exerted by other persons and environmental
features [Helbing and Molnar, 1995]. Since the model
heavily depends on the destinations of the person, a
tight integration with a high-level knowledge base, as
described in this work, seems promising for such an
approach.

Figure 1b shows an example of the tracking results for
one of the sequences with three persons. The trajec-
tories are illustrated by solid lines. Since the results
are generated without the usage of the state dependent
detection probability, the trajectories are interrupted
quite often in the area corresponding to region RA,
where a dynamic occlusion occurs.

6 Description of the Model

In this section, we describe the used MLN model and
discuss some of the difficulties and design choices we
have encountered in its engineering. The complete
model is factored into four modules. We begin with
a discussion of two concepts that cannot be associated
with distinct model parts but influence nearly every
aspect – the representation of space and time.
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Figure 1: (a) Floor plan of the location used for the experiments. In addition the picture shows the eight discrete
regions that are used for the MLN model, how they are connected via the handles and their static occlusion
value in their lower right. (b) Example trajectories of a three person sequence: trajectories are illustrated by
solid lines in different colors. The black stars are measurements of static objects like walls.

From continuous to discrete space. The basic
MLN can only represent discrete random variables.
There exists an extension of MLNs to continuous vari-
ables [Wang and Domingos, 2008], but no working im-
plementation is available. For this work, we reduce the
continuous spatial estimates obtained from the track-
ing algorithm to a few discrete regions. For ease of
modeling and processing of data, we choose a rectan-
gular shape. We do not create a uniform grid, but try
to respect functional aspects of the environment con-
cerning the problem. For example, it does not make
sense to further split the office into smaller areas if
there is no distinction for the sensor (everything is one
connected occluded area) and there is only a single goal
inside. Even having two separate goals like two work
stations might not justify the introduction of separate
regions for each, as long as the rest of the model can
not discriminate between them. We have defined a to-
tal of eight regions, which are depicted in Figure 1a.
Sticking with a low number of regions also made an ex-
act evaluation of the final model feasible. Depending
on the inference approach, there might be no signifi-
cant overhead when using a larger state space for the
spatial component. Although, the model engineering
may become more intricate when opting for more fine
grained regions. Taking the characteristics of the sen-
sor into account, a radial layout for regions seems like
a promising approach, but this was not investigated.

Representation of time. In order to model dy-
namic domains, we assign a dedicated time sort, whose
constants are elements from the natural numbers. One
usually aims to construct a model that fulfills the
Markov property, i.e., the state at time t + 1 only de-
pends on the state at time t. This means that formulas
may only contain predicates of at most two different
times, which then must be successive. But in the pre-
sented model, the predicates that represent the associ-
ation of tracks to persons are not time-indexed, which
makes them static. This makes it difficult to apply
standard dynamic inference algorithms, which usually
assume the Markov property. But a static variable
can be considered as a dynamic variable, for which
the same value is enforced in every time step. For-
tunately, these static association are only referenced
over a limited period of time — the life-time of a track
— so they do not pile up over the course of the com-
plete sequence. For time resolution we have settled
for the duration of about one second, which seems like
a good compromise between inference complexity and
accuracy for the given problem.

The tracking model. The basic functionality for
interfacing with the tracking algorithm is provided
by a MLN module that contains objects of the sorts
Track and Person. To notate variables of some sort,
we use the initial letter of the sort name in lower
case. For the sort Track, the letter ’m’ is used be-



cause of the ambiguity with sort Time. For both
sorts Track and Time, there exist time-dependent
predicates atT : Time × Track × Region and atP :
Time × Person × Region that give the current loca-
tion of a track or person, respectively. The time-
independent predicate a : Track → Person associates
Track objects to Person objects. The correspondence
of tracks to persons inside the MLN is similar to the
correspondence of measurements to tracks inside the
tracking algorithm. The output of the tracking algo-
rithm is converted to observations of the atT func-
tion and an additional completely observed predicate
act : Time × Track, whose purpose is mainly to be
able to prune groundings of formulas that depend on
inactive track IDs. The usage of this predicate is omit-
ted for clarity. Information about goals of persons can
attach to the location of the person objects. The core
tracking model then consists of the following two for-
mulas.

5 atT (t,m, r) ∧ a(m, p)⇒ atP (t, p, l) (2)

−3 a(m1, p) ∧ a(m2, p) ∧m1 6= m2 (3)

Formula 2 probabilistically forces a person to be in
the same region as its associated track. By design a
track can only be associated to one person at a time
because the last parameter of the predicate a is de-
clared functional. Formula 3 probabilistically enforces
the association to also be a one-to-one relation. The
engineering of the formula weights is explained at the
end of this section. This formula is limited to concur-
rently instantiated tracks using the act predicate (not
listed).

The floor plan. We use the static predicate adj :
Region × Region to encode the connectedness of the
regions. All instances are fully observed and adhere
to the floor plan given in Figure 1a. A single formula
forces persons to move between regions only according
to the given layout:

∞ atP (t, p, l1) ∧ atP (t + 1, p, l2)⇒ adj(l1, l2) (4)

This formula is deterministic to prevent persons from
“teleporting” through the scene. If regions allow for a
traversal in less than a second (one time step), this rule
becomes invalid. But since the association of tracks to
persons allows for some slack, a person in the model
can “catch up” to the location of its real counterpart
after some time steps, only violating Formula 2.

The occlusion model. To prevent persons without
an associated track from wandering across the scene
(since no track influences their current location), we
need to express that persons usually have a track un-
less they are indeed occluded. In our setting both

static and dynamic occlusions occur, being caused by
walls or other persons, respectively. For our experi-
ments, only static occlusion information is modeled.
This is done by assigning a certain probability to each
region that it may contain untracked persons. The
probability is larger for areas of high static occlusion,
like the separate room. We also assign a higher occlu-
sion to regions that are more likely to be dynamically
covered, like the region around the coffee maker. By
assigning low occlusion probabilities to central regions
that have a good sensor coverage we penalize persons
silently slipping past the sensor. Formula 5 is provided
once for each region r. The weight wr is the occlusion
value, which is given in Figure 1a.

wr atP (t, p, r) ∧ ¬∃m : (act(t,m) ∧ a(m, p)) (5)

Goals and their dynamics. The last model part
handles the goals of persons. We associate goals
with regions and add another time-dependent func-
tion goal : Time × Person × Region, where goals are
also allowed to assume the special location NULL to sig-
nal that a person currently has no goal. The following
formulas describe the dynamics of goals:

∞ goal(t, p, l) ∧ ¬atP (t, p, l)⇒ goal(t + 1, p, l)(6)

∞ goal(t, p, l) ∧ atP (t, p, l)

⇒ goal(t + 1, p, l) ∨ goal(t + 1, p,NULL) (7)

0.1 goal(t, p,NULL) (8)

Formulas 6 and 7 achieve that goals can only be cleared
when a person reaches their associated region. For-
mula 8 encodes the urge of people to clear their goal.
Stating this rule in this particular form results in per-
sons trying to reach their goal as soon as possible, since
otherwise the penalty accumulates over time. Another
way to make people reach their goals is to make it more
likely for a person to be inside the region of their goal.
Both rules work equally well for our dataset but might
make a difference when applied to longer sequences or
under a different setting.

Elicitation of weights. There exist two major ways
to determine the weights of the probabilistic formulas:
Learning from data and elicitation from experts; where
for common sense domains, like the one we are dealing
with, everyone is usually an expert. Both the learn-
ing of weights and the direct specification approaches
have been followed in the literature. For the case of
our related work, Sadilek and Kautz [2010] and Singla
and Domingos [2006] are employing learning and Tran
and Davis [2008] specify the weights by hand. Due to
the limited size and the common sense nature of our
dataset we decided to specify the weights ourself.

The approximation to consider the weight as the loga-
rithmic odds of the formula being true [Richardson and



Domingos, 2006] can serve as a good starting point,
but it only holds as long as formulas do not share pred-
icates. After assigning some reasonable initial values,
we iteratively looked at predictions of the model for
selected sequences and adjusted the weights if the pre-
dictions did not conform with our expectations. We
began by adjusting the weights for sequences with only
one persons and switched to larger test sequences once
the model made sensible predictions for the training
data at hand. Since MLNs are based on undirected
graphical models (which means they are locally un-
normalized), there are no absolute correct values, but
the weights of different formulas have to be balanced
against each other.

7 Preprocessing of Tracking
Information

We go on and describe how tracking data is processed
for input to the MLN model. After extraction of the
individual objects in the multi-object Bayes filter, we
obtain a set of single object particles Xt

m for each track
ID m and time step t. We then apply two data reduc-
tion steps. First, the MLN model works on a coarser
time scale of 1.25 steps per second, while the tracking
algorithm runs with 12.5 steps per second. We drop
the intermediate steps without further processing. A
different approach might aggregate them, e.g., by av-
eraging, but this would also distort the meaning of the
data, because it cannot be considered a snapshot of
the situation anymore.

Depending on the quality of the tracking algorithm
and the used object model, there can be many false
positive tracks, e.g., when people spread their arms
away from their body, crossing the plane of laser
beams. To reduce these false tracks, we use the ex-
istence probability to eliminate insignificant tracks. It
is given by |Xt

m|/N ; the number of particles for track
ID m divided by the total number of particles N . We
drop all tracks from a time step whose existence prob-
ability is below 0.5. For our test sequences, the output
of the tracking algorithm usually contains about thirty
tracks per sequence, but only less than ten remain af-
ter applying both reduction processes.

For each time step t and each track ID m that survive
the described process we add the track as active to our
MLN model via observation of the act predicate. We
then bin the single object particles into the discrete
regions. Most of the time all particles are contained
in a single region and we create an observation of the
atT function. In cases where the particles of a track
m spread over several regions we reflect this as proba-
bilistic evidence by adding a formula (wl, atT (t,m, l))
for each location l and calculating the weight as the

logarithmic odds wl = log pl

1−pl
, where pl is the relative

frequency of a particle of track m being in region l.

8 The Inference Problem

Markov Logic Networks can be seen as template mod-
els for undirected graphical models [Koller and Fried-
man, 2009]. Their semantics are defined using the
ground version of these networks. As such the de-
scribed MLN represents an undirected version of a dy-
namic Bayesian network [Murphy, 2002]. The effort for
exact inference in such models is usually exponential in
the number of variables within one time slice, because
most variables within one time step become dependent
on each other after some steps in most models.

The model described in this work also suffers from this
problem. The cause that all variables of a time slice
become dependent lies in the probabilistic data asso-
ciation; which is a hard problem at its core. In our
case the problem of exact inference is exponential in
mT +nP , where mT is the maximum number of simul-
taneous tracks and nP is the total number of persons
in the model. Here mT stems from the association
predicates and nP are the instantiations of the atP
predicate for one time step.

For our evaluation we perform exact inference on
the model by exploiting context-specific indepen-
dence [Koller and Friedman, 2009, pp. 171]. Given
an assignment to all association variables, the model
factorizes into components for each person and thus
becomes tractable. Our largest sequence contained
only 10 tracks, which results in 37 possible associa-
tions to three persons after observing the correct as-
sociation for three initial tracks. After conditioning
on the association variables we calculate the partition
function for each association using variable elimination
along a min-degree variable ordering. This approach is
not suited for online filtering. For this purpose a rao-
blackwellized particle filter, which collapses all but the
association variables, seems like a good solution [Koller
and Friedman, 2009, pp. 526]. Evaluating the per-
formance of this inference approach on the presented
model is open for future work.

9 Evaluation

We recorded 9 sequences in total; three sequences with
one, two and three persons, respectively. The duration
of each sequence is about one minute. The course of
events is the same among sequences with the same
number of persons; the sequences vary during the part
where multiple persons wander around the main room.

The setups with one person only feature static occlu-



Unassigned Tracks Model M Model MO Model MOG
Sequence Persons ↓pD = c ↓pD(x) ↓a− ↑ptrue ↓a− ↑ptrue ↓a− ↑ptrue
S1-1532 1 1 1 0 0.34 0 0.99 0 1.00
S1-1640 1 1 1 0 0.34 0 0.99 0 1.00
S1-1737 1 1 1 0 0.34 0 1.00 0 1.00
S2-2056 2 3 2 2 0.10 2 0.27 0 0.54
S2-2207 2 4 4 3 0.00 4 0.01 3 0.03
S2-2329 2 3 3 2 0.09 2 0.26 0 0.51
S3-4628 3 5 1 3 0.25 0 0.45 0 0.89
S3-4734 3 5 3 2 0.15 0 0.52 0 0.55
S3-5306 3 7 4 1 0.13 1 0.12 1 0.25

Table 1: For each of the nine sequences used for evaluation, we give the number of invented tracks minus the
number of persons for tracking with constant detection probability pD = c and with state dependent detection
probability pD(x). For the three MLN models, we give the number of false associations a− and the probability
of the true assignment ptrue.

sion caused by walls, caused by the single person stay-
ing inside the office for several seconds. This results
in its track being reinvented upon entering the main
room again. With two persons there is dynamic occlu-
sion, where one person covers the other person. Both
persons enter the office together and thus cannot be
distinguished once they reappear. Goal information
for one person can resolve this issue and we can ob-
tain a good association again. In the scenes with three
persons, one person enters the office while the two re-
maining persons stay inside the main room. Dynamic
occlusion occurs while all three persons are walking
around in front of the sensor. Tracks are lost and recre-
ated often, which can also be observed in Figure 1b in-
side the area corresponding to region RA. When two
persons are simultaneously shadowed by the third one,
it is not possible to associate the reappearing tracks to
the correct persons just by means of the sensor. In this
case goal information can be used to identify the cor-
rect association.

We have evaluated three models that incorporate an
increasing amount of domain knowledge. The first
model M uses only the basic tracking model and the
floor plan. The second model MO comprises all of the
first model and the static occlusion model. The third
model MOG adds information about personal goals. One
person visits the coffee maker in each sequence. We as-
sign the Coffee region as goal for this person in every
sequence. All other persons have no goal assigned.
The goal information is able to resolve confusions that
happen before the designated person visits its goal re-
gion. This does not happen in every sequence.

The MLN is instantiated for three persons in every
setup, regardless of the number of persons appearing
in the scene. For each model and each sequence, we ob-
serve the correct association for the first track of each

person and evaluate how well we can associate new
tracks. In our dataset, the number of tracks that re-
main unassigned after labeling the starter tracks varies
between one and seven.

The results of our evaluation are given in Table 1. For
each sequence, we give the number of false track as-
signments of the most probably association. In ad-
dition, we provide the probability of the correct joint
association. This is interesting for cases where no false
associations were made even with a simpler model, and
can show an improved significance of the correct asso-
ciation when using a more sophisticated model.

To provide a baseline, the number of track confusions
and losses of a state-of-the-art multi-object Bayes fil-
ter with state dependent detection probability (pD(x))
and the ones using the same filter with constant detec-
tion probability (pD = c) are given [Reuter and Diet-
mayer, 2011]. For both filters, the number of persons
inside the scene is subtracted from the total number
of significant tracks. If the tracking algorithm works
perfectly, this number will be zero. The output of the
pD = c filter is used as input for the MLN stage; so
this number equals the number of associations made
by the high-level model and thus equals the possible
maximum number of false associations.

We observe that the algorithm with the state depen-
dent detection probability reduces the number of unas-
signed tracks dramatically in the scenarios with three
persons, where a lot of short term occlusions occur.
In the scenarios with one or two persons, where the
long-term occlusions due to static objects dominate,
the usage of the state dependent detection probability
has nearly no influence on the number of unassigned
tracks. The high-level model MO using only the floor
plan and the static occlusion model delivers results



that are at least on par with the state dependent track-
ing algorithm. Using goal information for one person
can further improve the results. By our judgment, this
is not possible by relying solely on the data obtained
from the laser range finder in general.

One of the two person sequences (S2-2207) shows very
bad performance of the MLN model for all three cases.
Our investigation has shown that an outstretched arm
has caused a significant track that made it through the
data reduction process. The relatively high weight on
Formula 3 prevented the association of this track to the
owner of the arm. Thus, a third person was forced by
the model to appear at this spot and remained present
over the course of the scene.

10 Conclusion

We have described an approach to solving the data
association problem for person tracking with a high-
level probabilistic model described using Markov Logic
Networks. We showed how to map the output of a
regular tracking algorithm into a discrete spatial rep-
resentation, which makes it easy to attach additional
information, e.g., personal goals, and allows the use of
inference techniques for discrete probabilistic models.

Especially in scenarios with long-term occlusions,
where even the multi-object Bayes filter is not able to
continue to track hidden objects, the association using
MLN outperforms the tracking-based approach when
using exact evaluation. On the other hand, a sophisti-
cated tracking algorithm is adequate in scenarios with
occlusions of no more than one second and might be
able to scale more easily to larger domains.

In future, we plan to integrate more information out
of the knowledge-base directly into the tracking algo-
rithms like, e.g., probabilistically modeled destinations
or goals of a person.
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Abstract

Evolution is an important aspect of viral dis-
eases such as influenza, hepatitis and the
human immunodeficiency virus (HIV). This
evolution impacts the development of suc-
cessful vaccines and antiviral drugs, as muta-
tions increase drug resistance. Although mu-
tations providing drug resistance are mostly
known, the dynamics of the occurrence of
those mutations remains poorly understood.
A common graphical model to handle tempo-
ral information are Dynamic Bayesian Net-
works. However, other options to address
this problem exist. This is the case of Tempo-
ral Nodes Bayesian Networks. In this paper
we used both approaches for modeling the re-
lationships between antiretroviral drugs and
HIV mutations, in order to analyze tempo-
ral occurrence of specific mutations in HIV
that may lead to drug resistance. We com-
pare the strengths and limitations of each of
these two temporal approaches for this par-
ticular problem and show that the obtained
models were able to capture some mutational
pathways already known (obtained by clini-
cal experimentation).

1 INTRODUCTION

Viral evolution is an important aspect of the epi-
demiology of viral diseases such as influenza, hepati-
tis and human immunodeficiency virus (HIV). HIV is
the causal agent for the disease known as Acquired
Immunodeficiency Syndrome (AIDS), a condition in
which progressive failure of the immune system allows
opportunistic life-threatening infections to occur.

This viral evolution impacts the development of suc-
cessful vaccines and antiviral drugs, as mutations

caused by viral evolution increase drug resistance. Al-
though the mutations which result in drug resistance
are mostly known, the dynamics of the appearance of
those mutations and the time of occurrence remains
poorly understood.

Bayesian Networks (BNs) have proven to be successful
in various domains, including medicine and bioinfor-
matics. However, classical BNs are not well equipped
to deal with temporal information. The common ap-
proach to handle temporal information is to construct
a Dynamic Bayesian Network (DBN) (Dagum, Galper,
and Horvitz, 1992), however other options exist such as
Temporal Nodes Bayesian Networks (TNBN) (Arroyo-
Figueroa and Sucar, 1999).

In this paper we use both approaches, Dynamic
Bayesian Networks and Temporal Bayesian Networks,
to model the mutational pathways for four specific HIV
antiretrovirals. The objective is to compare the path-
ways that we obtain with our models against the path-
ways obtained from experimental testing. In this way,
we can see if the models reflect the temporal clinical
information reported in many reference sources.

2 BAYESIAN NETWORKS

BNs are directed acyclic graphs used to model condi-
tional dependencies between random variables. The
data represented by a BN is typically static, however
in many contexts a need arises to model processes
whose state variables change throughout the course of
time. Dynamic Bayesian Networks evolved to tackle
this shortcoming.

2.1 DYNAMIC BAYESIAN NETWORKS

A Dynamic Bayesian Network extends the concept of a
Bayesian network to incorporate temporal data. Just
as with classic BNs, a static causal model is created to
represent a process at a single point in time; multiple
copies of this model are then generated for each time



point or slice belonging to a temporal range of inter-
est and links between copies are inserted to capture
temporal relations.

When modeling dynamic information, DBNs obey the
assumption that future states are conditionally in-
dependent from past states given the present state
(Markov property); additionally they assume that the
conditional probabilities which describe the temporal
relations between random variables of adjacent time
slices do not change (stationary process). By allowing
these two basic assumptions, DBNs can offer a more
compact model of the dynamic process by defining a
2-time-slice Bayesian network (2-TBN). This 2-TBN
can be further unrolled to do inference on the entire
temporal range of interest.

The learning of a DBN can be seen as a two stage
process (Friedman, Murphy, and Russell, 1998). The
first stage refers to the learning of the static model
and is done in an identical manner as with classic BNs.
The second stage learns the transition network, that
is, the temporal relations between random variables of
different time slices.

An alternative to DBNs are Temporal Nodes Bayesian
Networks (Arroyo-Figueroa and Sucar, 1999) which
are another extension of Bayesian Networks.

2.2 TEMPORAL NODES BAYESIAN
NETWORKS

TNBNs (Arroyo-Figueroa and Sucar, 1999) were pro-
posed to manage uncertainty and temporal reasoning.
In a TNBN, each Temporal Node has intervals associ-
ated to it. Each node represents an event or a state
change of a variable. An arc between two Temporal
Nodes corresponds to a causal-temporal relation. One
interesting property of this class of models, in contrast
to Dynamic Bayesian Networks, is that the temporal
intervals can differ in number and size. So, only one
(or a few) instance(s) of each variable is required, as-
suming there is one (or a few) change(s) of a variable
state in the temporal range of interest. No copies of
the model are needed, thus compacting the represen-
tation without losing expressiveness.

A TNBN is composed by a set of TNs connected by
arcs. A TN, vi, is a random variable characterized
by a set of states S. Each state is defined by an or-
dered pair S = (λ, τ), where λ is the particular value
taken by vi during its associated interval τ = [a, b],
corresponding to the time interval in which the state
changes, i.e. change in value occurs. In addition, each
TN contains an extra default state s = (’no change’, ∅)
with no associated interval. Time is discretized in a
finite number of intervals, allowing a different number
and duration of intervals for each node . Each interval

Figure 1: An example of a TNBN. The Drug node
is an Instantaneous Node, so it does not have tempo-
ral intervals. The Nausea and Headache are temporal
nodes with intervals associated to them.

defined for a child node represents the possible delays
between the occurrence of one of its parent events and
the corresponding child event. If a node lacks defined
intervals for all its states then it is referred to as an
instantaneous node. There is at most one state change
for each variable (TN) in the temporal range of inter-
est.

Formally, let V be a set of temporal and instantaneous
nodes and E a set of arcs between nodes, a TNBN is
defined as:
Definition 1. A TNBN is a pair B = (G,Θ) where
G is a directed acyclic graph, G = (V,E) and, Θ is a
set of parameters quantifying the network. Θ contains
the values Θvi = P (vi|Pa(vi)) for each vi ∈ V; where
Pa(vi) represents the set of parents of vi in G.

The following is an example of a TNBN of a patient ad-
ministered with a drug causing two side effects. Its cor-
responding graphical representation is shown in Figure
1.
Example 1. Assume that at time t = 0, a Drug is
administered to a patient. This kind of drug can be
classified as strong, moderate and mild. To simplify
the model we will consider only two consequences for
the patient, Nausea and Headache. These events are
not immediate, we will assume that they depend on the
type of drug, therefore, they have temporal intervals as-
sociated. For the Nausea node two intervals are defined
[0− 60], [60− 180], for the Headache node three inter-
vals are defined [60 − 120], [120 − 180], [180 − 360].
These intervals represent that the state of the node
changed during that period of time.

The learning algorithm for TNBN used in this work
has been presented in (Hernandez-Leal, Sucar, and
Gonzalez, 2011). We now present a brief description.

1. The algorithm begins by performing an initial dis-
cretization of the temporal variables, for example



using an Equal-Width discretization. With this
process it obtains an initial approximation of the
intervals for all the Temporal Nodes.

2. It then performs a standard BN structural learn-
ing using the K2 learning algorithm (Cooper and
Herskovits, 1992) to obtain an initial structure.
This structure will be used in the third step, the
interval learning algorithm.

3. The interval learning algorithm refines the inter-
vals for each TN by means of clustering. For this,
it uses the information of the configurations of the
parent nodes. To obtain the initial set of intervals
a Gaussian mixture model is used as a cluster-
ing algorithm for the temporal data. Each cluster
corresponds, in principle, to a temporal interval.
The intervals are defined in terms of the mean and
the standard deviation of the clusters. The algo-
rithm obtains different sets of intervals that are
merged and combined, this process generates dif-
ferent interval sets that will be evaluated in terms
of the predictive accuracy (Relative Brier Score).
The algorithm applies two pruning techniques in
order to remove some sets of intervals that may
not be useful and also to keep a low complex-
ity of the TNBN. The best set of intervals (that
may not be those obtained in the first step) for
each TN is selected based on predictive accuracy.
When a TN has as parents other Temporal Nodes,
the configurations of the parent nodes are not ini-
tially known. In order to solve this problem, the
intervals are sequentially selected in a top-down
fashion according to the TNBN structure.

The algorithm then iterates between the structure
learning and the interval learning. However, for the
experiments presented in this work, we show the re-
sults of only one iteration.

3 HIV AND ANTIRETROVIRAL
THERAPY

Viral evolution impacts the development of successful
vaccines and antiviral drugs, as mutations (caused by
viral evolution) increase drug resistance. In HIV, this
is particularly relevant as the virus ranks among the
fastest evolving organisms (Freeman, Herron, and Pay-
ton, 1998). In viral diseases, such as HIV, it would be
important to develop proactive therapies that predict
the advent of mutations, thus reducing the possibility
of drug resistance, which will then help to predict the
duration of a new treatment. Viral therapy failure in
patients treated for the HIV-1 infection is commonly
associated with the emergence of mutations which are
resistant to specific drugs. In addition, a troublesome

cross-resistance within the same class of medications
complicates the therapeutic options for patients who
have treatment regimen failure. Cross-resistance is
particularly common among the protease inhibitors
(PIs), making the sequential use of these agents fre-
quently problematic. Although the mutations which
result in drug resistance are mostly known, the dy-
namics of the appearance of those mutations on the
time of occurrence remains poorly understood.

The relationship between phenotypic susceptibility to
some inhibitors and the genotypic pattern was inves-
tigated in the same inhibitors. From these studies we
now know the resistant patterns associated with the
inhibitors most frequently used. This information has
led to the ability to select a new salvage therapy. In ad-
dition, if we know the pathway and time of occurrence
of resistant mutations of common and well known ther-
apies, then this might lead to predicting the duration
of new therapies, that use inhibitors that have similar
structures or belong to the same class. It is also inter-
esting to compare two or more mutational patterns to
see if they share the same mutational pathways, which
at the end will help to reduce the possibility of drug
resistance.

To combat HIV infection several antiretroviral (ARV)
drugs belonging to different drug classes that affect
specific steps in the viral replication cycle have been
developed. Antiretroviral therapy (ART) generally
consists of well-defined combinations of three or four
ARV drugs. Due to its remarkable variation capabil-
ities, HIV can rapidly adapt to the selective pressure
imposed by ART through the development of drug re-
sistant mutations, that are fixed in the viral popula-
tion within the host in known mutational pathways.
The development of drug resistant viruses compro-
mises HIV control, with the consequence of a further
deterioration of the patient’s immune system. Many of
these ARV drug resistant mutations reduce HIV sus-
ceptibility to ARV drugs by themselves, while others
need to accumulate in order to cause resistance.

3.1 RELATED WORK

There are several works describing computational
models aimed to better understand HIV evolution and
immunopathogenesis. A portion of these models is
devoted to predict phenotypic HIV resistance to an-
tiretroviral drugs using different approaches such as
decision trees (Beerenwinkel et al., 2002) or neural net-
works (Draghici and Potter, 2003). Other works try to
identify relevant associations between clinical variables
and HIV disease (Ramirez et al., 2000). In (Chausa
et al., 2009), association rules between clinical vari-
ables and the failure of the treatment are extracted.
The results obtained are temporal rules that have as



Table 1: An example of the HIV patient data. It
presents two patients P1 with 3 temporal studies, and
P2 with two temporal studies.
Patient Treatment Mutations Weeks

P1 IDV, RTV
L90M, V82A 15
I54V 45
M46I 55

P2 LPV,IDV, RTV V82A 25
I54V 45

antecedent the increasing of a subset of clinical vari-
ables and as consequent the failure of the treatment,
given by side effects of the drugs or by the elevated
viral count (unsuccessful therapy). None of the clini-
cal variables considered are HIV mutations. Finally, in
(Hernandez-Leal et al., 2011) TNBNs are used to an-
alyze the temporal relationships between all the pro-
tease inhibitors and some high frequency mutations.
In contrast, the present work uses two different tem-
poral models: DBN and TNBN. Moreover, the experi-
ments presented here are aimed to analyze specific and
highly used antiretrovirals (IDV, APV, LPV, RTV),
and its corresponding known resistance mutations in
order to analyze the mutational pathways.

4 EXPERIMENTS

In this section we present the data used in the exper-
iments, along with the selection method for the drugs
and mutations. The first experiment presents the re-
sults using a DBN, while the second experiment uses
a TNBN. Finally, we contrast the results and models
obtained.

4.1 DATA AND PREPROCESSING

Data was gathered from the Stanford HIV Database
(HIVDB) (Shafer, 2006) obtained from longitudinal
treatment profiles reporting the evolution of mutations
in individual sequences.

We retrieved data from patients with HIV subtype
B. We choose to work with this subtype because it
is the most common in America (Hemelaara et al.,
2006), our geographical region of interest. For each
patient data retrieved contains a history consisting of
a variable number of studies. Information regarding
each study consists of an initial treatment (cocktail
of drugs) administered to the patient and the list of
the most frequent mutations in the viral population
within the host at different times (in weeks) after the
initial treatment. An example of the data is presented
in Table 1.

The number of studies available varies from 1 to 10
studies per patient history. Since we are interested in

temporal evolution of the mutational networks, we fil-
tered those patients having less than 2 studies. The fil-
tered dataset consisted of approximately 300 patients.

Antiretrovirals are usually classified according to the
enzyme that they target. We focus on protease as
this is the smallest of the major enzymes in terms of
number of aminoacids. For the experiments we used:
Atazanavir (ATV), Lopinavir (LPV), Indinavir (IDV),
Ritonavir (RTV). According to the expert’s opinion
ATV and LPV are the most commonly used antiretro-
virals nowadays. IDV was selected because it shares
mutational pathways with LPV, and RTV was selected
because its frequently used in combination with the
other three.

To define the target set of mutations of interest, we
used the Major HIV Drug Resistance Mutations ac-
cording to (Stanford University, 2012). The mutations
selected for both experiments are: L90M, V82A, I54V,
I84V, V32I, M46I, M46L, I47V, G48V.

Ir order to evaluate the models and to measure the
statistical significance of edge strengths we used non-
parametric bootstrapping. For this we obtained a re-
shuffled (re-sampling with replacement) dataset gener-
ated from the original dataset and learned the models
from this new dataset; this procedure was repeated 10
times. Confidence in a particular directed edge is mea-
sured as a percentage of the number of times that edge
actually appears in the set of reconstructed graphs.
We used two thresholds for considering a relation as
important. The first one is a strong relation that ap-
pears at least in 90% of the graphs, and the other is
a suggestive relation, this occurs with values between
70 and 90%. In Figures 2(a)-2(b) a suggestive rela-
tion is shown as an arrow labeled with *, and a strong
relationship is presented as an arrow label with **.

4.2 DYNAMIC BAYESIAN NETWORK

In order to obtain the corresponding DBN from the
data we began by learning the structure of the static
network. For this stage each variable in a patient
record was seen to have a binary value, where this
value was equal to 1 if that variable was present and
0 if not present. While there are many approaches for
learning DBNs such as (Friedman, Murphy, and Rus-
sell, 1998; Wang, Yu, and Yao, 2006; Gao et al., 2007)
we decided to use a simple approach, therefore the
structure of the static network was learned by apply-
ing (Chow and Liu, 1968) from which a fully connected
tree is obtained. Since the Chow-Liu algorithm does
not provide the direction of the arcs, we subsequently
applied (Rebane and Pearl, 1987) in conjunction with
expert knowledge in order to obtain the final directed
acyclic graph. We mention that Rebane and Pearl’s



algorithm found the antiretroviral RTV and the mu-
tation L90M to be parent nodes of the antiretroviral
IDV; however this relation was found to be invalid and
was not established since we know that a mutation
cannot be a cause of a medication (expert knowledge).
By establishing mutations as effects of medications the
directions of the remaining arcs are easily determined.

To obtain the structure of the transition network each
record was discretized into equal length time inter-
vals, where the value of a variable was set to 1 if it
was present during that time interval and 0 otherwise.
Once a variable is observed it remained set to 1 for all
subsequent time intervals. If a variable was observed
at a time point between state changes, its value was
set to 1 for all time intervals greater than the observed
time. For our experiments we used different granulari-
ties: 5, 8,10 and 20, that corresponds to different num-
ber of weeks. The obtained structures were the same
except for one new arc in one experiment. When learn-
ing the transition network, a node in a time slice can
only choose its parents from the previous time slice.
In order to choose the best set of parents we applied
the Bayesian Information Criterion (BIC) scoring met-
ric to evaluate each selection. This metric returns the
probability of the data given the model penalizing the
complexity of the model, in other words it favors sim-
pler models. The learning of the transition network
was done by using Kevin Murphy’s Bayesian Network
Toolbox for Matlab (Murphy and others, 2001). Fig-
ure 2(a) presents the resulting DBN.

From the model in Figure 2(a) we can observe, that all
the nodes, except ATV, have persistent arcs between
time slices. In the transition network, arcs from mu-
tations in time slice t appear to be catalysts to the
mutations they point to in time slice t+ 1. The static
network provides more information on which antiretro-
virals are the causing agents of certain mutations. For
example, we can observe that the mutation L90M is
a reaction to the IDV drug. By following the arcs in
the static network and moving through the transition
network we can begin to detect mutational pathways.

4.3 TEMPORAL NODES BAYESIAN
NETWORKS

To apply the learning algorithm for the TNBN the
data is arranged as a table where each column rep-
resents a drug or mutation and each row represents
a patient case. For the drugs the values are USED
or NOT USED, and for the mutations the values are:
APPEAR, with the number of weeks in which the mu-
tation appeared for the first time, or NOT, if the mu-
tation did not appear in that case. Thus, the drugs are
instantaneous nodes, and the mutations are temporal
nodes of the TNBN.

We evaluated different orderings for the K2 algorithm.
Specifically, we evaluated all the different combina-
tions for the first two mutations and the order of the
rest was chosen randomly. In Figure 2(b) the model
with highest predictive accuracy is presented.

The model shows a relation between IDV and RTV,
this may suggest that they are mainly used together.
ATV is shown isolated from the rest. A reason for this
may be that the number of cases that used this drug
was low and the algorithm could not find any relations
with other drugs or mutations.

The mutations L90M, I54V and I84V appear to be
the first mutations caused by the effects of the drugs.
Mutation V82A appears to be important since it has
three arcs directed to other mutations. In this model,
the mutations M46L, I47V, V32I, V82A and M46I had
only a causing mutation as parent. Finally, the muta-
tion G48V appears isolated; this may happen due to
the fact that this mutation was infrequent in the data.

4.4 CONTRASTING THE MODELS

Structure

In order to compare the two models we begin by con-
trasting the structure displayed by each one. A DBN
is typically represented as a 2-TBN in order to give a
smaller representation and therefore inference for fu-
ture times requires the network to be unrolled. Unlike
the DBN, a TNBN only has one base network, which
can be interpreted as the causal temporal relationships
existing between random variables. In a TNBN there
is no need to repeat the structure. Therefore, TNBNs
offer a more compact representation than DBNs, as
DBNs can grow to become increasingly complex, as
they are further unrolled to include greater time inter-
vals. Unrolling a DBN can also result in the repetition
of nodes whose state has not changed, thus generating
unnecessary replications that clutter the model.

The way in which a TNBN is constructed also pro-
vides us with different visual information. Given that
a TNBN is learned using the K2, the nodes of the re-
sulting model have a temporal ordering, and because
the TNBN only consists of one base structure, order
of occurrence between different variables is easily visu-
alized. For example, in the context of HIV, pathways
formed between mutations can be determined by fol-
lowing the directions of the arcs. In Figure 2(b) we can
detect the pathway L90M→V82A→M46I. In contrast,
in a DBN temporal orderings are more difficult to vi-
sualize solely from the model. However, DBNs offer
their own distinct interpretation of the process being
modeled. In DBNs, variables that are strongly related
can be visualized from the arcs in both the static and



(a) A learned DBN model. Discontinuous lines represent persistent arcs.

(b) A learned TNBN model. Some intervals associated with their respective tem-
poral nodes are shown.

Figure 2: The two temporal models: DBN and TNBN. White nodes represent drugs and grey nodes represent
mutations of protease. An arc labeled with a * represents a suggestive relation. An arc with ** represents a
strong relation.



transition networks. For example, in Figure 2(a), in
time slice t arcs go from mutations L90M and M46I
to V82A in time slice t + 1, indicating a correlation
among V82A and both of these other two mutations.

Bootstrapping results

The relations found after performing bootstrapping in
the models can be seen in Figures 2(a)-2(b). Both
models successfully detected several well known rela-
tions among mutations, and while they both coincide
in many of these, each one also displays a set of unique
relations found. For example, the TNBN detected
V82A→V32I as a strong relation, this is consistent
with the literature, but was not found by the boot-
strapping preformed for the DBN. On the other hand,
the DBN was able to detect the relation L90M→I54V;
this relation is not present in the TNBN but exists in
the literature.

Overall the TNBN was more successful at detecting
mutational reactions to specific antiretrovirals. The
mutational effects of the medications used are well doc-
umented and the TNBN reflects this knowledge. For
example, RTV→I54V was found as a suggestive rela-
tion; however it is known that when RTV is taken as
a booster in combination with IDV, I54V is a com-
mon mutational reaction. We note that the TNBN
also displays the relation between IDV and RTV.

We also mention that not all relations found by the
models have been previously reported. V82A→I84V
(found in the DBN) and M46I→M46L (found in both)
are as far as the authors know unreported. Further
research is needed to determine the correctness of these
relations.

Clinical relevance

Both learned models were capable of obtaining known
mutational pathways. For example, it is known
that the LPV drug causes the pathways:(i) M46I/L,
I54V/T/A/S and V82T/F/S (Kempf et al., 2001) , and
(ii) V32I, I47V/A, I50V, I54L/M and L76V (Nijhuis
et al., 2007; Parkin, Chappey, and Petropoulos, 2003).
For IDV the main mutations are V82A/T/F/S/M,
M46I/L, I54V/T/A, I84V and L90M (Bélec et al.,
2000; Descamps et al., 2005). Moreover M46I/L,
I54V/T/A/S and V82T/F/S are reported as major
mutations both to IDV and LPV and we can see that
in Figures 2(a) and 2(b) the models were able to dis-
cover these shared pathways. These results suggest
that the models could be applied to new ARVs with
structural similarities to determine the duration of the
treatment.

5 CONCLUSIONS

Mutational pathways provide important information
for decision making in multidrug therapy. In our re-
search, we used HIV data from several patients in or-
der to analyze the temporal occurrence of mutations
and create such mutational pathways. We present a
comparison of the DBNs and TNBNs models created
with this data. Even when Dynamic Bayesian Net-
works have become a standard for time series mod-
eling, TNBNs offer different advantages. We show
why they should be considered as an option when fac-
ing problems with dynamic information. Both models
were able to capture pathways previously discovered
by clinical experiments. These results suggest that
temporal BNs are models that can have a significant
impact in the battle against the HIV disease. For ex-
ample, we could use these models to predict muta-
tional pathways and how long new antiretrovirals can
be used in specific cases. These models would also help
physicians to follow up on patients that are undergoing
a therapy that shares similar chemical properties with
another treatment whose mutational pathways are al-
ready known. As future research, it would be interest-
ing to compare two different cocktail treatments along
with the temporal occurrence of drug resistant muta-
tions, in order to predict the most effective treatment.
We believe this could aid the experts in the selection
of the best treatment for the patient.
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Abstract

Everyday millions of blogs and micro-blogs

are posted on the Internet These posts usu-

ally come with useful metadata, such as tags,

authors, locations, etc. Much of these data

are highly specific or personalized. Track-

ing the evolution of these data helps us to

discover trending topics and users’ interests,

which are key factors in recommendation and

advertisement placement systems. In this pa-

per, we use topic models to analyze topic evo-

lution in social media corpora with the help of

metadata. Specifically, we propose a flexible

dynamic topic model which can easily incor-

porate various type of metadata. Since our

model adds negligible computation cost on

the top of Latent Dirichlet Allocation, it can

be implemented very efficiently. We test our

model on both Twitter data and NIPS pa-

per collection. The results show that our ap-

proach provides better performance in terms

of held-out likelihood, yet still retains good

interpretability.

1 Introduction

Topic evolution analysis has become increasingly im-

portant in recent years. Such analysis on social me-

dia and webpages could help people understand in-

formation spreading better. In addition, it also pro-

vides ways to understand latent patterns of corpus,

reduce effective dimensionality and classify documents

and data. Meanwhile, reseachers manage to fit vari-

ous types of data into the topic model. For example,

image segmentations was modeled as topics in Feifei

et al. [6]. User behaviors were also modeled as topics

as in Ahmed et al. [1] In such circumstances, topic

evolution gains other practical values. For example,

knowing the evolution of people’s behaviors could im-

prove the performance of item recommendations and

advertising strategy. In addition, dynamic feature ex-

traction might also provide richer user profile.

In various applications, one might want to harness

metadata for different purposes. When metadata con-

tains useful information for the topic analysis, it can

help enhance the precision of the model. For instance,

authorship can be used as an indicator of the topics in

scientific paper analyzing [14]. Citations can also help

reveal the paper’s topics [9]. In behavior modeling,

metadata such as user id could be used for personal-

ized analysis.

In this paper, we propose topic evolution model

incorporating metadata effects, named metadata-

incorporated dynamic topic model (mDTM). This is

a flexible model effective for various metadata types

and evolution patterns. We demonstrate its applica-

bility by modeling the topic evolution of Twitter data,

where we use hashtags as the metadata. This prob-

lem is particularly challenging because of the limited

length of tweets and their non-standard webish style.

Later we use authors as the metadata to run a dynamic

author-interest analysis on the NIPS corpus.

The paper is organized as following. Section 2 gives a

brief description of backgrounds and prior work. Our

model is introduced in Section 3. Finally, the illustra-

tive examples of topic evolution analysis are presented

in Section 4.

2 Notations and Related Work

In this paper, the corpus is denoted by D, and each

document d in corpus consists of Nd words. Each word



w is an element in the vocabulary of size V . There

are K different topics associated with the corpus. As-

sume the words in the same document are exchange-

able. The case of interests is when the documents have

other special metadata. We use h to represent the

metadata. Assume h ∈ H, where H is the domain

of h. For instance, when h is hashtag of a tweet, H

can be all the strings of hashtags. Let hd be the in-

stantiation of h ∈ H at document d. Now with above

notations, we can define the topics to be probability

distributions over the vocabulary. Let p(w|z) be the

probability of word w appears when the topic is z, then

topic z is represented by a V -vector corresponding to

a multinomial distribution:

(p(1|z), p(2|z) · · · , p(V |z)).

Latent Dirichlet Allocation proposed by Blei et al.[4],

is one of the most popular models for topic analysis.

LDA assumes the documents are generated by the fol-

lowing process:

(i) for each topic k = 1, · · · ,K :

Draw word distribution by φk ∼ Dir(β).

(ii) for each document d in the corpus :

(a) Draw a vector of mixture proportion by

θd ∼ Dir(α).

(b) for each word position j in d :

(b1): Draw a topic for the position by

zd,j ∼ mult(θd).

(b2): Draw a word for the position by

wd,j ∼ mult(φzd,j ).

In the process, α is a K-vector and β is a V -vector.

θd’s are K-vectors characterizing a multinomial distri-

bution of the topic mixture for each document d. α

and β are called hyperparameters. Throughout this

paper, we will use wd,j and zd,j to denote the word

and topic in position j of document d respectively.

Dir(α) denotes the Dirichlet distribution with param-

eter α, and mult(θ) denotes the 1-trial multinomial

distribution.The model structure of LDA is shown in

Figure 1(a), where we use Φ to represent the vec-

tors {φ1 · · ·φK}. In most cases, α and β are chosen

to be symmetric vectors. There is work (Wallach et

al.[16]) showing that LDA with asymmetric hyperpa-

rameters can outperform symmetric settings. For a

K-vector Ω = (Ω1, · · · ,ΩK), they added the prior of

α so as α ∼ Dir(Ω) can connect LDA to mixture model

given by Hierarchical Dirichlet Process (HDP), which

(a) Original LDA graphical structure

(b) Asymmetric LDA with priors.

Figure 1: Graphical structures of LDA models.

is a nonparametric prior allocation process proposed

in Teh et al.[15]. Adding the extra prior Ω, the graph-

ical structure of LDA can be represent by Figure 1(b).

As mentioned in Section 1, we would like to take meta-

data into consideration as in [14]. Labeled-LDA (Ra-

mage et al.[13]) provides another method to use meta-

data, requiring topics to be chosen from a subset of

the label set, where the labels can incorporate certain

kinds of metadata. Statistically speaking, this works

like adding sparse mixture priors. In Ramage et al.[12],

labeled-LDA is used for Twitter data. However, there

is no natural way to create labels for different meta-

data. Such models assume specific generative process

for metadata influences, which often limits the model

to certain metadata. However, in our model, the im-

pacts of metadata are modeled by empirical estima-

tion rather than a specific probabilistic process, which

makes it valid generally.

On the other hand, we need dynamic models to analyze

topic evolution. The dynamic topic model (DTM) pro-

posed by Blei works well on the example of science pa-

pers [3]. However, its logistic Gaussian assumption is

no longer conjugate to multinomial distribution, which

makes the computation inefficient. Moreover, it is an

offline model that needs the entire corpus at one time,

thus not suitable for stream data. Iwata et al.[10] uses

multi-scale terms to incorporate time relation. This

method can be very complicated in some cases and

therefore infeasible for large scale datasets. But the



idea of modeling the relation by hyperparameter is re-

ally effective in many problems. In [1], a time-varying

user model (TVUM) is proposed. It considers users’

behaviors over time, and connects different users by

the general sampling process. Here we can take a dif-

ferent viewpoint of TVUM. Note that when we take

each user’s identity as the metadata, TVUM is actu-

ally using metadata for interests evolution. In this as-

pect, it can be seen as a special case and also a starting

point of our model.

In the next section, we begin from another view of

LDA model, and generalize it to incorporate metadata.

3 Metadata-incorporated Dynamic

Topic Model

3.1 Motivation: Define LDA via Markov

Chains

The inference of LDA can be done through MCMC

sampling. The sampling inference algorithm was pro-

posed in Griffiths et al.[8]. But to understand how

LDA works, we need to use the smoother version

shown in Figure 1. It is shown in [15] that LDA in

this case limits to a HDP mixture model as K → ∞.

Thus we will introduce a few more notations and start

from HDP aspect of LDA. In the rest of the paper, we

will use subscript d to denote relevant variables associ-

ated with document d, subscript k to denote the vari-

able associated with topic k, and w to denote variables

associated with word w. Following this style, mk is

defined as the number of documents containing words

generated from topic k and m = (m1,m2, · · · ,mK),

while nd,k,w is the number of words w in document

d that is from topic k. We further use · to de-

note summation over a specific variable, so n·,k,w is

the number of occurrence of words w being drawn

from topic k and, nk = (n·,k,1, n·,k,2, · · · , n·,k,V ). In

addition, nd,k,· is the number of words in d which

are associated with topic k. When we want to

discuss the variables at time t, we use the super-

script xt to represent the variable x in the model of

time t. So we have mt = (mt
1,m

t
2, · · · ,mt

K),ntk =

(nt·,k,1, n
t
·,k,2, · · · , nt·,k,V ). When we focus on discus-

sions at one time slice, which is clear in context, we

will ignore the superscript t.

According to the discussion in [15] and the mechanism

of Gibbs sampler, we can equivalently define the LDA

inference of topic z (for each position of each docu-

ment) as the stationary distribution of a Markov chain

with the transition probability given in Formula (1),

in which the superscript −(d, j) refers to the originally

defined variables without considering the position j of

document d, and w−(d,j), z−(d,j) are the variables of

the words and topics of the corpus except the ones at

position j in document d, that is, wd,j and zd,j respec-

tively.

The interpretation of this transition probability is that

the Markov chain evolves with the following two pat-

terns to arrive new topic states in the document. (i)

Choose a topic proportional to the existing topics dis-

tribution within the document. This means it tends

to keep the topic of each position consistent with the

document contents. (ii) With certain probability, it

might choose a topic ignoring the existing contents of

the document. However, this choice is based on the

popularity of topics over the entire corpus. This is a

reasonable assumption in many circumstances, and we

believe this could explain the power of LDA.

P (zd,j = k|w−(d,j), z−(d,j)) ∝

(n
−(d,j)
d,k,· + λ

mk + Ωk∑
mk + Ωk

)P (wd,j |φk). (1)

3.2 Generalization: mDTM

Assume the corpus has metadata h. Our basic as-

sumption is that metadata is a good indicator of topics

for each document. For example, a tweet with hash-

tag “#Microsoft” is much more likely to talk about

technology rather than sports. Nearly all the previ-

ous works involving a certain type of metadata rely

on this assumption. We first define the preferences of

metadata over time as a vector function of t and h,

g(h, t) = (g1(h, t), g2(h, t), · · · gK(h, t)). The kth ele-

ment gk(h, t) is the preference of h to topic k at time

t. Since we want to build a dynamic model for topic

evolution, we can learn g(h, t), and turn it into another

impact on top of the evolutionary effects of β and Ω.

Motivated by the definition of LDA given by (1), we

define the mDTM inference at a fixed time slice to

be the stationary distribution of a Markov chain with

transition probability

P (zd,j = k|w−(d,j), z−(d,j) ∝

(n
−(d,j)
d,k,· + gk(hd, t) + λ

mk + Ωtk∑
mk + Ωtk

)P (wd,j |φtk). (2)

The modification we make has exact effects that we

want to incorporate into (1). In addition, this process



provided by mDTM is simple and does not incure too

much computation, as shown in the Section 3.4. We

only focus on the case where there is only one meta-

data variable in our discussion. There might be the

case that more than one metadata variables are asso-

ciated with the corpus. For instance, we might have

timezone and browser for web log. In this case, we

can simply model the effects as additive and estimate

the function g(h, t) separately for each metadata vari-

able. Then everything we discuss here could be used

for multiple metadata variable case. As we will pro-

pose different evolution patterns for the parameters in

later sections, here we introduce notation fΩ and fβ
as the evolution functions of Ω and β. Now taking the

time effects of evolution into consideration, the entire

evolution process of mDTM is as follows:

(1) t = 0: initialize the model by LDA.

(2) For t > 0:

(a) Draw Ωt according to the model of t− 1

by Ωt = fΩ(t− 1).

(b) For each topic k = 1, · · · ,K : Draw βk by

βtk = fβ(t− 1).

(c) With the current Ωt and {βtk}Kk=1,

implement the inference for the process

described by equation (2).

We model the evolution of all the effects by separable

steps, so the model can be updated when data in new

time slice arrives, which makes it possible for stream

data processing and online inference. It is very flexible

to adjust mDTM for different types of metadata, with

different properties as we do not have to assume spe-

cific properties of the metadata. Notice that though

we generalize the Markov chain definition of LDA to

mDTM, we haven’t shown the existence of the station-

ary distribution or limiting behavior of the chain. To

address this issue, we can check mixing of the chain,

so as to know if the inference is valid. In all of our

experiments, such validity is observed. For details and

methods about mixing behavior of Markov chains, we

refer to Levin et al. (2009) [11].

The evolution patterns fΩ(t), fβ(t) and g(h, t) are ad-

dressed in Section 3.3. Then we give the inference

steps of mDTM in Section 3.4.

3.3 Evolution Patterns of mDTM

Now we describe how to model g. Assume metadata is

categorical which is the case we normally encounter in

applications. Similar methods can be used to choose

fΩ and fβ , so we will only discuss the evolution pat-

tern for g(h, t) in detail. We use ñtk,h to denote the

number of the topic k that occurs in all documents

having metadata h at time t.

3.3.1 Time-decay Weighted Evolution

We can just take gk as the weighted average number

of topics k appearing in documents with metadata h,

using the weights decays over time. This represents

our belief that the recent information is more useful

to predict the preference. Thus,

gk(h, t) = σ
∑
s<t

κt−sñsk,h, (3)

where σ is a scalar representing the influence of the

metadata. This is a straightforward way to encode the

evolution pattern, and the computation is very easy.

3.3.2 Bayesian Posterior Evolution

For each h ∈ H, we assume there is a preference vector

for h to be µth = (µt1,h, µ
t
2,h, · · ·µtK,h) which is a vector

in the K − 1 dimensional simplex, with µtk,h ≥ 0 for

k = 1 · · ·K. Then the realization of choosing topic

for any h ∈ H can be seen as (ñt1,h, ñ
t
2,h, · · · ñtK,h) ∼

Multinomial(ñth, µ
t
h), the ñth-trial multinomial distri-

bution which is sum of ñth independent trials from

mult(µth), where ñth is the total number of observa-

tions of h over the corpus. So we can take the Bayesian

estimation by adding a Dirichlet prior by the process:

µth ∼ Dir(ζt−1 · µ̂t−1
h )

(ñt1,h, ñ
t
2,h, · · · ñtK,h) ∼ Multinomial(ñth, µ

t
h)

In such settings, we can choose the posterior expec-

tation as the estimator, which is

µ̂tk,h =
ñtk,h + ζt−1 · µ̂t−1

k,h∑
ñtk,h + ζt−1 · µ̂t−1

k,h

. (4)

ζ is a scalar representing influence of the prior, which

is the Bayesian estimator from previous time. Then

let

gk(h, t) = σµ̂tk,h



in the process, where σ is a scalar representing the

influence of the metadata. Such evolution pattern is

very simple and smooth and it adds almost no addi-

tional computation cost.

This pattern actually also assumes there is a hyper-

parameter in each time t, which is µth. Rather than

setting it beforehand, we impute the estimate for such

hyperparameters by inference from the model. This is

the idea of empirical Bayes method. In particular, one

could notice that if there is no new data for h after

time t, Bayesian posterior evolution would remain the

same, while the time-decay evolution gradually shrinks

g to zero.

3.3.3 Sparse Preference

In certain cases, we might constrain each document

to only choose a small proportion of K topics. Our

method to achieve this goal is to force sparsity on the

topic choosing process. We can take the occasional

appearance of most of the topics as noise, then imple-

ment a thresholding to denoise and get the true sparse

preference. Define the function S(a, ε) as hard or soft

thresholding operator where ε is the threshold. Then

we can process each variate of the vector resulting from

the previous evolution pattern by S, resulting a sparse

vector. The soft and hard thresholding functions are

defined respectively as

Ssoft(a, ε) = sign(a) ·max{|a| − ε, 0}

Shard(a, ε) = sign(a) · I{|a| > ε}

3.3.4 Choice of fΩ and fβ

Similar evolution patterns for fΩ and fβ can be cho-

sen. With certain variable changed according to the

settings. For fΩ, one could use mt
k to replace ñtk,h in

(3) and (4). The evolution pattern of β can be derived

via replacing ñtk,h in (3), (4) by ntk .

3.4 Inference

As mentioned previously, mDTM can be seen as a gen-

eralization of TVUM. Suppose now we take user-ID as

the only metadata which is categorical, and assume

that each document belongs to a certain user-ID, then

the parameters associated with each category of the

metadata in mDTM become the parameters associated

with a particular user. Furthermore, suppose that the

documents are the browsing history of a user, then

mDTM will be modeling the user’s browsing behavior

over time. In particular, if we use the time-decay av-

erage discussed in Section 3.3.1, the resulting model

is equivalent to TVUM after some simple derivation
1. This connection gives an vivid example about how

to transform a specific problem into the settings of

mDTM.

The time-varying relationship of mDTM can be rep-

resented by a separable term, thus we can incorporate

the time-related term and the topic modeling for a

fixed time separately. For a fixed time unit, the in-

ference process by Gibbs sampling is easy to derive.

Since the special case mentioned before is equivalent

to TVUM, we derive the inference process by analogy

to that shown in [1]. Suppose now we have the model

in previous time t− 1, the whole process for inference

of t is as follows:

(i) Update the new hyperparameters Ωt and βt for

time t according to the chosen evolution pattern.

(ii) Initially set the starting values. We could set the

initial value of α as Ωt. The initial values for the counts

at time t, that is mt
k, n

t
·,k,w, nd,k,·, can be computed

after randomly choosing topics for each documents and

words.

(iii) For each document d, compute the g(hd, t) ac-

cording to the chosen evolution pattern in Section 3.3.

Then sample the topic for each word position j by the

formula

P (zd,j = k|wd,j , others)

∝ (n
−(d,j)
d,k,· +gk(hd, t)+λαd,k)·

n
t,−(d,j)
·,k,wd,j

+ βtk,wd,j∑V
w=1 n

t,−(d,j)
·,k,w + βtk,w

.

(iv) Sample mt
k from the Antoniak distribution [2] for

Dirichlet process.

(v) Sample α from Dir(mt + Ωt). And repeat (iii)-(v).

4 Experiments

To illustrate the model, we conducted two experiments

in which metadata is used for different purposes. We

first use mDTM on Twitter data for topic analysis, in

which we take hashtags as the metadata. In the sec-

ond experiment, we fit our model on the NIPS paper

corpus and try to find information for specific authors,

1
Actually, TVUM has a slightly different way to define the evo-

lution of Ω, which defines the average in different scales of time,

such as daily, weekly and monthly average.



which we use as metadata. For conciseness, we mainly

discuss the former in detail, because Twitter data is

special and challenging for topic analysis. In the NIPS

analysis, on top of the similar results as in previous dy-

namic models such as DTM, we can extract authors’

interests evolution pattern, which would be the main

result we present for that experiment.

4.1 Twitter Topic Analysis

4.1.1 Data and Model Settings

The Twitter data in the experiment is from the paper

of Yang and Leskovec [18]. We use the English tweets

from July 1st, 2009 to August 31st, 2009. For each

of the first three days, we randomly sampled 200,000

tweets from the dataset. And around 100,000 tweets

were sampled for each of the rest days. We considered

the hashtags as the metadata in the experiment. After

filtering stop words and ignoring all words appearing

less than 10 times, a vocabulary of 12,000 words is

selected by TF-IDF ranking. The number of topics

was fixed at 50. In mDTM, time-decay weighted av-

erage was used for fΩ and fβ . We simply set κ = 0.3.

Bayesian posterior evolution was used for hashtag and

soft-thresholding discussed in Section 3.3.3 was used

for the evolution of g(hd, t). The parameters λ and ε

are tuned according to the prediction performance in

the first week, which is discussed in Section 4.1.4.

Our main interest is how topic popularity and contents

change over time.

4.1.2 Topic Popularity Evolution

As can be seen from Equation (2), all the documents

with different metadata share the common term m,

thus m can be interpreted as community popularity

of topics, separated from the specific preference of

metadata. This shows which topics are more popu-

lar on Twitter. Figure 2 gives popularity over the two

months of some topics, which we labeled manually af-

ter checking the word distributions of the topics.

4.1.3 Topic Contents Evolution

Since each topic is represented by a multinomial distri-

bution, one could find out the important words of the

topics. Table 1 gives the content evolution of the topic

US politics. It can be seen that obama and tcot2 are

very important words. However, words about “Sarah

2
The word tcot represents “top conservatives on twitter”.

Figure 2: Topic Popularity on Twitter given by mDTM,
over the period of July and August 2009.

Palin” were mainly popular in July, while the words

about “Kennedy” and “Glenn Beck” became popular

only at the end of August, all of which roughly match

the pattern of search frequencies given by Google

Trends3.

Table 1: Content evolution of the topic US politics
Jul 4 Jul 27 Aug 12 Aug 30

palin obama health kennedy
obama palin care care
sarah tcot obama ted
tcot sarah tcot health

president president bill obama
alaska healthcare healthcare bill

al health reform beck
honduras obamas insurance glenn
governor speech president public

palins alaska town president

4.1.4 Generality Performance

There is no standard method to evaluate dynamic

topic models, thus we take a similar approach as in

[3] to show the prediction performance on the held-

out data. In each day, we treat the next day’s data as

the held-out data and measure the prediction power of

the model.

We compare mDTM with two LDA models without

metadata as in [16] to illustrate the improvement pro-

vided by metadata modeling4. Without metadata, in

the first model, we use LDA on the data of each day

for inference, and call this model indLDA. The prob-

3
We don’t provide the results from Google Trends due to

the limited space. The search frequencies can be found at

www.google.com/trends/
4
We didn’t compare directly with DTM. This is because DTM

cannot be used in an online way, thus it cannot serve our purpose.



Figure 3: Negative log-likelihood during the early period
(July 4th - 10th).

Figure 4: Negative log-likelihood during the end period
(Aug 21st - 30th).

lem here is that there is no clear association for topics

between days. In the second one, we try to overcame

this drawback and take all the data of previous days

for inference, which we call LDA-all. It would take

nearly two months’ data at the end of the period. This

would be too much for computation. Thus we further

subsampled the data from previous days for LDA-all

in the end of the period to make it feasible. LDA-all

will not serve for our purpose and so the main inter-

ests would be comparing indLDA and mDTM. We re-

port the negative log-likelihood on the held-out data

computed as discussed by Wallach et al[17] over the

beginning period (July 4th - 10th) and the end period

(Aug 21st - 30th). We estimate mDTM as discussed

before, but computed the negative log-likelihood ignor-

ing the metadata of the held-out data, thus this gives

us an idea of how metadata can improve the modeling

for general documents, even those without metadata.

There is λ in all of the three models. We tune it and

the thresholding parameter ε by achieving the best log-

likelihood in the first week. Figure 3 and 4 illustrate

the results.

As is shown, mDTM always performs better than the

other two models. This is not surprising because

mDTM has more flexible priors. It is interesting that

LDA-all performs even worse than indLDA. This is

different from the results of [3]. It might be explained

by the differences between Twitter data and scientific

paper data. Twitter’s topic changes so frequently, but

LDA-all takes all the previous days together, which

undermines its power.

4.1.5 Effects of Metadata

In Twitter analysis, the topic preference of a specific

hashtag is not of interests. However, incorporating

hashtags can improve the preformance. On average,

there are roughly 10 precent of the tweets having hash-

tags. But such a small proportion of metadata is able

to provide important improvement of the whole cor-

pus, even for the tweets without hashtags. We com-

pute the held-out log-likelihood, for both the model

inferred without using hashtags as metadata (called

DTM noTag) and the model mDTM using hashtags.

mDTM noTag can be seen as TVUM with one user.

Note that when compute the held-out log-likelihood.

We take the improvement of hashtags as the improve-

ment of negative log-likelihood

(−loglik)DTM noTag − (−loglik)mDTM.

Figure 5 illustrates the improvement of negative log-

ikelihood on the held-out data over the period. It

can be seen that on average, incorporating hashtags

as metadata does improve the performance. And this

improvement tends to grow as time goes. This might

results from the better estimation of most of the meta-

data preference.

4.1.6 Running Times

Here we present a comparison for timing of mDTM and

indLDA. Both were implemented in C++, running un-

der Ubuntu 10.04, with Quad core AMD Opteron Pro-

cessor and 64 GB RAM. We list average running times

(rounded) in Table 2. indLDA is the average time on

10 days (July 4th - July 13th) with 600 sampling itera-

tions each day. mDTM-1 is the mDTM running on the

same data with 600 sampling iterations. Since mDTM

could inherit information from previous time, we found

300 iterations (or less) are enough for valid inference.

Thus we use mDTM-2 to denote mDTM with 300 it-



Figure 6: The human evaluation ACR for the three models. Each box is a value distribution of average correct ratios for
10 topics of the corresponding model on certain day.

Figure 5: The improvement of negative log-likelihood via
hashtags over the period. The red lines are the improve-
ment of −log(likelihood) computed by importance sam-
pling. The blue lines are the intervals at each estimation
point given by 2 standard deviations of the sampling.

erations. It can be seen that mDTM is much faster

than LDA.

Table 2: Running times of three different models
indLDA mDTM-1 mDTM-2

58min 41s 67min 13s 39min 24s

4.1.7 Interpretability

The previous sections show that mDTM is better than

indLDA and LDA-all at generality. However, the in-

terpretability of the topics is also of interests. Chang

et al. [5] revealed that models with better performance

on held-out likelihood might have poor interpretabil-

ity. Here we use the method in [5] to ask humans

to evaluate the interpretability. We choose July 4th

(the first day after three initial days), July 11th (af-

ter one week of July 4th), August 30th (the last day)

and August 23th (one week before the end) for experi-

ments. However, news would be difficult for people to

recognize after more than one year, so we only chose

10 stable topics from each model5. For every topic in

each model, we construct the list by permuting top

15 words for that topic together with 5 intruder words

which have low probability in that topic but high prob-

ability in some other topics. Suppose we have S sub-

jects, then for each topic k, we compute the average

correct ratio (ACR)

ACR(k) =

S∑
s=1

C(s, k)/(5S),

where C(s, k) is the number of correct intruders cho-

sen by subject s for topic k. We conducted a human

evaluation experiment on Mechanical Turk with 150

subjects in total. Figure 6 shows the boxplot of ACR

distribution within each model on each day.

It can be seen that mDTM does not lose much inter-

pretability despite its better prediction performance,

which is different from the observations in [5]. We hy-

pothesize that this is due to the impacts of metadata.

4.2 NIPS Topic Analysis

In this section, we illustrate a different application

of mDTM, that is, to extract specific information of

metadata.

5
We count the number of different words in the top 20 words list

on two consecutive days, and sum such numbers during the whole

period together. A larger sum number means that the topic word

list changes frequently. Then we select 10 topics that are the most

stable. The topics in different time are not associated for indLDA

and LDA-all. We connect a pair of topics between two consecutive

days if they have the most overlap on top 20 words.



4.2.1 Data and Model Settings

The dataset for this experiment contains the text file

of NIPS conference from 1987 to 2003 in Globerson

et al[7]6. We only use the text of the paper and take

the authors as the metadata. The papers in 1987-1990

were used for the first time unit to initiate the model,

and each year after that was taken as a new time unit.

The preprocessing details of the data can be found

on the website. We further deleted all the numbers

and a few stop words. The resulting vocabulary has

10,005 words. The number of topics K was set as 80.

Bayesian posterior evolution was used for g and fβ .

And fΩ was set as time-decay weighted average with

κ = 0.3. We don’t use sparse preference in this exam-

ple. The parameter λ is again tuned by log-likelihood

as before.

4.2.2 Author-topic interests

As before, we could see the topic contents and pop-

ularity trends over time. Here, we only focus on the

special information given by metadata in this exper-

iment. When taking authors as metadata, an inter-

esting information result provided by mDTM is the

interests of authors, similar to the results of [14]. Fig-

ure 7 shows the results given by mDTM for author

“Jordan M”. The height of the red bars represents the

µ̂k,h from Equation (4) for h=“Jordan M”, which can

be interpreted as the topic interests according to the

past information.

It can be seen that authors’ favorite topics remained

nearly the same during the three years, though the in-

terest level for individual topics varied. When we know

the topic interests of the author, we can further inves-

tigate the contents of the user’s favorite topics, which

is a way to detect the user’s interests that would be

useful in many applications. Table 3 shows the top 10

words for four topics of significant interests to “Jor-

dan M” in 1999, according to the result in Figure 7.

We can roughly see they are mainly about “cluster-

ing methods”, “common descriptive terms”, “graphi-

cal models” and “mixture models & density estima-

tion”, which is a reasonable approximation.

5 Conclusion

In this paper, we have developed a topic evolution

model that incorporats metadata impacts. Flexible

6
Data can be found at http://ai.stanford.edu/ gal/data.html
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Figure 7: Topic preference from mDTM of 80 topics, for
author “Jordan M” in 1997, 1998 and 1999.

Topic 60 Topic 63 Topic 75 Topic 78

clustering function variational model
clusters number nodes data

information figure networks models
data results inference parameters

algorithm set gaussian likelihood
cluster data graphical mixture
feature case field distribution

selection based conditional log
risk model jordan em

partition problem node gaussian

Table 3: Four significant topics for “Jordan M” selected
from Figure 7 in 1999.

evolution patterns are proposed, which can be chosen

according to properties of data and the applications.

We also demonstrate the use of the model on Twitter

data and NIPS data, revealing its advantage with re-

spect to generality, computation and interpretability.

The work can be extended in many new ways. For the

moment, it cannot model the birth and death of topics.

One way to solve this problem is to use general prior

allocation mechanism such as HDP. There has been

work using this idea for static models. In addition, the

generality and flexibility of mDTM make it possible

to build other evolution patterns for hyperparameters,

which might be more suitable for specific purposes of

modeling.
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Abstract

This paper investigates the challenge of inte-
grating intelligent systems into varying com-
putational platforms and application mixes
while providing reactive (or soft real-time)
response. We integrate Bayesian network
computation with feedback control, thereby
achieving our reactive objective. As a case
study we investigate fault diagnosis using
Bayesian networks. While we consider the
likelihood weighting and junction tree propa-
gation Bayesian network inference algorithms
in some detail, we hypothesize that the tech-
niques developed can be broadly applied to
achieve reactive intelligent systems. In this
paper�s empirical study we demonstrate re-
active fault diagnosis for an electrical power
system.

1 INTRODUCTION

Substantial progress has been made over the last few
decades in the areas of learning and reasoning using
Bayesian networks (BNs) [29]. While most BN in-
ference problems are computationally hard (NP-hard
or worse) in the general case [6, 33, 28], e¢ cient al-
gorithms have been developed and demonstrated in
a wide range of automated reasoning applications in-
cluding model-based diagnosis [19, 24, 32, 31].

There has recently been an explosion in the number
and types of computers available, capable of running
implementations of sophisticated algorithms including
BN-based algorithms. This is a result of the advance-
ments in both hardware and software platforms now
powering computers, which range from smart phones
and tablet PCs to high-end gaming machines and high-
performance computing (HPC) clusters.

The proliferation of computers of highly varying capa-

bility provides new opportunities for AI systems and
also raises several interesting research questions [21].
Can BN-based algorithms be implemented, adapted,
or �wrapped�such that they reactively (or in soft real-
time) compute meaningful results across a myriad of
commercially available computers? Can algorithms be
optimized such that users may generally continue to
operate their computers normally while also running
AI systems�that is, continue to check email, chat, and
partake in social networking?

To start answering these questions, this paper devel-
ops an architecture that integrates Bayesian network
computation and feedback control. The architecture
contains two feedback loops, a lower-level inner loop
and a higher-level outer loop. What drives the inner
loop is the di¤erence between desired completion time
(or setpoint, set to achieve reactivity) and actual com-
pletion time. The goal of the outer loop is to trade o¤
between higher-level issues such as speed of inference,
resource allocation, and accuracy.

While the architecture is general, we have for valida-
tion purposes used experimental data from an elec-
trical power network located at the NASA Ames Re-
search Center [30]. We demonstrate our novel ap-
proach in the area of fault diagnosis for this electri-
cal power system, and investigate the BN inference
algorithms of likelihood weighting [34], variable elim-
ination [20, 9], junction tree propagation [18, 35],
and belief propagation [29, 26]. Results for �ve di¤er-
ent computers and three di¤erent operating systems
are demonstrated. We show system identi�cation re-
sults for both junction tree propagation and likelihood
weighting, and demonstrate outer loop control by suc-
cessfully changing the setpoint and BN inference algo-
rithm employed.

By integrating control theoretic techniques and un-
certainty processing using BNs, this research aims
to: improve the reactivity and adaptability of uncer-
tainty processing in di¤erent applications; improve the
timeliness of computation under dynamic workloads



on varying computational platforms (smart phones,
GPUs, multi-core CPUs, Hadoop clusters, ...); and re-
duce the e¤ort and cost associated with developing and
deploying BN-based software applications. Our goals
are similar to those of anytime algorithms [8, 37, 3],
which provide a way to trade o¤ between computation
time and solution quality. However, our feedback ap-
proach is more general in that it handles both anytime
and non-anytime algorithms. In fact, we show exper-
imentally how our approach enables us to gracefully
switch, on-line, from a non-anytime algorithm (e.g.,
junction tree propagation) to an anytime algorithm
(e.g., likelihood weighting) while achieving real-time
response.

We are investigating control theory as it applies to soft-
ware and our actuators are computational actuators
rather than control surfaces on an aircraft or wheels
on a robotic vehicle. For example, our actuators may
change the number of processes being handled by a
computer or the input parameters to C or Java pro-
grams that implement algorithms for BN computation.
In contrast, the great majority of previous control the-
ory research has, with several notable exceptions in
computing and software [12, 2], focused on physical
systems governed by Newtonian mechanics. In partic-
ular, we know of no similar work in the area of BN
computation, including computation for diagnosis or
prognosis, where control theory is applied.

The approach developed in this paper applies in sit-
uations where the computational load on a com-
puter running AI (here, BN) applications is a key
concern and where, simultaneously, we can priori-
tize and control the computational processes. Speci�-
cally, we partition computational processes into high-
criticality, medium-criticality, and low-criticality ; the
high-critical processes are reactive. Our experiments
are in the area of electrical power system diagnosis.
However, the techniques are more widely applicable
and we now outline a few areas where this approach
may prove powerful. Examples of high-criticality tasks
in which Bayesian networks (and similar probabilis-
tic graphical models) can be used and for which one
might want to provide a reactive response include med-
ical monitoring, sensor fusion, speech recognition on
a smartphone, gesture recognition, and video recogni-
tion. Examples of low-criticality tasks, which would be
down-prioritized, suspended or killed by our approach
(depending on circumstances) include virus scanning,
backups, disk defragmentation, software updates, and
volunteer computing (such as Seti@Home and Fold-
ing@Home).

What these applications have in common is that reac-
tivity is important for some computational processes.
However, reactivity is not important enough to war-

rant the use of a hard real-time operating system,
which is often used in aerospace and other applica-
tions where safety is paramount. Our approach is
tailored to soft real-time settings where low-criticality
tasks can, if needed, be down-prioritized, suspended
or terminated in order to provide reactive response for
high-criticality tasks.

The rest of this paper is organized as follows. In
Section 2 we provide background on Bayesian net-
work computation, feedback control, and anytime al-
gorithms. Section 3 discusses our architecture inte-
grating feedback control and BN inference algorithms.
In Section 4 we present the experimental setting and
electrical power system data, while Section 5 discusses
empirical results. We conclude and outline future re-
search in Section 6.

2 PRELIMINARIES

2.1 BAYESIAN NETWORK INFERENCE

BNs represent multivariate probability distributions
and are used for reasoning and learning under uncer-
tainty [29]. Probability theory and graph theory form
the basis of BNs: Roughly speaking, random vari-
ables are represented as nodes in a directed acyclic
graph (DAG), while conditional dependencies are rep-
resented as graph edges. Each node is parameterized
by a conditional probability density or distribution. A
BN is a compact representation of a joint probability
distribution if its graph is relatively sparse.

Formally, we let X be the BN nodes, E � X the ev-
idence nodes, and e the evidence. While the nodes
X can represent either discrete and continuous ran-
dom variables, we focus in this paper on the discrete
case in which a node X 2 X has a �nite number of
states 
(X) = fx1; : : : xmg. A BN factorizes a joint
distribution Pr(X), and allows for di¤erent probabilis-
tic queries to be formulated and supported by e¢ -
cient algorithms; they all assume that nodes in E are
clamped to values e. Considering the remaining nodes
R =X �E, the probabilistic queries are with respect
to the posterior distribution P (R j e). Speci�cally,
computation of most probable explanations (MPEs)
amounts to �nding an MPE overR, or MPE(e). Com-
putation of marginals (or beliefs) amounts to inferring
for one or more query nodes Q � R, where Q 2 Q,
the posterior probabilities Pr(Q j e) which we denote
BEL(Q; e). In diagnosis using BNs [19, 24, 32, 31], the
terminology health nodes H, where Q = H, is often
used. By picking, for each Q 2 Q, a most likely state
q 2 
(Q), we obtain the most likely states MLS(Q; e)
from BEL(Q; e). Computation of the maximum a pos-
teriori probability (MAP) generalizes MPE computa-



tion and �nds a most probable instantiation over nodes
Q � R, MAP(Q; e). MAP can be approximated using
MPE and MLS; these two approximations are of inter-
est because of the greater computational complexity of
MAP [28] compared to MPE and BEL [6].

Di¤erent BN inference algorithms can be used to per-
form the above BEL, MPE, and MAP computations.
We distinguish between exact and inexact algorithms.
Exact algorithms for BEL and MPE computation
include belief propagation in singly connected BNs
[29], junction tree propagation [18, 35], conditioning
[29, 14], variable elimination [20, 9], and arithmetic cir-
cuit evaluation [7, 4]. Inexact algorithms such as loopy
belief propagation1 [29, 26] and likelihood weighting
[34] have been used to compute marginals; they have
also been used to compute MPEs [16, 25] and MAPs
[28]. In this paper we focus on computation of mar-
ginals; however the framework also applies to other
queries including MPE and MAP.

2.2 ANYTIME REASONING

An anytime algorithm improves its solutions accord-
ing to the computational resource allocated to it, and
returns an (approximate) answer if interrupted [8].
Fundamentally, this iterative improvement algorithm
framework provides a way to trade o¤between compu-
tation time and solution quality. Anytime algorithms
are a useful tool for real-time system design, and there
are also results on the composition of anytime algo-
rithms [37]. Originally, the anytime approach was
developed for single agents, recently it was extended
to handle multiple agents [3].

Among BN inference algorithms, stochastic local
search [16, 28, 22, 25], likelihood weighting [34], loopy
belief propagation [29, 26], and conditioning [29, 14]
can be considered anytime algorithms. However,
many important and high-performing algorithms�
including junction tree propagation [18, 35], variable
elimination [20, 9], and arithmetic circuit evaluation
[7, 4]� are unfortunately not anytime algorithms.

2.3 FEEDBACK CONTROL

Feedback control involves the manipulation of a sys-
tem in which data, either measured or estimated, is
transformed and utilized to modify the behavior of the
system. This behavior is typically de�ned in terms of
metrics such as stability, boundedness, response time,
or over-shoot. Improving such metrics by means of
feedback control is typically motivated by the desire

1Pearl�s main emphasis was originally on exact propa-
gation in singly connected BNs, however he also mentioned
inexact propagation in arbitrary BNs [29, Exercise 4.7],

to achieve some higher level objective such as ensur-
ing a comfortable ride on a passenger transport jet, an
average production rate on a robotic assembly line, or
a maximal duration of a credit card transaction.

Recently, control theory has been applied to comput-
ing systems including control of HTTP servers [11],
email servers [27], quality of service assurance [36], in-
ternet tra¢ c control [13], and load balancing. Typi-
cally, computing systems are di¤erent from traditional
feedback control applications in robotics and aircraft.
First, modeling of the plant does not typically start
from Newtonian mechanics; rather it often begins with
a black box approach. Second, actuation can in some
cases be almost instantaneous, such as �ipping a bit, or
writing a short integer to memory, i.e. specifying the
maximum number of connections to a server. Third,
measurements are often non-noisy but delayed. In ana-
log sensing, �ltering is used to remove noise, and at the
same time can introduce signi�cant (and unwanted)
phase lag. However, in computing systems, a more
di¢ cult delay appears at the measurement. In appli-
cations such as control of an email server, the (dis-
crete) delay is associated with the completion of a Re-
mote Procedure Call (RPC). This delay is usually not
known. Finally, disturbances can signi�cantly impact
performance. Take the example of the IBM Domino
server [12]: Certain combinations of requests, made
independently by di¤erent users impact CPU utiliza-
tion in a nonlinear manner; this can be regarded as
a stochastic disturbance. These disturbances, which
may depend on time of day and day of week, can have
a signi�cant impact.

3 CONTROLLING BAYESIAN
NETWORK COMPUTATION

Our goal is to support the application of both non-
anytime and anytime BN inference algorithms in re-
active settings by introducing techniques from feed-
back control. A key concept in feedback control is
the plant. Here, the plant to be controlled is a dy-
namic system operating in the discrete time domain.
This de�nition encompasses computers including mo-
bile phones, tablets, laptops, desktops, and multi-core
systems. In this paper, the plant is a digital computer
performing a high-criticality (or reactive) process. The
reactive process runs, in our case, a BN used for di-
agnosis. We also assume that on this computer, low-
and medium-criticality (or background) processes are
running and are competing for CPU cycles, memory,
and other computer resources. The impact that these
background processes have on the reactive process and
its ultimate outcome (detection of a failure event) de-
pends on a number of parameters such as operating



system, RAM, processor type and clock-speed, CPU
cache, etc. Since hardware and software vary im-
mensely, this represents a source of signi�cant uncer-
tainty and presents challenges for both modeling and
control.

We introduce the control system framework illustrated
in Figure 1. The framework supports both anytime
(and inexact) as well as non-anytime (and typically ex-
act) algorithms, and distinguishes between inner and
outer control loops because their objectives di¤er.

Inner Loop: The goal of the inner loop, which is
traditional to feedback control, is to make careful ad-
justments according to the parameters set by the outer
loop. These are key parameters in our integrated ap-
proach: r(k) is desired completion time (or Setpoint)
for sample time k. We would like the computational
process to �nish within this time. y(k) is the actual
completion time (or just Actual) for sample time k.
e(k) = r(k) - y(k) is the error signal at time k; u(k)
is the maximal number of low-criticality processes (or
Max Processes). u(k), also known as the control law,
is taken to be a proportional-derivative controller [12].

We partition computational processes into high-
criticality (and having an r(k) value associated with
them), medium-criticality, and low-criticality (subject
to actuation by control system). High-criticality
processes are reactive and essential. Medium-
criticality processes are non-reactive but essential.
Low-criticality processes are non-reactive and non-
essential. The actual (or measured) number of low-
criticality processes (or Actual Processes) at sample
time k is denoted v(k).

Our approach uses simple black-box prediction tech-
niques, as detailed below. It is the combination of this
black-box approach with the use of a desired compu-
tation time (setpoint r(k) in Figure 1) and an actual
computation time (output y(k) in Figure 1) that makes
it work. The actual computation time is just a mea-
surement of how long a BN computation took. The
desired computation time depends on the frequency of
our reactive process and other factors. For example, a
frequency of 10 Hz means that the desired computa-
tion time is upper-bounded by 100 milliseconds.

Outer Loop: The goal of the outer loop is to jointly
optimize speed of inference, resource allocation, accu-
racy, and other factors. Unlike inexact anytime algo-
rithms, which have a similar objective, our approach
can use exact algorithms. If, for example, the exact
junction tree propagation and variable elimination al-
gorithms are employed, reduced accuracy is not an is-
sue. However, accuracy is in general important, and
accuracy versus computation time trade-o¤s are per-
formed in the outer loop of the framework. For inexact

Figure 1: Our integrated architecture, where we wrap
Bayesian network computation into two feedback con-
trol loops, a traditional inner loop where the Controller
controls a Plant (here, a Computer) and a higher-level
outer loop. While there are several options, this paper
uses desired and actual computation time for setpoint
r(k) and output y(k) respectively.

particle-based algorithms such as likelihood weighting
and particle �ltering, p(k)� the number of particles�
is an example of such a parameter. One would like to
use a very large number of particles for simulation,
since this improves the accuracy of the estimate of
the posterior P (H(k) j e(k)), however this may take
too much time and one needs to carefully restrict the
number of particles. In most experimental results with
likelihood weighting reported in this paper, we assume
that p(k) = p and r(k) = r are �xed (or stationary).2

4 METHODS AND DATA

System health management, which may utilize
Bayesian network, can integrate information from het-
erogenous sensors and perform computation for the
purpose of fault diagnosis, prognosis, and mitigation
[19, 32, 31, 5]. Electrical power system fault diagno-
sis using Bayesian networks is the main focus of the
experiments in this paper.

Data and Bayesian Network: We used experimen-
tal data from a real-world electrical power network,
known as ADAPT, located at the NASA Ames Re-

2However, in Section 5.3 (see Figure 6) we discuss how
and why r(k) can be changed over time.



Com- OS Data R2 MSE
puter Set
Laptop Win7 1 0.824 0.606
Laptop Win7 2 0.906 1.91
Desktop Win7 1 0.810 0.315
Desktop Win7 2 0.906 0.220
High End Suse11 1 0.778 0.024
High End Suse11 2 0.807 0.0051
Server Ubu9 1 0.935 1.17
Server Ubu9 2 0.946 0.450
Old Server Ubu11 1 0.857 0.067
Old Server Ubu11 2 0.813 0.0188

Table 1: Estimation of model parameters for di¤erent
computers, operating systems (OSs), and data sets.

search Center [30]. ADAPT contains capabilities for
power generation, power distribution, and loads rep-
resentative for what can be found in aerospace vehi-
cles. For the purpose of this paper we focus on a small
part of ADAPT containing the following components:
EY183 (relay), DC482 (DC load), E181 (voltage sen-
sor), IT181 (current sensor), and ESH183 (relay feed-
back sensor). Scenarios are taken from Tier 2 of the
DX 2009 competition data set.3 These scenarios con-
sist of nominal runs, with no faults in ADAPT, as well
as runs involving one or more faults in components
or sensors, diagnosed using BNT�s implementation4

of likelihood weighting (LW) [34], variable elimination
(VE) [20, 9], junction tree propagation (JTP) [18, 35],
loopy belief propagation (LBP) [26], and Pearl�s belief
propagation (PBP) [29].5 It has previously been es-
tablished that BNs perform very well in this domain,
with the BN-based ProDiagnose system [32, 31] having
the best performance in 3 of 4 of the DX international
diagnostic challenges in 2009 and 2010.6

Computational Platforms: Five di¤erent comput-
ers, representing a broad spectrum of computing capa-
bility, were used. The Laptop computer is a 2.40GHz
Intel i5 M520 with 4 cores, 8 GB of RAM, and 3 MB
cache memory. The Desktop computer is a 3.20GHz
AMD Phenom II X6 1090T with 6 cores, 8 GB of
RAM, and 3 MB cache memory. The High End com-
puter is a 2.00GHz Intel Xeon X7550 with 64 cores, 126
GB of RAM, and 18 MB cache memory. The Server
computer is a 2.50GHz Intel Core 2 Quad Q8300 with
4 cores, 8GB GB of RAM, and 2 MB cache mem-
ory. The Old Server computer is a 2.80GHz Intel Xeon
with 4 cores, 4 GB of RAM, and 1 MB cache mem-
ory. Broadly speaking, the High End computer is most

3http://www.dx-competition.org/
4http://code.google.com/p/bnt/
5The speci�c BNT functions we use are

pearl_inf_engine (PBP), belprop_inf_engine (LBP),
likelihood_weighting_inf_engine (LW), jtree_inf_engine
(JT), and var_elim_inf_engine (VE).

6http://www.dx-competition.org/

powerful, due to its many cores and large memories,
while the Old Server is least powerful due to its com-
paratively small memories. As re�ected in Table 1,
the operating systems Windows 7 (Win7) and several
Linux variants�Ubuntu (Ubu9 and Ubu11) and Suse
(Suse11) were employed in experiments.

Disturbance Generation: In the following, we
model for simplicity low-criticality process distur-
bances to a computer (including user disturbances) as
a Poisson process with rate �. In the experiments, the
low-criticality OS processes are CPU-intensive and ex-
ecute mathematical operations in a tight loop; there
is no I/O. This introduces a stochastic delay in the
actuation of the plant: even if the control input u(k)
increases at the next time step, u(k + 1) > u(k), the
probability of the number of processes actually increas-
ing is low. The Poisson disturbance term is regarded
as unmodeled dynamics and is not explicitly compen-
sated for in the error term of the ARX model (1). It is
of interest to model this phenomenon by a stochastic
delay in the control input to the plant.

Note that our approach handles situations in which
the resource consumption of low-criticality processes
varies dramatically. For example, there can be many
low-criticality processes (executing in parallel) that are
mostly idle. On the other hand, even a few resource-
hungry low-criticality processes could be too much to
handle. If many �mostly idle� processes are present,
our controller automatically sets the �Max number of
processes� parameter u(k) higher than if there are a
few resource-hungry low-criticality processes. See Fig-
ure 6 and Figure 5 for how u(k) is varied by our con-
troller, due to the varying computational load of low-
criticality and Bayesian network processes. The con-
troller maps, see Figure 1, from a setpoint r(k) (Com-
putation time) to a control signal u(k) (Max number
of processes), and so is able to handle the varying re-
source use of di¤erent processes.

5 EMPIRICAL RESULTS

In this section we present experimental results on
ADAPT data for our reactive approach, as enabled
by feedback control and summarized in Figure 1.

5.1 COMPUTATION AS A PLANT

Control Input: The input to the plant (i.e., the
computer in Figure 1), which ultimately is computed
by a control algorithm, is denoted by u(k). This in-
put determines the number of low-criticality processes
that are allowed to run at any given sample time. De-
note the actual number of low-criticality processes by
v(k) where k denotes a sampling index. In the exam-



(a) Junction tree propagation (JTP) (b) Likelihood weighting (LW)

Figure 2: Results of system identi�cation. Two di¤erent square waves used as input u(k) to system identi�cation,
where we compare Actual completion time y(k) and Model completion time ym(k) on a Laptop for (a) junction
tree propagation versus (b) likelihood weighting.

ples that are used in this paper, if v(k) � u(k), then
processes are terminated until v(k) < u(k).7 The ter-
mination process is nearly instantaneous with respect
to the sampling period.

Plant Modeling: There are several approaches to the
modeling of computation for control applications. The
approach taken here is termed linear Auto-Regressive
modeling with eXogenous input (linear ARX). Nonlin-
ear approaches, such as discrete time neural networks,
may also be used. Nonlinear modeling is more complex
yet may be able to capture inherent nonlinear behav-
ior otherwise unaccounted for in ARX modeling. On
the other hand, linear modeling is generally simpler to
understand and implement.8

Suppose the plant is described by an ARX model with
an additive noise term. Denote P (i), y(i)(k), u(k), and
�(k), the plant operator, scalar output, input, and
noise at sample time k, respectively. The integer i
denotes a speci�c plant or device, such as a particular
laptop or desktop. In general, we will assume that we
have a �nite class of plants P (i) for i 2 [1;M ].

In general, the relationship between these quantities is
given by:

y(i)(k) = P (i)u(k) = �T (k � d)�(i) + �(k) (1)

where �T (k�d) denotes the regression vector and con-
sists of a tapped delay line of input and output mea-
surements, and �(i) denotes a vector of real-valued pa-
rameters corresponding to the ith plant. A number of

7Currently, we randomly terminate one of the low-
criticality OS processes. Additional information, such as
process priority, can easily be used to guide termination.

8The ARX model was chosen for several reasons; most
importantly it gave solid system identi�cation perfor-
mance. Allowing the plant model itself to be a probabilistic
graphical model would be interesting, and stochastic ap-
proaches (based on stochastic di¤erential equations) have
been developed in control theory [10, 15]. In light of its
performance, we believe that the standard ARX approach
is well-justi�ed and leave stochastic control to future work.

methods exist to estimate �(i) in both batch and on-
line modes. Similar ARX models have been used in
modeling a number of digital processes [12].

Open-loop Modeling and Generalization: Fig-
ure 2 shows the result of open-loop system identi�ca-
tion, speci�cally the performance of a model where the
parameters were estimated using least-squares (batch-
mode). This �gure compares, for varying sample time
k, the Actual computation time y(k) (see Figure 1)
with our model�s predicted computation time ym(k)
(or just Model). For both JTP and LW, the rate of
Poisson process creation is 45 seconds for LW and the
sampling rate is 1

5 Hz. Figure 2(a) depicts the perfor-
mance for JTP, while Figure 2(b) shows LW. Overall,
the �t between the model and actual behavior is quite
good in both cases, perhaps slightly less so for JTP.
The following may be the explanation why the JTP
graph is more �blocky�and less of a �t than the LW
graph: JTP is signi�cantly faster than LW, thus JTP
is more sensitive to the other computational processes.

Further details on how open-loop system identi�cation
is performed and generalizes are provided in Figure 3.9

Here, for (1) we simpli�ed y(i)(k) to y(k) and used a
�rst order discrete time model

y(k) = c1y(k � 1) + c2u(k � 1) + c3 (2)

to model a speci�c plant�s input output behavior. In-
put signals used to generate the training and testing
data are shown in Figure 3(a), and consist of pseudo-
random u(k) square waves. Figure 3(b) shows the re-
sult of open-loop system identi�cation for two di¤er-
ent computers. Figure 3(b) shows the performance of
the model where the parameters were estimated us-
ing least-squares (batch-mode), and depicts the per-
formance of the laptop (top) and the server (bottom)
using the regression parameters obtained via laptop-
generated data. It is clear from these empirical results

9While not illustrated in Figure 3, we note that closed
loop system identi�cation is also required and presents ad-
ditional data challenges, for example, data collinearities.



(a) Inputs u(k) (b) Outputs: from u(k) to y(k) and ym(k)

Figure 3: System identi�cation and generalization. (a) Two di¤erent squarewaves, Squarewave 1 and Squarewave
2, used as input u(k). Squarewave 1 was used for training of ym(k) and Squarewave 2 was used for testing. (b)
Application to two di¤erent computers, comparing Actual completion time y(k) and Model completion time
ym(k): (top) Laptop�good �t and (bottom) Server�decent �t.

that models obtained on one platform (here, laptop)
performs best on that platform. The models are likely
to perform less well on another platform (here, server),
but are still of some value.

5.2 INNER LOOP CONTROL

The objective of the control system is to minimize the
error signal given by e(k) = r(k) � y(k) where r(k)
denotes the reference or desired computational time
required for BN computation. The output, y(k), de-
notes the actual time the computer takes to complete
the BN computation and generate the posterior prob-
abilities BEL(Q; e) as discussed above.

From the control engineering perspective, there are
several key issues: (1) Static uncertainty in plant para-
meters: A tablet PC running Windows Vista will be-
have di¤erently from a High Performance Computing
(HPC) cluster running openSUSE Linux. A control
system designed for one computer may not perform
well on another. In other words, the control system pa-
rameters are uncertain and need to be estimated. (2)
Stochastic disturbances: The process that determines
when a low-criticality process is generated by a user
is, in general, stochastic. This is, in itself, an active
area of research [1]. Furthermore, the impact a partic-
ular low-criticality process has on the high-criticality
process may vary substantially. (3) Stochastic delay
in the input process: When the control input u(k) in-
creases, the actual number of processes may or may
not increase. This represents a stochastic delay in the
actuation of the digital system being controlled.

To illustrate how our approach handles the above, we
optimized a linear controller given by the following Z-
transfer function: H(z) = K

1��z�1 , where K and �

are real-valued controller gain parameters. H(z) is the
transfer function from the error signal e(k) to the input
to the plant u(k). Performance for a �xed setpoint is
shown in Figure 6(a). Computation time is maintained
at approximately r(k) = 2 sec, however since this is a
soft real-time approach there are excursions above this
setpoint.

5.3 OUTER LOOP CONTROL

Our proposed research is based on controlling BN com-
putation in an inner loop as well as in an outer loop
(see Figure 1); so far we discussed the inner loop. We
now brie�y discuss the outer loop, where the output
BEL(Q; e) of BN computation, as well as other factors
external to the inner loop, may change desired comple-
tion time and also plant behavior (sampling frequency,
BN computation algorithm, number of particles as-
suming a simulation algorithm, etc.).

Adaptation to Computational Platform (see
Figure 1(c)): Table 1 summarizes results of run-
ning likelihood weighting on the ADAPT BN, using
�ve di¤erent computers and three di¤erent operating
systems. System identi�cation was performed on all
computers using the two input data sets shown in Fig-
ure 3(a). Batch least squares was used to determine
the parameters of a �rst order linear ARX model. Ta-
ble 1 shows the resulting R2 and mean squared error
(MSE) of the parameter �t for the various computers
and operating systems. In most cases, we observed a
low MSE.10

10 It is important to note the underlying variations in
the ARX model parameters, which are used by the control
design process. The diverse set of parameters, omitted
here to save space, illustrate the bene�t of using techniques
from adaptive feedback control, speci�cally learning from



Figure 4: Actual computation time y(k) as a function
of actual number of processes v(k) for �ve di¤erent
BN inference algorithms LBP, VE, JTP, LW, and PBP
running on High End computer.

Optimizing BN Algorithm and Parameters (see
Figure 1(b)): In Figure 4, we show the steady state
computation time results for the �ve BN inference al-
gorithms discussed above. Here, steady state is de�ned
loosely as the time k� such that y(k+1) = y(k) = yss
for all k � k�. Plugging this into (2) yields yss =
c2uss+c3
1�c1 , where u(k) = uss 8k � k�. Thus, the linear

gain coe¢ cient (slopes in Figure 4) for each algorithm
is given by c2

1�c1 .

The results fall into three groups: fast (JTP), medium
(VE and LW), and slow (LBP and PBP) computa-
tions. Also, the standard error in computation time
varies between the algorithms, with JTP again being
the best with a very small standard error.

While JTP is exact and fast, its Achilles�heel is mem-
ory consumption [23]. Consequently, it can be neces-
sary, when running other memory-intensive processes,
to use a less memory-intensive but inexact algorithm
like LW. How should one switch between two algo-
rithms, say the non-anytime algorithm JTP and the
anytime algorithm LW, that have very di¤erent com-
putational resource requirements but operate on the
same BN? Feedback control can help in this regard,
see Figure 5. From a control perspective, this is consid-
ered dynamic uncertainty in plant parameters: Given
a computer P (i), a change in the BN algorithm will
impact the way the plant, P (i), responds. Here, we
switch from JTP to LW around 12:20, while maintain-
ing the setpoint (on average) after a transient period
lasting around 10 seconds.11 This is, to the best of

the computational environment and adapt to changes.
11Note, our approach does not make any hard real-time

guarantees, only soft ones, and consequently the actual
computation time is sometimes greater than the setpoint.

Figure 5: Experiment on Laptop using 1 Hz sampling
rate, showing a successful switch of BN inference algo-
rithm from junction tree propagation (JTP) to likeli-
hood weighting (LW) using feedback control.

our knowledge, the �rst demonstration of a successful
on-line switch between two very di¤erent inference al-
gorithms (from JTP to LW) while a desired completion
time is maintained.

Changing the Setpoint (see Figure 1(a)): There
is both a supply side and a demand side in computing.
On the supply side, one can control the supply of com-
putational resources, in the form of computers, CPUs,
CPU threads, or GPU threads. On the demand side,
the outer loop can vary the Setpoint r(k), perhaps in
combination with varying other outer loop parameters
such as sampling frequency fC(k) and number of par-
ticles p(k) used in likelihood weighting [34] or particle
�ltering [17].

One reason for the outer loop to vary the com-
putational resources allocated to the high-criticality
process is illustrated in the following. Suppose, for
k < k�, that P (H(k) j e(k)) suggested that there was
one or more faults in the ADAPT electrical power sys-
tem, while P (H(k�) j e(k�)) indicated that this was a
false alarm. In this case, we may want to be less strin-
gent about ensuring that computation of P (H(k�+1)
j e(k� +1)), P (H(k� +2) j e(k� +2)), etc. �nishes in
a timely fashion, in other words it makes sense to put
r(k� + 1) > r(k�). Figure 6(b) shows how this type of
step change, at k� � 23:28, is supported by our control-
theoretic framework. The baseline of not varying r(k)
is shown in Figure 6(a). We here assume that sam-
ple frequency fC(k) = fC is constant, and consider (i)
r(k � 1) = r(k) < 1=fC (as when r(k) = 2 sec in both
Figure 6(a) and Figure 6(b)) versus (ii) r(k) � 1=fC
(as when r(k) = 4 sec Figure 6(b)). The advantage
of (i) is that there is a much greater chance that BN
computation �nishes before a new computational cy-



(a) Fixed Setpoint r(k) (b) Varying Setpoint r(k)

Figure 6: Outerloop optimization for LW, using: (a) �xed Setpoint r(k) = 2 and (b) change of Setpoint,
approximately at time 23:28, from r(k) = 2 to r(k) = 4.

cle starts, which is essential when EPS faults are more
likely. The advantage of (ii), on the other hand, is that
more low-criticality processes are allowed to run.

The trade-o¤ between fast inference for the high-
criticality process versus running many low-criticality
processes is illustrated in Figure 6. Figure 6(b)�s
bottom panel shows an increase in the number of
processes, on average, as a result of the increase in
r(k) at k� � 23:28; no similar increase can be found
in Figure 6(a)�s bottom panel.

6 DISCUSSION AND OUTLOOK

Deploying BN algorithms and other resource-intensive
AI algorithms can be a challenge when there are non-
trivial constraints on computational resources in ap-
plications. In this paper, we have focused on support-
ing requirements for reactive response without requir-
ing dedicated hard real-time computational resources
according to worst-case computational requirements.
We have focused on reactive diagnosis using BNs,
motivated by domains with some but uncertain do-
main knowledge (hence probabilistic graphical models,
speci�cally BNs) as well as uncertainty with respect to
the computational platform and environment (hence
feedback control).

An alternative approach to achieving reactive response
is the use of anytime algorithms. The motivation be-
hind anytime inference� namely the goal of intelligent
and reactive systems� and our work is quite similar.
However, the approaches are very di¤erent. Anytime
algorithms are inherently inexact and produce solu-
tions whose quality gradually improve with computa-
tion time [37]. We focus on what can done, on the
computing system level, for a broad range of existing

Bayesian network inference algorithms including both
exact and inexact algorithms. As a consequence, our
approach enables the use of exact but non-anytime al-
gorithms (like variable elimination [20, 9], junction tree
propagation [18, 35], and arithmetic circuit evaluation
[7, 4]) in reactive settings. The bene�t of this is that
such exact algorithms often perform very well, how-
ever they do have limitations and consequently there
are situations where they are unsuitable. With our ap-
proach, one can use these exact algorithms and then
switch to an inexact (often anytime) algorithm only if
needed, rather than having to always use an anytime
algorithm.

We are in this paper using rather basic control theory
ideas. This enables new results and many opportuni-
ties for future work, both theoretical and experimen-
tal, and we invite other researchers to participate in
the exploration of this exciting area of reseach. We
are, for example, developing adaptive control meth-
ods that leverage online system identi�cation of the
process. There are also many interesting research op-
portunities related to the use of BN posteriors as well
as their accuracy, and perhaps multiple BNs at dif-
ferent levels of detail, in the outer control loop. In
this area, there is a strong connection to anytime al-
gorithms and metareasoning that can be further in-
vestigated, enabling more reactive and more capable
intelligent systems.
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Abstract

Expansion of willows in the naturally mixed
landscape of vegetation types in the Upper
St. Johns River Basin in Florida, USA, im-
pacts upon biodiversity, aesthetic and recre-
ational values. Managers need an inte-
grated knowledge base to support decisions
on where, when and how to control willows.
Modelling the spread of willows over space
and time requires spatially explicit data on
willow occupancy, an understanding of dis-
persal mechanisms and how the various life-
history stages of willows respond to envi-
ronmental factors and management actions.
We describe an architecture for a manage-
ment tool that integrates environmental spa-
tial data from GIS, dispersal dynamics from a
process model and Bayesian Networks (BNs)
for modelling the influence of environmen-
tal and management actions on the key life-
history stages of willows. In this paper we fo-
cus on modelling temporal changes in willow
stages using a form of Dynamic Bayesian Net-
work (DBN). Starting from a state-transition
(ST) model of the willow’s lifecyle, from ger-
mination to seed-producing adult, we de-
scribe the expert elicitation process used to
develop a ST-DBN structure, that follows the
template described by Nicholson and Flores
(2011). We present a scenario-based evalua-
tion of the prototype ST-DBN model.

1 INTRODUCTION

The Upper St. Johns River (USJR) basin in east-
central Florida (Figure 1) covers an area of 4890km2 of
which 1620km2 was originally floodplain marsh domi-
nated by forested wetlands, shrub swamps and herba-
ceous wetlands. By the 1970s, about two-thirds of the

Figure 1: Location of the St. Johns River Water Man-
agement District (SJRWMD) and Upper St. Johns
River basin in east-central Florida, USA.

historical marshlands had been drained for agriculture
and other purposes. The natural hydrological regime
was severely altered by the loss of marshlands, and
networks of canals, ditches and levees. This led to loss
of floodplain storage capacity, increased flood suscep-
tibility and severity, degraded water quality, extensive
habitat loss and declines in fish, wading birds, water-
fowl and other wildlife. In 1988, the St. Johns River
Water Management District (SJRWMD) and the US
Army Corps of Engineers began restoration of 607 km2

of the USJR basin by acquiring land, building storages
and plugging drainage canals. The St. Johns River
was designated an American Heritage River in 1998.

In the last 50 years, woody shrubs, primarily, Car-
olina willow (Salix caroliniana Michx.), have invaded
areas that were historically herbaceous marsh (Kinser
et al., 1997). In some management compartments, the
area of willows has more than doubled between 1989
and 2001 (Quintana-Ascencio and Fauth, 2010). This
change to the historical composition of mixed vegeta-



tion types is considered undesirable, as extensive wil-
low thickets detract from biodiversity, aesthetic and
recreational values. Overabundance of willows reduces
local vegetation heterogeneity and habitat diversity.
People also prefer open wetlands that offer a view-
shed, navigable access and scope for recreation activi-
ties such as wildlife viewing, fishing and hunting.

Managing the spread of willows over space and time re-
quires spatially explicit data on willow occupancy, an
understanding of dispersal mechanisms and how the
various life-history stages of willows respond to envi-
ronmental factors and management actions. We de-
scribe an architecture for a management tool that inte-
grates environmental spatial data from a Geographical
Information System (GIS), dispersal dynamics from a
process model and state-transition Dynamic Bayesian
Networks (ST-DBNs) (Nicholson and Flores, 2011) for
modelling the influence of environmental and manage-
ment actions on the key life-history stages of willows.

State-transition (ST) models are a convenient means of
organising information and synthesising understand-
ing to represent system states and transitions that are
of management interest. We build on recent stud-
ies that combine ST models with BNs to incorpo-
rate uncertainty in hypothesised states and transitions,
and enable sensitivity, diagnostic and scenario analy-
sis for decision support in ecosystem management (e.g.
Bashari et al., 2009; Rumpff et al., 2011). Our ap-
proach uses the template described by Nicholson and
Flores (2011) to explicitly model temporal changes in
willow stages.

2 BACKGROUND

2.1 WILLOWS IN UPPER ST. JOHNS
RIVER CATCHMENT

S.caroliana is one of four willow species native to the
SJRWMD. It occurs over a wide range of saturated
soil types along lakeshores and stream banks, and in
swamps and marshes. S.caroliana produces a very
large number of small seeds that disperse by wind and
water. Fecundity increases with size, but an average
adult can produce 165,000 seeds annually (Quintana-
Ascencio et al., unpublished data).

Seeds do not exhibit dormancy and have only a short
period of viability. For good germination and estab-
lishment to occur, the seedbed must be unshaded and
free of competition (i.e. bare) and consistently moist
but not inundated (Kinser et al., 1997; Pezeshi et al.,
1998; Lee, Ponzio et al., 2005). Such conditions can
result from natural and human disturbances such as
extended spring drawdown of slough areas, natural
and controlled burns, grazing and mechanical clearing.

Early seedling establishment and survival is governed
by the soil moisture regime and degree of competition
from other plants. Soil moisture in turn, depends on
water-table elevation and soil characteristics such as
texture and organic matter content (Pezeshki et al.,
1998). However, even under favourable conditions es-
tablishment and survival rates are very low. Experi-
mental data for seedling establishment in mucky (high
organic matter) soil resulted in survival rates of 7%,
whilst seedlings in mixed and sandy soil had negligible
survival rates (Quintana-Ascencio and Fauth, 2010).

Once germinants become a yearling or sapling, sur-
vival rates are much higher (in the region of 50-100%)
and varies depending on the hydrological regime, with
prolonged inundation having an adverse impact on sur-
vival rates (Quintana-Ascencio and Fauth, 2010).

Like other willow species, S.caroliana is thin-barked
and fire-sensitive. However, its response to fire can
be complex and is mediated by factors such as burn
intensity and conditions during and after burning. For
instance, if water levels during a burn are sufficient to
protect a portion of the willow stem, resprouting may
follow after the burn. On the other hand, intense fires
in unflooded marshlands can result in willow mortality
(Kinser et al., 1997).

Managers seek to control the overall extent of wil-
lows, their rate of expansion into other extant wet-
land types and encroachment into recently restored
floodplain habitats. They recognise that different ar-
eas differ in terms of their ”invasibility” as well as
biodiversity, aesthetic and recreational value. Fur-
thermore, different management interventions are sub-
ject to different spatial, environmental and operational
constraints, and induce different effects on willows, de-
pending on willow life-history stage and level of cover
at the time of treatment. The application of prescribed
fire depends on water levels and the quantity of burn-
able understorey vegetation; mechanical treatment re-
quires dry/drought conditions and suitable substrate
that can support the weight of heavy equipment. Fire
can produce a range of subtle and complex responses,
whereas mechanical clearing obliterates extant vege-
tation, returning an area to an unoccupied state, re-
gardless of the willow stage at time of treatment. The
architecture of our management tool aims to explicitly
accommodate these spatial characteristics and man-
agement considerations in modelling the temporal dy-
namics of willow population structure and cover.

2.2 BAYESIAN NETWORKS FOR
ENVIRONMENTAL MODELLING

Bayesian networks (Pearl, 1988) are becoming increas-
ingly popular for environmental and ecological mod-



elling and risk assessment. There have been several re-
cent surveys: Uusitalo (2007); Hart and Pollino (2009);
Korb and Nicholson (2010); Aguilera et al. (2011), and
guidelines for building BNs for environmental appli-
cations (e.g. Varis and Kuikka, 1999; Marcot et al.,
2006; Kuhnert et al., 2010). A typical early applica-
tion involved building a model of the response of a
particular species or landscape, to environmental con-
ditions and/or management actions, in a limited area;
e.g. modeling the effects of eutrophication (excessive
nutrients) in the Neuse River watershed (Borsuk et al.,
2004), or predicting future abundance and diversity of
native fish in the Goulburn River in south-eastern Aus-
tralia (Pollino et al., 2007). Such models often had no
explicit representation of time, other than that implicit
in the causal process; or a single time-scale node was
used to ”flip” the BN’s prediction from one time-scale
to another (e.g. in Pollino et al. (2007), from 1-year to
5-years). However, some environmental applications
concerned with system behaviour over time and/or
space have used DBNs and Object-oriented Bayesian
Networks (OOBNs) to support this explicitly.

BNs are increasingly being coupled with Geographic
Information Systems (GIS) (e.g., Stassopoulou et al.,
1998; Smith et al., 2007; Johnson et al., 2012). In
such applications, there is typically one copy of the
BN associated with each cell in the GIS. Data layers
in the GIS may be used as inputs to the BN, and
outputs from one or more BN nodes may be fed back to
the GIS. Our tool architecture, presented in Section 3,
follows this basic structure.

Dynamic Bayesian Networks (DBNs) are a variant
of ordinary BNs (Dean and Kanazawa, 1989; Kjærulff,
1992; Nicholson, 1992) that allow explicit modelling of
changes over time. A typical DBN has nodes for N
variables of interest, with copies of each node for each
time slice. Links in a DBN can be divided into those
between nodes in the same time slice, and those in the
next time slice. While DBNs have been used in some
enviromental applications (e.g. Shihab and Chalabi,
2007; Dawsey et al., 2007; Shihab, 2008), their uptake
has been limited. This is perhaps because they are
perceived to be ”very tedious” (Uusitalo, 2007), or be-
cause DBN algorithms are available only in software
resulting from research projects,1 with DBN function-
ality less well supported in the more widely used com-
mercial products.2

State-and-transition models (STMs) have been
used to model changes over time in ecological sys-
tems that have clear transitions between distinct states

1e.g. BNT, code.google.com/p/bnt
2For example, the Netica Application

(www.norsys.com) GUI interface has some DBN function-
ality, but this is not included in its API.

(e.g., in rangelands, grasslands and woodlands, see
Bestelmeyer et al., 2003; Sadler et al., 2010; Rumpff
et al., 2011). In this paper, we apply the template
proposed in Nicholson and Flores (2011), shown in Fig-
ure 2, which formalised and extended Bashari et al.’s
model, combining BNs with the qualitative STMs. ST

represents the state of the system, has n possible values
s1 . . . sn, and may directly influence any of the envi-
ronmental and management factors, which are divided
into m main factors, F1, . . ., Fm (which directly influ-
ence transitions) and other sub-factors, X1, . . ., Xr

(which influence the main factors).

Figure 2: The generic ST-DBN combining STMs with
DBNs (Nicholson & Flores, 2011, Fig.10).

The transition nodes, ST1, . . . STi, . . ., STn repre-
sent the transitions from each state si, each with at
most n + 1 values (though usually with fewer), one
for each “next” state plus “impossible”, giving explicit
modelling of impossible transitions. As with ordinary
DBNs, there is an implied δT , which can be included
explicitly as a parent of all the ST nodes, if the time
step varies. Each transition node ST has only some
of the causal factors as parents. The CPT for the ST
node is just a partition of the corresponding CPT if the
problem was represented as an ordinary DBN, without
the transition nodes. The next state node, ST+1, has
to combine the results of all the different transition
nodes, given the starting state S, and thus has n + 1
parents. However, the relationship between the transi-
tion nodes and ST+1 is deterministic, so the CPT can
be generated from a straightforward equation.

Nicholson and Flores (2011) presented a complexity
analysis of the ST-DBN, compared to an ordinary
DBN (without transition nodes). This showed that
any models that explicitly represent all the transitions
(i.e. that have ST nodes), only remain tractable when



there are natural constraints in the domain; that is, if
the underlying state transition matrix for S is sparse,
and if different factors influence different transitions.
Such constraints were identified for the willow man-
agement problem in the USJR basin.

3 ARCHITECTURE

Figure 3 shows the system architecture for the inte-
grated management tool. It includes a GIS database,
a dispersal process model, a ST-DBN model of willow
response to environment and management and a man-
agement framework. For each cell (modelling unit),
the GIS database supplies data on environmental at-
tributes such as soil and vegetation type and informa-
tion about landscape position and context (e.g. prox-
imity to canal structures or type of surrounding land
cover). This data provides inputs to parameterise the
dispersal process model, which then makes predictions
on seed production that can be mapped and linked
to the ST-DBN. The data on spatial context also in-
forms the construction of management strategies (de-
fined here as a set of spatially explicit management
actions) and assists in decisions about feasible loca-
tions for applying particular management actions. We
chose a cell size of 100x100 m (1 ha) to represent a
modelling unit. This reflects the resolution of available
data for environmental attributes, makes the compu-
tational demand associated with dispersal modelling
feasible, and is a reasonable scale with respect to can-
didate management actions.

The ST-DBN synthesises current understanding about
how environmental conditions and management ac-
tions, acting separately and in various combinations,
influence transitions between the key stages of man-
agement interest. For each cell, the underlying ST-
DBN takes input from the GIS database and man-
agement decisions, and predicts willow response for
the next timestep. These predictions can then be
mapped and aggregated across the target management
area to produce evaluation metrics for managers. In
this way, managers can “implement”, visually compare
and quantitatively evaluate different candidate man-
agement strategies (or scenarios). The remainder of
this paper focuses on the development of the ST-DBN
structure.

4 A ST-DBN FOR WILLOWS

The development of the ST-DBN (Figure 4), drew
upon a range of sources and used a combination of
knowledge derived from ecological and physiological
theory, field observations, field and glasshouse experi-
ments and experts (e.g. Kinser et al., 1997; Pezeshi et
al., 1998; Lee, Ponzio et al., 2005; Lee, Synder et al.,

Figure 5: The four willow stages of management inter-
est and the possible transitions of each stage. Arrows
indicate the direction of possible transitions.

2005; Ponzio et al., 2006; Quintana-Ascencio & Fauth,
2010). The knowledge engineering process was itera-
tive and incremental, following Boneh (2010), using a
series of workshops (2 full-day, 4 half-day) between the
knowledge engineers with BN modelling expertise (the
first two authors) and the domain expert (the third au-
thor), over a six week period. Between each workshop,
the models were updated in the BN software, reviewed
and revised.

4.1 NODES

The key points of interest are whether willow is present
in a cell or not, and if present, its lifecycle stage and
its level of cover.

The stages of management interest modelled in the
Stage node are: unoccupied, yearling, sapling (non-
reproductive juvenile) and adult.

The possible transitions amongst these four stages are
shown in Figure 5. Some stage transitions are not
possible (e.g. adults and saplings cannot become year-
lings and yearlings cannot remain as yearlings at the
next time step). The time step across the ST-DBN
was chosen to be one year. An annual time step was
considered appropriate given the willow’s growth and
seed production cycle. Our domain expert did not see
any benefit in modelling at a finer temporal scale. In
particular, seedlings were only of interest from a man-
agement point of view if they survived to the yearling
stage.

For these four stages or states, the BN has
four corresponding transition nodes (shown in
Fig. 4): UnOcc Transition represents the pos-
sible transitions from Stage(T)=Unoccupied,
Yearling Transition represents the possible tran-
sitions from Stage(T)=Yearling, etc. Note that each
S Transition node has an additional state, NA (Not
Applicable), for when Stage(T) was other than S.

Level of Cover refers to the proportion of area within a
cell that is occupied by willows of any lifecycle stage.
When the willows reach the Adult (seed-producing)
stage, Size and Level of Cover are factors that influ-
ence Seed Production.



Figure 3: System architecture of the integrated management tool comprising a GIS database, a dispersal process
model, a ST-DBN model of willow response to environment and management and a management framework.
GIS excerpt shows a portion of the Blue Cypress Marsh Conservatioin Area within the USJR basin.

Figure 4: Willows ST-DBN, showing posteriors for Stage and transition nodes for the scenario starting with the
cell Unoccupied by willows, with favourable conditions for the transition to Yearling: high seed availability, just
right spring (germination) and summer (survival) precipitation, ”mucky” (organic, water holding) soil, enough
bare ground, no mechanical clearing or prescribed burn.



Stage transitions are governed by environmental and
management factors, acting alone or in some combina-
tion. Environmental factors include soil type, amount
of bare ground, spring and summer precipitation and
local vegetation type. Candidate management actions
include mechanical clearing (roller-chopping), burning,
grazing, herbicide application and hydrological manip-
ulation. Each are subject to different spatial, environ-
mental and operational constraints, and induce differ-
ent effects on willows, depending on willow life-history
stage and level of cover at the time of treatment. For
this prototype model, we concentrate on mechanical
clearing and burning. Table 1 gives a full listing of the
Willow ST-DBN nodes, grouped into (colour-coded)
categories. Continuous variables were discretised for
implementation in Netica, with discretisation break-
points determined by a combination of empirical data
and expert judgement.

4.2 ARCS

Next, we describe the nature and influences on the pos-
sible transitions, represented by the arcs in the Willow
ST-DBN (shown in Fig. 4).

Unoccupied areas can become occupied by yearlings
if they are successfully colonised within a time step.
Successful colonisation depends upon seed availabil-
ity (which is determined by seed production in and
influx from neighbouring cells) and environmentally
favourable conditions for seed germination and subse-
quent seedling survival. Otherwise, unoccupied areas
remain unoccupied. Figure 4 shows the Willow ST-
DBN starting as Unoccupied, under favourable condi-
tions. Note that the UnOcc Transition is split between
staying Unoccupied (61.3%) and transitioning to Year-
ling (38.7%), while all the other Transition nodes show
are 100% NA (Not Applicable).

Early survival is low, but yearlings can become
saplings when environmental conditions are favourable
for growth and they are not impacted by mechanical
clearing or burning. Otherwise, mortality will cause
areas occupied by yearlings to revert to the unoccu-
pied stage.

As saplings grow, they can become reproductive
adults, provided they are not impacted by mechani-
cal clearing or burning. Otherwise, they may remain
in the non-reproductive sapling stage, if burn impact
is minor, or revert to the unoccupied stage if burn im-
pact is major or if mechanical clearing occurs.

In the absence of mechanical clearing or burning,
adults stay in the adult stage. Clearing results in al-
most complete mortality and reversion to an unoccu-
pied stage. The effect of fire depends upon its burn
intensity. If sufficiently severe, it can cause mortality

and convert areas occupied by adults back to an unoc-
cupied stage, or it might kill off large stems and reduce
canopy cover (Lee, Ponzio et al., 2005; Lee, Synder et
al., 2005). When adults are damaged in this way, they
become non-reproductive for a period as they attempt
to recover by resprouting post-fire. For this period,
they functionally resemble saplings and we represent
this in our ST-DBN by a transition from adult back
to the sapling stage.

The initial Level of Cover is determined by the num-
ber of seedlings that survive when the Stage transi-
tions from unoccupied to yearling. Stages from year-
ling onwards are robust to environmental variability
(e.g. fluctuations in precipitation and inundation), but
they are affected by mechanical clearing (which always
returns the cell to Unoccupied) or burning (depending
on the burn effectiveness).

Again, following the Nicholson and Flores ST-DBN
template, the four transition nodes are all parents of
the subsequent Stage(T+1) node.

4.3 PARAMETERISATION

We have two stages to our model parameterisation.
In the parameterisation for this first prototype, our
aim was to represent high-level behaviour, thus the
CPTs were constructed using a combination of ex-
pert elicitation of process knowledge, expert interpre-
tation of empirical data from field and glasshouse ex-
periments, deterministic and probabilistic functions,
statistical models and expert judgement. We do not
report details of these here, for reasons of space; they
will be reported elsewhere.

The second phase will involve more detailed parame-
terisation using judgements elicited from a larger pool
of domain experts. We will also use specific results
from experiments already completed (see Quintana-
Ascencio and Fauth, 2010) to calibrate CPTs for some
nodes. The field and greenhouse experiments do not
provide enough cases to learn the CPTs, nor do they
cover an exhaustive range of scenarios. However, they
will provide guidance for the parameterisation.

5 SCENARIO-BASED
EVALUATION

For this first prototype of the Willow ST-DBN, we
conducted scenario-based evaluation with our domain
expert throughout the knowledge engineering process.
We examined multiple scenarios designed to probe the
encoded relationships for key environmentally-driven
processes, such as seedling survival and expected re-
sponses to management actions, such as the effect of
burning. By inputting different combinations of values



Table 1: The nodes of the Willow ST-DBN, grouped into categories with colour-coding (see Figure 4).

Category (node colour) Nodes
Aspects of willow state (tan) Stage, Level of Cover, Size and Seed Production
Germination & seedling Seed Availability, Proportion Germinating, NumberGerminating
survival processes (orange) Seedling Survival Proportion and NumberSurviving
Environmental conditions (green) Soil Type, Vegetation, Enough Bare Ground,

spring and summer precipitation (Spring PPT, Summer PPT)
seasonal water availability for germination, survival and growth
(Available Water Spring, Available Water Germination,
Available Water Survival, Available Water GrowingSeas
Canal or Centre (i.e. accessibility)

Management options (red) Mech Clearing, Burn Decision (and associated with this option,
Burn Intensity and BurnEffect on Willow)

State-transitions (purple) UnOcc Transition, NonInterv YearlingTransition† ,
Yearling Transition, Sapling Transition and Adult Transition

† Representing expected yearling transition without overlay of management actions.

Table 2: Subset of scenario evaluation results, used to evaluate high-level behaviour of the Willow ST-DBN. For
each scenario, columns on the left show the evidence entered; the 4 columns on the right show the distribution
for Stage(T+1). For the Yearling, Sapling and Adult scenarios, the Level of Cover is High; the probabilities of
transitions to UnOccupied are greater for lower levels of cover.

No. Stage(T) Soil Avail Avail Enough Stage(T+1)
(Seed Avail= Water Water Bare UnOcc Yearling Sapling Adult

High) Spring. Survival Ground
1. UnOcc Sandy JustRight JustRight Yes 88.4 11.6 0 0
2. UnOcc Mucky JustRight JustRight Yes 61.3 38.7 0 0
3. UnOcc Mucky JustRight TooMuch Yes 94.6 5.4 0 0
4. UnOcc Mucky TooLittle JustRight Yes 100 0 0 0

Stage(T) Soil Avail Mech. Burn Stage(T+1)
Water Clearing Decision UnOcc Yearling Sapling Adult

Growing (Vegetation=
Season Grassland)

5. Yearling Mucky JustRight No No 1 0 99.0 0
6. Yearling Sandy JustRight No No 20.0 0 80.0 0
7. Yearling Sandy TooLittle No No 40.0 0 60.0 0
8. Yearling Sandy TooMuch No No 98.5 0 1.5 0
9. Yearling Mucky JustRight Yes No 99.0 0 1.0 0
10. Yearling Mucky TooLittle No Yes 81.9 0 18.1 0

Stage(T) Vegetation Mech. Burn Stage(T+1)
Clearing Decision UnOcc Yearling Sapling Adult

11. Sapling [Any] No No 10.0 0 67.0 23.0
12. Sapling [Any] Yes No 99.5 0 0.5 0
13. Sapling HerbWet No Yes 20.0 0 71.1 8.9
14. Sapling Woodland No Yes 15.0 0 69.1 15.9
15. Sapling Grassland No Yes 22.7 0 70.9 6.4
16. Adult [Any] No No 1.0 0 0 99.0
17. Adult [Any] Yes No 99.0 0 0 1.0
18. Adult HerbWet No Yes 0.92 0 1.6 97.5
19. Adult Woodland No Yes 0.96 0 0.8 98.2
20. Adult Grassland No Yes 0.8 0 4.0 95.2



for the relevant environment and management vari-
ables, and examining the results in key intermediate
and final output nodes, we were able to identify er-
rors in CPTs, logical inconsistencies, and nodes that
needed splitting, combining or redefining.

Table 2 presents a small subset of these scenarios to-
gether with the distributions obtained for Stage(T+1),
while Figure 6 shows fragments of the BN with pos-
terior distributions for some of the variables of inter-
est.3 The evaluation results in Table 2 and Figure 6
are consistent with our understanding of the influence
of environment and management actions on key life-
history stages of willows, as described in Sections 2.1
and 4. This suggests the basic structure of the pro-
totype ST-DBN (the nodes and their values, together
with the arcs) is appropriate.

6 CONCLUSIONS

We have described an architecture for a willow man-
agement tool for the Upper St. Johns River basin,
Florida, USA, that integrates environmental spatial
data from GIS, dispersal dynamics from a process
model and BNs for modelling the influence of environ-
mental drivers and management actions on the key life-
history stages of willows. The focus of this paper has
been on modelling temporal changes in willow stages
using a form of DBN. Starting from a state-transition
(ST) model of the willow’s lifecyle, from germination
to seed-producing adult, we described the process used
to develop a ST-DBN structure that follows the tem-
plate described by Nicholson and Flores (2011). The
high-level behaviour of this prototype Willow ST-DBN
has been demonstrated through scenario-based evalu-
ation.

Our next task is to evaluate the model and revise the
parameterisation of the model using judgements from
a larger pool of domain experts, together with specific
experimental results, where appropriate and available.
Once the ST-DBN for an individual cell passes accep-
tance testing by our domain experts, we will integrate
it with the GIS and the seed dispersal model. This
will require introducing a relationship between seed
production (an output node in the ST-DBN) and seed
availability (some combination of the seed production
at nearby cells, as informed by the dispersal process
model). Finally, the overall system will be evaluated
against management options across the whole river
basin.

3These are screenshots from the BN software, Netica,
with layout of nodes compressed due to reasons of space.
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Abstract

Many real world applications depend on
modeling the temporal dynamics of streams
of diverse events, many of which are rare.
We introduce a novel model class, Con-
joint Piecewise-Constant Conditional Inten-
sity Models, and a learning algorithm that
together yield a data-driven approach to pa-
rameter sharing with the aim of better mod-
eling such event streams. We empirically
demonstrate that our approach yields more
accurate models of two real world data sets:
search query logs and data center system
logs.

1 Introduction

Event streams—temporal sequences of discrete events,
are ubiquitous in many domains such as the firing
patterns of neurons [2], gene expression data [7], sys-
tem error logs [13], and web search engine query logs.
Learning a model for the temporal dependencies be-
tween events can be useful for understanding and ex-
ploiting the dynamics in such domains. For example,
learning that particular system events on a machine
predict failures at a later time may allow a system ad-
ministrator to prioritize preventive maintenance. Un-
derstanding how web search queries for commercially
valuable terms are dependent on prior queries, possi-
bly for other topics, can help in targeted advertising.
In many cases the data exhibits complex temporal de-
pendencies. For example, what a user will query for
at a particular time can depend on queries issued in
the last few minutes, the previous day, as well as in
the extended past. In a data center, the likelihood of

∗ These authors contributed equally to the work.
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search intern at Microsoft Research, Redmond.

a machine failing may depend on cascades of various
prior warnings, errors, and failures.

In many domains, it is valuable to model fine distinc-
tions between event types. For example, in targeted
advertising, it is valuable to distinguish whether a user
will issue queries related to mental health or to back
pain rather than simply predicting that a user will
issue a healthcare query. In a data center, it is more
useful to learn that particular disk errors predict failed
reboots than to know that generic error messages pre-
dict generic failures. While useful to model, such fine
grained event types are rarer than the coarser grained
ones that include them, and are therefore more difficult
to model. Many models of temporal dependencies in
event streams, such as the Piecewise-Constant Condi-
tional Intensity Model (PCIM) [8], learn the dependen-
cies of each event type separately, using independent
sub-models for each event type. Thus, they are not
able to model rare events well.

In this paper, we address this problem using pa-
rameter sharing, by introducing Conjoint Piecewise-
Constant Conditional Intensity Models (C-PCIMs)
and a learning algorithm for C-PCIMs, which yield
a novel data-driven approach to modeling fine grained
event streams. C-PCIMs generalize PCIMs by allow-
ing parameters to be shared across event types, and
our learning algorithm uses the data to determine
which parameters should be shared. In particular, we
give a conjugate prior that allows parameter learning
for the C-PCIM to be performed as efficiently as for
the PCIM, and that leads to a closed-form marginal
likelihood, allowing efficient structure learning. Dur-
ing structure learning, the C-PCIM learns what event
types in what historical contexts can be modeled by
shared parameters, thereby allowing more efficient use
of data during parameter estimation. In cases where
events are structured, with the different event types
having known attributes, we show how structure learn-
ing can take advantage of these attributes to distin-
guish between different event types when their depen-



dencies differ, while sharing parameters when they do
not. Finally, we give empirical evidence that demon-
strates the value of C-PCIMs in two real applications
which are not well addressed by existing approaches–
modeling the temporal query dynamics of web search
users and modeling the temporal dynamics of system
events in a data center. In the second application, we
demonstrate that the expressive power of C-PCIMs
combined with the data driven learning approach al-
lows us to relax the strong assumption of identical ma-
chines, yielding further accuracy improvements.

2 Related Work

Event streams can be modeled in either discrete or
continuous time. Using discrete time approaches such
as Hidden Markov Models (HMMs) [1, 14] and Dy-
namic Bayesian Networks (DBNs) [5] require event
times to be discretized, which requires a choice of sam-
pling rate, and with it, trade-offs involving fidelity of
representation, time-span of dependencies, and com-
putational cost. We avoid this choice, and model
event streams in continuous time. There have been a
number of recent approaches for modeling continuous-
time processes. C-PCIMs, like PCIMs [8], model event
streams as marked point processes, where events have
both an arrival time and a label specifying the type
of event, via conditional intensity functions. A num-
ber of other closely related approaches [15, 23, 24] use
regression techniques such as generalized linear mod-
els, Cox regression and Aalen regression to model con-
ditional intensity functions. Continuous Time Noisy-
Or [21] and Poisson cascades [22] are also approaches
for modeling event streams. These approaches do not
address model selection, and require a parametric form
for temporal dependencies to be specified. Predic-
tive performance is strongly impacted by this modeling
choice, which is domain dependent [21, 22]. There has
also been some recent work on nonparametric Bayesian
approaches for modeling unlabeled event streams [17].
Continuous Time Bayesian Networks (CTBNs) [12]
and Markov Jump Processes [16] are Markov process
models of the trajectories of discrete variables over
continuous time. In contrast to PCIMs and C-PCIMs,
they are Markov process models. A CTBN can be
used to model an event stream by modeling each kind
of event as a transition of a “toggle” variable [20], and
using latent state variables to model their dynamics,
to give a continuous time analog of an HMM.

Conjoint PCIMs differ from PCIMs in the way that
parameter are shared. Such approaches have been
used in other problems such as for building hidden
Markov models with large state spaces [9, 10], and for
building n-gram language models [11]. Hierarchical
Gamma-Exponential processes [18] are a hierarchical

nonparametric Bayesian approach to conjoint model-
ing in Markov processes such as CTBNs. Regulariza-
tion approaches may also be used for conjoint model-
ing [25], although we are unaware of applications to
continuous time event modeling.

3 The Model

We represent an event sequence as y = {(ti, li)}n
i=1

with 0 < t1 < · · · < tn, where ti ∈ [0,∞) is the time
of the ith event and li is its label, drawn from a finite
label set L. The history at time t of event sequence y is
the sub-sequence h(t, y) = {(ti, li) | (ti, li) ∈ y, ti ≤ t}.
We write hi for h(ti−1, y) when it is clear from context
which y is meant. By convention t0 = 0. We define
the ending time t(y) of an event sequence y as the time
of the last event in y: t(y) = max ({t : (t, l) ∈ y}) so
that t(hi) = ti−1.

The data x, which is a particular event sequence, is
modeled as a realization of a regular marked point pro-
cess [4, 6] with likelihood

p(x|θ) =
∏
l∈L

n∏
i=1

λl(ti|hi, θ)1l(li)e−Λl(ti|hi;θ) (1)

where λl(t|h; θ) is the conditional intensity function [4]
for label l, and Λl(t|h; θ) =

∫ t

t(h)
λl(τ |h; θ)dτ . We

write 1Z(·) for the indicator function of a set Z and
1z(·) for the indicator of the singleton {z}. Intuitively,
λl(t|h; θ) is the expected rate of events with label l at
time t given the history h. Note that despite the sim-
ilarity to the likelihood of a non-homogeneous Pois-
son process, this likelihood does not in general define
a Poisson process as the conditioning on history can
cause the independent increments property of Poisson
processes to not hold. The conditioning on the en-
tire history also means that such processes are non-
Markovian. Piecewise Constant Conditional Intensity
Models (PCIMs) [8] are a particular class of marked
point process where the conditional intensity functions
are restricted to be piecewise constant. In this paper,
we introduce Conjoint PCIMs which are PCIMs that
use a conjoint representation for the conditional inten-
sity functions. These models are described below.

3.1 PCIMs

In this section, we review PCIMs [8]. PCIMs are a
class of marked point process where the conditional
intensity function for each label is a piecewise con-
stant function of time, taking one of a finite number
of values. That is λl(t|y) is piecewise constant in t
for all t > t(y), and takes on values {λls} for s ∈ Σl,
where Σl is a finite label-dependent state set. The
value λls taken on by λl(t|y) at t for each y is specified



by a piecewise constant state function σl(t, y), so that
λl(t|y) = λlσl(t,y).

Note that the state s summarizes all the information
about t and y necessary for computing λl(t|y) in that
given s, λl(t|y) can be computed without further in-
formation about t and y. However, unlike in Markov
models such as CTBNs [12], the state does not contain
all the information about t and y for predicting future
states.

As described above, the conditional intensity function
λl(t|y) can be specified by a structure Sl = (Σl, σl(·, ·))
consisting of the state set Σl and the state function
σl(·, ·) and a parameter parameter vector θl composed
of a non-negative intensity λls for each s ∈ Σl. In turn,
a PCIM is specified by a structure S and a parameter
Θ that consist of the per-label structures Sl and per-
label parameter vectors θl.

Gunawardana et al. show [8] that given the structure
S, a product of Gamma distributions is a conjugate
prior for Θ, and that under this prior, the marginal
likelihood of the data can be given in closed form.
Thus, parameter estimation can be done in closed form
given a structure, and imposing a structural prior al-
lows a closed form Bayesian score to be computed for
a structure.

The structure of a PCIM can be represented by a set
of decision trees [8]. In particular, each state function
σl can be represented by a decision tree whose leaves
represent the states s ∈ Σl, as shown in the example
of Figure 1. The decision nodes in each tree contain
functions that map a time t and a history y to one of
its child nodes. These functions are piecewise constant
in time, so that the state function σl(t, y) represented
by a decision tree is also piecewise constant. Struc-
ture learning for each label l is performed by starting
with the trivial tree, and iteratively refining it greed-
ily based on the closed form Bayesian score mentioned
above. A detailed presentation of this learning proce-
dure as generalized to C-PCIMs is given in section 4.1.

3.2 Conjoint PCIMs

Conjoint PCIMs (C-PCIMs), like PCIMs, are marked
point processes where the conditional intensity func-
tion λl(t|y) are piecewise constant and take on a finite
number of values, but unlike in PCIMs, the conditional
intensity functions in C-PCIMs take on values from a
single set of values shared across all labels l ∈ L. Thus
λl(t|y) takes on values {λs} for s ∈ Σ which are shared
across all l. Which of these values is taken on by λl(t|y)
is specified by a C-PCIM state function σ(l, t, y) which
unlike PCIM state functions, is also a function of the
label l whose conditional intensity function is being
evaluated. Thus, λl(t|y) = λσ(l,t,y). C-PCIMs there-

A in
[t-1,t)

A in 
[t-2,t-1)

λA=10.0 λA=0.0

yes

yesno

λA=0.1

no

B in 
[t-1,t)

B in 
[t-2,t-1)

λB=10.0 λB=0.0

yes

yesno

A in 
[t-5,t)

λB=0.0 λB=0.1

yesno

no

Figure 1: Example Decision trees representing a PCIM
for a problem with L = {A, B}.

fore allow an intensity value λs to be shared across con-
ditional intensity functions for different labels, possi-
bly at different times and for different histories. Thus,
a C-PCIM is defined by a structure S = (Σ, σ(·, ·, ·))
consisting of a state set Σ and a state function σ(·, ·, ·)
as well as a parameter vector Θ = {λs}s∈Σ, all of which
are shared across labels l ∈ L.

We use a decision tree representation of the structure
S of a C-PCIM. However, instead of using a different
decision tree for each label l as in Gunawardana et
al. [8], we use a single tree that is used across all la-
bels, as shown in the example of Figure 2. The leaves
of the tree represent states s ∈ Σ. However, the de-
cision nodes of a C-PCIM tree contain functions that
can depend on l as well as on t and y. In particu-
lar, each decision node contains a basis state function
f chosen from a given set B. Each basis state func-
tion f(l, t, y) is piecewise constant in t for each l and
y, and takes values from a finite basis state set Σf .
Thus, a decision node with basis state function f has
a child node corresponding to each s′ ∈ Σf . Since the
basis state functions are defined to be valid piecewise
constant state functions, the mapping from (l, t, y) to



leaves given by the tree is also a valid piecewise con-
stant state function σ(l, t, y).

l in 
[t-1,t)

l in 
[t-2,t-1)

λl=10.0 λl=0.0

yes

yesno

l = A

λl=0.1

yesno

no

A in 
[t-5,t)

λl=0.0 λl=0.1

yesno

Figure 2: Decision tree representing a C-PCIM equiv-
alent to the example PCIM of Figure 1.

4 Learning Conjoint PCIMs

In this section, we directly generalize the parameter
and structure learning approaches for PCIMs [8] to
apply to C-PCIMs. For C-PCIMs, the likelihood of
equation (1) can be written as

p(x|S, Θ) =
∏
s∈Σ

λcs(x)
s e−λsds(x) (2)

where ds(x) and cs(x) are sufficient statistics of the
data. ds(x) is the total duration spent in state s, i.e.,
that σ(l, t, h(t, x)) = s for some l. cs(x) is the number
of times a label l occurs in x when the state function
maps to state s for label l. Formally,

ds(x) =
∑
l∈L

∫ t(x)

0

1s (σ (l, τ, h (τ, x))) dτ

cs(x) =
∑

i

1l (li)1s (σ(l, ti, hi)) .

Note that since σ(l, τ, h) in the integral above is piece-
wise constant in τ , the integral reduces to a sum over
the constant pieces of σ(l, τ, h).

A product of Gamma priors on λs is conjugate for Θ.
The corresponding prior and the posterior densities for
λs are given by

p(λs|α, β) =
βα

Γ(α)
λα−1

s e−βλs

p(λs|α, β, x) = p (λs|α + cs(x), β + ds(x)) .

In our experiments, we obtain the point estimate Θ̂ =
E[Θ|S, x] from the training data, given by

λ̂s =
α + cs(x)
β + ds(x)

.

4.1 Structure Learning

For structure learning, we can write the marginal like-
lihood of the data x given the structure S in closed
form as

p(x|S) =
∏
s∈Σ

βα

Γ(α)
Γ(α + cs(x))

(β + ds(x))α+cs(x)︸ ︷︷ ︸
γs(x)

.

As with PCIMs, we use a Bayesian decision tree build-
ing procedure [3] in order to learn the structure S. We
begin with the trivial structure Σ = s0, σ(l, t, y) = s0

with only the root node s0, and refine the structure
S by iteratively splitting leaves s ∈ Σ based on basis
state functions f ∈ B. In particular Given a current
structure S = (Σ, σ), a new structure S′ = (Σ′, σ′) is
produced by selecting a state s ∈ Σl and a basis state
function f ∈ B and refining s based on f as follows:

Σ′
l =

 ⋃
s′∈Σf

{s� s′}

 ∪ Σl\s

σ′(l, t, y) =

{
s� f(l, t, y) if σ(l, t, y) = s

σ(l, t, y) otherwise

where � is the concatenation operator. Thus, S′ can
be represented as a tree where leaf s of the sub-tree S
has been split according to the result of f .

In order to select the state s and basis state function
f to use in producing a refined structure S′ from S,
we define a factored prior

p(S) ∝ κ|Σ|

on the structure S. The posterior probability of a
structure S given the data x is then proportional to
p(S)p(x|S) =

∏
s∈Σ κγs(x), which can be computed in

closed form. Thus, the gain in p(S|x) due to splitting
state s using basis state function f is

Gain(S → S′) =
p(S′|x)
p(S|x)

=
∏

s′∈Σ′ κγs′(x)∏
s∈Σ κγs(x)

=

∏
s′∈Σf

κγs�s′(x)

κγs(x)
.

We refine the structure greedily, choosing the refine-
ment with the highest gain, until no further gain re-
sults.



5 Basis State Functions for C-PCIMs

The modeling power of a family of C-PCIM is deter-
mined by the basis B of state functions selected. The
basis needs to capture the aspects of the history that
determine the intensities of events, and need to dis-
tinguish labels with different intensities. In addition,
the basis needs to allow the sharing of parameters be-
tween labels to allow for generalization of event be-
havior between labels. This is particularly important
in problems where some labels occur rarely. We will
give basis state functions that take advantage of known
structure in the label sets in order to do this. We first
describe how we capture label space structure through
label attributes, and then give an ontology of basis
state functions that make use of this structure.

5.1 Structured Labels

When the labels have a known structure, we will take
advantage of it in order to define models that can learn
dependencies between events with labels that may be
rare, or even not occur in the training data. For ex-
ample, in data center system event logs, events may
be labeled with the machine on which the event took
place and the type of the event. An event of type
disk-sector-error may occur on machine 9,045.
While we may have never observed a disk sector error
on a different machine 6,732, we may wish to allow
the structure learning procedure to determine whether
the behavior of disk-sector-error events generalizes
across machines. Thus, we would like the basis state
functions to be able to query for the message repre-
sented by a label independently of the machine.

In general, we assume that the label set L has a
set of attributes A, where each attribute a ∈ A
can take values in a set Va. Label l takes on
value va(l) of attribute a. In the example above,
A = {machine-id, event-type}, and Vmachine-id
ranges over all the machines in the data center, and
Vevent-type ranges over all possible events. If prior in-
formation about the labels is available, it may be en-
coded through label attributes. For example, if we
know a priori that machines in the data center are
grouped into database servers and web servers, we
could introduce an attribute server-type that takes
on values Vserver-type{database, web}. On the other
hand, we can access label identity as an attribute
by using the attribute identity with Videntity = L,
videntity(l) = l. In the descriptions below, we will
therefore always assume that there are label attributes
defined. In cases where no structural information is
available we will simply use A = {identity}. In par-
ticular, the basis state functions for PCIMs [8] do not
explicitly use label attributes, but can be described as

using this trivial identity attribute.

5.2 Types of Basis State Functions

Allowing large classes of basis state functions that de-
pend arbitrarily on both the history and time as well
as the label is difficult computationally. We therefore
restrict attention to three specific classes of basis state
functions in this paper.

History Basis State Functions: A history basis
state function f(l, t, y) depends only on the history y
and the time t and not the label l. In this paper,
we concentrate on a particular class of history basis
state functions fa,v,d1,d2(l, t, y) indexed by an attribute
a ∈ A, a value v ∈ Va and time offsets d2 > d1 ≥ 0,
and given by

fa,v,d1,d2(l, t, y) =


1 if ∃(t′, l′) ∈ y :

t′ ∈ [t− d2, t− d1)
∧ va(l′) = v

0 otherwise.

That is fa,v,d1,d2(l, t, y) tests if the history y contains
an event in the time window between d1 and d2 before
t, whose label has the value v of attribute a.

Example. In modeling web search query
logs, the history basis state function
fquery-category,Health,1 hr,1 day(l, t, y) tests whether
y contains a query whose query-category attribute
is Health between 1 hour and 1 day before t.

Label Basis State Functions: A label basis state
function f(l, t, y) depends only on the label l and not
the time t nor the history y. A label basis state func-
tion is fa,v(l, t, y) is indexed by an attribute a ∈ A, a
value v ∈ Va and is given by

fa,v(l, t, y) =

{
1 if va(l) = v

0 otherwise.

That is fa,v(l, t, y) simply tests whether the attribute
a of label l has value v.

Example. The label basis state function
fquery-category,Health(l, t, y) tests whether l has
query-category attribute Health.

Match Basis State Functions: A match basis
function fa,d1,d2(l, t, y) is given by

fa,d1,d2(l, t, y) =


1 if ∃(t′, l′) ∈ y :

t′ ∈ [t− d2, t− d1)
∧ va(l′) = va(l)

0 otherwise.



In other words, the match basis state function tests
whether the history y contains an event in the time
window between d1 and d2 before t, whose label
matches l in attribute a. This kind of basis state
function is useful in modeling repetitions of a given
attribute in an event stream.

Example. The basis state function
fquery-category,1 hr,1 day(l, t, y) tests whether y con-
tains a query with the same query-category
attribute as l between 1 hour and 1 day before t.

We note that history basis state functions are equiva-
lent to the history basis functions of PCIMs [8] when
the attribute a is restricted to be the identity at-
tribute described above. Thus, a PCIM can be rep-
resented as a C-PCIM that uses only the identity
attribute, and whose state function uses a tree that
first splits based on every possible label basis state
function, and then uses only history basis state func-
tions. We use the term Attribute PCIM (A-PCIM)
to refer to the slight generalization of PCIMs that al-
lows the history basis state functions to use arbitrary
attributes.

6 Experimental Results

In this section we evaluate the value of C-PCIMs on
two real world tasks with large structured label spaces.
The first is to model the query behavior of web search
users, and the second is to model the behavior of a
cluster of machines in a commercial data center.

In order to evaluate the value of C-PCIMs in mod-
eling event streams with large label spaces, we com-
pare C-PCIMs to PCIMs. To explore the gains due
to conjoint modeling as opposed to the use of richer
label attributes in modeling, we also compare to A-
PCIMs. It has been shown that PCIMs have better
computational and predictive performance in compar-
ison to Poisson networks [15], which model conditional
intensity functions using generalize linear models. We
therefore do not compare to Poisson networks and
other closely related approaches that use regression
techniques to model the conditional intensity func-
tions [23, 24]. CTBNs with “toggle” variables mod-
eling events and latent variables modeling dynamics
are a natural baseline for continuous time event mod-
eling. We explored building such models using the
CTBN-RLE toolkit [20], but the current version does
not scale to these data sets [19].

6.1 Web Search Query Behavior

Queries issued by the users of a major commercial
search engine were used to generate a training set
consisting of approximately 100,000 queries collected
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Figure 3: Test set log likelihood of PCIM, A-PCIM,
and C-PCIM for the search query data, as a function
of training set size.

from approximately 6,000 users over a two month pe-
riod and a test set consisting of approximately 170,000
queries from approximately 6,000 users over the next
month. There was no user or time overlap between the
training and test sets. The test set was restricted to
contain only users whose query history was available
for at least two weeks. The queries were automat-
ically mapped to a two level hierarchy of categories
such as Health & Wellness/Mental Health. Thus,
our label set consisted of the 476 categories in the hi-
erarchy, while the 37 coarse level categories were used
as a second (i.e. non-identity) attribute, which we
name coarse. All labels occurred in the training set.

We use a product of terms of the form of equation (1),
one per user, to model the data, choosing not to model
inter-user dependencies. We investigated three model
classes for modeling users’ query behavior. First, we
built PCIMs which used only history basis state func-
tions using the identity attribute (i.e. the history
basis functions only tested for the occurrence of spe-
cific labels in the history). Second, we built A-PCIMs
that were also allowed to use the coarse attributes in
the history basis functions. Third, we built C-PCIMs
that also used label basis state functions that used
the identity and coarse attributes and match state
functions that used the identity attribute. Match
state functions using the coarse attribute were not
allowed due to reduce the computation time. All mod-
els used a prior with α = 1/365 and β = 1 day, and
κ = 0.001. The history and match basis state functions
used the time windows [t−1 hr, t), [t−1 day, t−1 hr),
[t − 7 days, t − 1 day), and (∞, t − 7 days). All mod-
els took less than 12 hours to train on a single 3 GHz
workstation.

Figure 3 shows the test set log likelihood of all three



models as the amount of training data is varied. The
log likelihoods of the PCIM and A-PCIM are nearly
indistinguishable, while the C-PCIM performs much
better, especially with smaller amounts of training
data. This is the expected behavior, since C-PCIMs
are better able to share parameters. Note that since
C-PCIMs, A-PCIMs, and PCIMs define the same fam-
ily of marked point processes, we expect them to ap-
proach the same predictive performance as the training
set grows. While the gap between C-PCIMs and A-
PCIMs/PCIMs does shrink as the amount of training
data grows, C-PCIMs have higher training set like-
lihood even when all the training data is used. We
examined the likelihoods assigned to each test event
by the C-PCIM and the A-PCIM trained with the full
training set, in order to determine the statistical sig-
nificance of this gap. We grouped the per-event like-
lihoods by label, and found that the C-PCIM signif-
icantly outperforms the A-PCIM (p = 0.01) on 391
out of the 436 labels observed in the test set, while
under-performing the A-PCIM on none, according to
a paired sign test.

To understand the practical impact of the likeli-
hood gains, we used importance sampling [8] to fore-
cast whether each test user would issue Health &
Wellness/Mental Health queries on the eighth day
in the test set given their behavior in the first week.
Precision-recall curves for the three models are given
in Figure 4. Although there are only eight test users
who issued these queries on that day, C-PCIMs make
much better predictions than A-PCIMs and PCIMs.
Such predictions are useful in applications such as tar-
geted display (banner) advertising, where an adver-
tiser may only wish their advertisements to be shown
to web users who are interested in a topic related to
their advertisement. The assumption is that users who
will issue a query in a particular category during the
day may be more receptive to advertisements related
to that category during that day.

6.2 Data Center Machine Behavior

System logs from a cluster of machines in a commer-
cial data center were used to generate a data set of
about 300,000 logged system events from 71 machines,
over the period of a month. There were 221 possible
messages. This gave 15,691 possible labels, each of
which was a machine-message combination. Each ma-
chine belonged to one of four machine types that was
known a priori. Thus, each label had four attributes
{machine, message, machine-type, identity}. The
first two weeks of data was used for training, and the
rest for testing.

We use a product of terms of the form of equation (1),
one per machine, to model the data, choosing to not
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Figure 4: Precision-Recall curves of PCIM, A-
PCIM, and C-PCIM for predicting Health &
Wellness/Mental Health queries.

allow inter-machine dependencies. We experimented
with using the power of C-PCIMs to allow machine
specific dependencies. In particular, we compare a
PCIM and a C-PCIM that treat machines identically
with a PCIM and a C-PCIM that allow machine spe-
cific dependencies. Non-identical modeling of ma-
chines may be useful if, for example, a certain machine
is old is more prone to failures. Models that treat ma-
chines identically are allowed to use only the message
attributes of labels. The PCIM that treats machines
identically is forced to use the same conditional inten-
sity function for all labels that agree on their message
attributes, pooling data from these labels during train-
ing. Note that in this setting, PCIMs and A-PCIMs
are equivalent in both the identical machine and non-
identical machine cases.

All models used the prior α = 0.01, β = 1.0 day, and
κ = 0.01. The C-PCIM trees were truncated at a
depth of 30 to save computation. The history and
match basis state functions used the time windows [t−
20 min, t) and [t− 1 hr, t− 20 min). The models took
less than 2 hours to train, except the non-identical
machine PCIM, which learned a separate tree for each
of the 5,307 labels present in the training data. This
took less than 12 hours.

Figure 5 shows the log likelihood of events after the
first two weeks given the events of the first two weeks
for all four models. Note the log likelihoods can be
positive since the likelihoods are density values and
not probabilities. It can be seen that building separate
PCIMs for each label, without pooling data across ma-
chines for each message results in a large loss in test
set likelihood, due to data sparsity. Both C-PCIMs
outperform the PCIMs. Note that the identical ma-
chine C-PCIM only has access to message information,
and therefore does not have access to any label struc-
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Figure 5: Test set log likelihood of PCIMs and C-
PCIMs that treat machines as identical, and PCIMs
and C-PCIMs that do not, for the data center event
log data.

ture. However, it gives a large gain over PCIMs due
to the use of match basis state functions, which model
repeated events. The ability of the non-identical ma-
chine C-PCIM to leverage label structure to learn de-
pendencies specific to machines or machine types leads
to a further gain in likelihood. Unfortunately, events
of interest such as machine failures are very rare in
this data set, so that there are not enough test cases
to obtain statistically significant comparisons between
C-PCIMs and PCIMs.

7 Conclusions

We have introduced Conjoint PCIMs, and shown how
they improve upon PCIMs in modeling the dynam-
ics of two real world event streams with large struc-
tured label sets. We have shown how conjoint model-
ing across labels allows better models to be built from
sparse data, and how C-PCIMs can leverage known
structure in the label space. We have also shown that
the predictive gains of C-PCIMs are not achieved by
Attribute PCIMs that leverage label structure but do
not use conjoint modeling.

While it would be of interest to compare the per-
formance of C-PCIMs with other approaches such as
CTBNs, limitations in the currently available CTBN
implementation prevented us from doing so. It would
also be interesting to investigate approaches that ex-
tend CTBNs to allow them to take advantage of label
structure in the manner of C-PCIMs. Another future
direction of interest is to investigate other extensions
of PCIMs that allow parameter sharing across labels,
such as hierarchical Bayesian approaches or regular-
ization approaches.
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Abstract

We propose a new supervised topic model
that uses a nonparametric density estima-
tor to model the distribution of real-valued
metadata given a topic. The model is sim-
ilar to Topics Over Time, but replaces the
beta distributions used in that model with a
Dirichlet process mixture of normals. The
use of a nonparametric density estimator
allows for the fitting of a greater class of
metadata densities. We compare our model
with existing supervised topic models in
terms of prediction and show that it is ca-
pable of discovering complex metadata dis-
tributions in both synthetic and real data.

1 Introduction

Supervised topic models are a class of topic models
that, in addition to modeling documents as mixtures of
topics, each with a distribution over words, also model
metadata associated with each document. Document
collections often include such metadata. For example,
timestamps are commonly associated with documents
that represent the time of the document’s creation.
In the case of online product reviews, “star” ratings
frequently accompany written reviews to quantify the
sentiment of the review’s author.

There are three basic reasons that make supervised
topic models attractive tools for use with document
collections that include metadata. Better Topics: one
assumption that is often true for document collections
is that the topics being discussed are correlated with

information that is not necessarily directly encoded
in the text. Using the metadata in the inference of
topics provides an extra source of information, which
could lead to an improvement in modeling the topics
that are found. Prediction: given a trained supervised
topic model and a new document with missing meta-
data, one can predict the value of the metadata vari-
able for that document. Even though timestamps are
typically included in modern, natively digital, docu-
ments they may be unavailable or wrong for historical
documents that have dbeen igitized using OCR. Also,
even relatively modern documents can have missing
or incorrect timestamps due to user error or system
mis-configuration. For example, in the full Enron e-
mail corpus1, there are 793 email messages with a
timestamp before 1985, the year Enron was founded.
Of these messages 271 have a timestamp before the
year 100. Analysis: in order to understand a document
collection better, it is often helpful to understand how
the metadata and topics are related. For example, one
might want to analyze the development of a topic over
time, or investigate what the presence of a particular
topic means in terms of the sentiment being expressed
by the author. One may, for example, plot the dis-
tribution of the metadata given a topic from a trained
model. Several supervised topic models can be found
in the literature and will be discussed in more detail
in Section 3. These models make assumptions about
the way in which the metadata are distributed given
the topic or require the user to specify their own as-
sumptions. Usually, this approach involves using a
unimodal distribution, and the same distribution fam-
ily is used to model the metadata across all topics.

1http://www.cs.cmu.edu/˜enron



These modeling assumptions are problematic. First,
it is easy to imagine metadata and topics that have
complex, multi-modal relationships. For example, the
U.S. has been involved in two large conflicts with Iraq
over the last 20 years. A good topic model trained on
news text for that period should ideally discover an
Iraq topic and successfully capture the bimodal distri-
bution of that topic in time. Existing supervised topic
models, however, will either group both modes into a
single mode, or split the two modes into two separate
topics. Second, it seems incorrect to assume that the
metadata will be distributed similarly across all top-
ics. Some topics may remain fairly uniform over a
long period of time, others appear quickly and then
fade out over long periods of time (e.g., terrorism after
9/11), others enter the discourse gradually over time
(e.g., healthcare reform), still others appear and dis-
appear in a relatively short period of time (e.g., many
political scandals).

To address these issues, we introduce a new super-
vised topic model, Topics Over Nonparametric Time
(TONPT), based on the Topics Over Time (TOT)
model [12]. Where TOT uses a per-topic beta distri-
bution to model topic-conditional metadata distribu-
tions, TONPT uses a nonparametric density estimator,
a Dirichlet process mixture (DPM) of normals.

The remainder of the paper is organized as follows: in
Section 2 we provide a brief discussion of the Dirich-
let process and show how a DPM of normals can be
used to approximate a wide variety of densities. Sec-
tion 3 outlines related work. In Section 4 we intro-
duce the TONPT model and describe the collapsed
Gibbs sampler we used to efficiently conduct infer-
ence in the model on a given dataset. Section 5 de-
scribes experiments that were run in order to compare
TONPT with two other supervised topic models and
a baseline. Finally, in Section 6 we summarize our
results and contributions.

2 Estimating Densities with Dirichlet
Process Mixtures

Significant work has been done in the document mod-
eling community to make use of Dirichlet process
mixtures with the goal of eliminating the need to spec-
ify the number of components in a mixture model. For
example, it is possible to cluster documents without
specifying a-priori the number of clusters by replac-

ing the Dirichlet-multinomial mixing distribution in
the Mixture of Multinomials document model with a
Chinese Restaurant Process. The CRP is the distribu-
tion over partitions created by the clustering effect of
the Dirichlet process [1]. So, one way of using the
Dirichlet process is in model-based clustering appli-
cations where it is desirable to let the number of clus-
ters be determined dynamically by the data, instead of
being specified by the user.

The DP is a distribution over probability measures G
with two parameters: a base measure G0 and a to-
tal mass parameter m. Random probability measures
drawn from a DP are generally not suitable as like-
lihoods for continuous random variates because they
are discrete. This complication can be overcome by
convolving the G with a continuous kernel density f
[9, 5, 6]:

G ∼ DP(m,G0)

xi|G ∼
∫
f(xi|θ)dG(θ)

This model is equivalent to an infinite mixture of f
distributions with hierarchical formulation:

G ∼ DP(m,G0)

θi|G ∼ G
xi|θi ∼ f(xi|θ)

In our work we use the normal distribution for f . The
normal distribution has many advantages that make it
a useful choice here. First, the parameters map intu-
itively to the idea that the θ parameters in the DPM are
the “locations” of the point masses of G and so are a
natural fit for the mean parameter of the normal distri-
bution. Second, because the normal is conjugate to the
mean of a normal with known variance, we can also
choose a conjugate G0 that has intuitive parameters
and simple posterior and marginal forms. Third, the
normal is almost trivially extensible to multivariate
cases. Fourth, the normal can be centered anywhere
on the positive or negative side of the origin which is
not true, for example, of the gamma and beta distribu-
tions. Finally, just as any 1D signal can be approxi-
mated with a sum of sine waves, almost any probabil-
ity distribution can be approximated with a weighted
sum of normal densities.
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Figure 1: The Supervised LDA model.

3 Related Work

In this section we will describe the three models which
are most closely related to our work. In particular,
we focus on the issues of prediction and the posterior
analysis of metadata distributions in order to highlight
the strengths and weaknesses of each model.

The most closely related models to TONPT are Su-
pervised LDA (sLDA) [3] and Topics Over Time
[12]. sLDA uses a generalized linear model (GLM)
to regress the metadata given the topic proportions of
each document. GLMs are flexible in that they allow
for the specification of a link and a dispersion func-
tion that can change the behavior of the regression
model. In practice, however, making such a change
to the model requires non-trivial modifications to the
inference procedure used to learn the topics and re-
gression co-efficients. In the original sLDA paper, an
identity link function and normal dispersion distribu-
tion were used. The model, shown in Figure 1, has
per-document timestamp variables td ∼ Normal(c ·
zd, σ

2), where c is the vector of linear model coeffi-
cients and zd is a topic proportion vector for document
d (See Table 1 for a discription of the other variables
in the models shown here). This configuration leads
to a stochastic EM inference procedure in which one
alternately samples from the complete conditional for
each topic assignment, given the current values of all
the other variables, and then finds the regression co-
efficients that minimize the sum squared residual of
the linear prediction model. Variations of sLDA have

zdi

θd

φj

α

β

ψjwdi tdi

Nd

D

T
T

Figure 2: The Topics Over Time model.

been used successfully in several applications includ-
ing modeling the voting patterns of U.S. legislators [7]
and links between documents [4].

Prediction in sLDA is very straightforward, as the
latent metadata variable for a document can be
marginalized out to produce a vanilla LDA complete
conditional distribution for the topic assignments. The
procedure for prediction can thus be as simple as first
sampling the topic assignments for each word in an
unseen document given the assignments in the train-
ing set, and then taking the dot product between the
estimated topic proportions for the document and the
GLM coefficients. In terms of the representation of
the distribution of metadata given topics, however, the
model is somewhat lacking. The coefficients learned
during inference convey only one-dimensional infor-
mation about the correlation between topics and the
metadata. A large positive coefficient for a given topic
indicates that documents with a higher proportion of
that topic tend to have higher metadata values, and a
large negative coefficient means that documents with
a higher proportion of that topic tend to have lower
metadata values. Coefficients close to zero indicate
low correlation between the topic and the metadata.

In TOT, metadata are treated as per-word observa-
tions, instead of as a single per-document observa-
tion. The model, shown in Figure 2, assumes that
each per-word metadatum tdi is drawn from a per-
topic beta distribution: tdi ∼ Beta(ψzdi1, ψzdi2). The
inference procedure for TOT is a stochastic EM al-
gorithm, where the topic assignments for each word



are first sampled with a collapsed Gibbs sampler and
then the shape parameters for the per-topic beta distri-
butions are point estimated using the Method of Mo-
ments based on the mean and variance of the metadata
values for the words assigned to each topic.

Prediction in TOT is not as straightforward as for
sLDA. Like sLDA, it is possible to integrate out the
random variables directly related to the metadata and
estimate a topic distribution for a held-out document
using vanilla LDA inference. However, because the
model does not include a document-level metadata
variable, there is no obvious way to predict a single
metadata value for held-out documents. We describe
a prediction procedure in Section 5, based on work
one by Wang and McCallum, that yields acceptable
results in practice.

Despite having a more complicated prediction proce-
dure, TOT yields a much richer picture of the trends
present in the data. It is possible with TOT, for exam-
ple, to get an idea of not only whether the metadata
are correlated with a topic, but also to see the mean
and variance of the per-topic metadata distributions
and even to show whether the distribution is skewed
or symmetric.

Another related model is the Dirichlet Multinomial
Regression (DMR) model [11]. Whereas the sLDA
and TOT models both model the metadata genera-
tively, i.e., as random variables conditioned on the
topic assignments for a document, the DMR forgoes
modeling the metadata explicitly, putting the metadata
variables at the “root” of the graphical model and con-
ditioning the document distributions over topics on the
metadata values. By forgoing a direct modeling of the
metadata, the DMR is able to take advantage of a wide
range of metadata types and even to include multiple
metadata measurements (or “features”) per document.
The authors show how, conditioning on the metadata,
the DMR is able to outperform other supervised topic
models in terms of its ability to fit the observed words
of held-out documents, yielding lower perplexity val-
ues. The DMR is thus able to accomplish one of the
goals of supervised topic modeling very well (the in-
crease in topic quality). However, because it does not
propose any distribution over metadata values, it is
difficult to conduct the types of analyses or missing
metadata predictions possible in TOT and sLDA with-
out resorting to ad-hoc procedures. Because of these
deficiencies, we leave the DMR out of the remaining
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Figure 3: TONPT as used in sampling.

discussion of supervised topic models.

4 Topics Over Nonparametric Time

TONPT models metadata variables associated with
each word in the corpus as being drawn from a topic-
specific Dirichlet process mixture of normals. In addi-
tion, TONPT employs a common base measureG0 for
all of the per-topic DPMs, for which we use a normal
with mean µ0 and variance σ20 .

The random variables are distributed as follows:

θd|α ∼ Dirichlet(α)

φt|β ∼ Dirichlet(β)

zdi|θ ∼ Categorical(θd)

wdi|zdi, φ ∼ Categorical(φzdi)

σ2j |ασ, βσ ∼ InverseGamma(ασ, βσ)

Gj |G0,m ∼ DP(G0,m)

tdi|Gzdi , σ
2
zdi
∼
∫
f(tdi; γ, σ

2
zdi

)dGzdi(γ)

where f(·; γ, σ2) is the normal p.d.f. with mean γ and
variance σ2. Also, j ∈ {1, . . . , T}, d ∈ {1, . . . , D},
and, given a value for d, i ∈ {1, . . . , Nd}. We note
that, as in TOT, the fact that the metadata variable
is repeated per-word leads to a deficient generative
model, because the metadata are typically observed
at a document level and the assumed constraint that
all of the metadata values for the words in a docu-
ment be equivalent is not modeled. The advantage of



Symbol Meaning
Common Supervised Topic Modeling Variables

α Prior parameter for document-topic distribu-
tions

θd Parameter for topic mixing distribution for
document d

β Prior parameter for the topic-word distribu-
tions

φj Parameter for the jth topic-word distribution
zdi Topic label for word i in document d
z−di All topic assignments except that for zdi
w Vector of all word token types
wdi Type of word token i in document d
tdi Timestamp for word i in document d
td Timestamp for document d
t Vector of all metadata variable values
t̂ A predicted value for the metadata variable
D The number of documents
T The number of topics
V The number of word types
Nd The number of tokens in document d

TONPT Specific Variables
m Total mass parameter for DP mixtures
sdi DP component membership for word i in doc-

ument d
s−di All DP component assignments except that

for sdi
G0 The base measure of the DP mixtures
µ0 The mean of the base measure
σ2
0 The variance of the base measure
γjk The mean of the kth mixture component for

topic j
γ A vector of all the γ values
γ−jk γ without γjk
σ2
j The variance of the components of the jth DP

mixture
σ2 A vector of all the DPM σ2s
ασ , βσ Shape and scale parameters for prior on topic

σs
Kj The number of unique observed γs for topic j
nj The number of tokens assigned to topic j
njk The number of tokens assigned to the kth

component of topic j
ndj The number of tokens in document d assigned

to topic j
njv The number of times a token of type v was

assigned to topic j
K<di
zdi The number of unique γs observed for topic

zdi before the ith token of document d
τ (jk) The set of all tdi s.t. zdi = j and sdi = k
f(y;µ, σ2) The normal p.d.f. at y with mean µ and vari-

ance σ2

Table 1: Mathematical symbols used in the models
and derivations of this paper. The common symbols
are shared by TONPT, sLDA, and TOT.

this approach is that this configuration simplifies in-
ference, and also naturally balances the plurality of
the word variables with the singularity of the meta-
data variable, allowing the metadata to exert a simi-
larly scaled influence on the topic assignments during
inference. In addition, this modeling choice allows
for a more fine-grained labeling of documents (e.g.,
at the word, phrase, or paragraph level) and for finer
grained prediction. For example, while timestamps
should probably be the same for all words in a docu-
ment, sentiment does not need to meet this constraint–
there are often positive comments even in very nega-
tive reviews.

This model does not lend itself well to inference and
sampling because of the integral in the distribution
over tdi. A typical modification that is made to fa-
cilitate sampling in mixture models is to use an equiv-
alent hierarchical model. Another modification that
is typically made when sampling in mixture models
is to separate the “clustering,” or mixing, portion of
the distribution from the prior over mixture compo-
nent parameters. The mixing distribution in a DPM is
the distribution known as the Chinese Restaurant Pro-
cess. The Chinese Restaurant Process is used to se-
lect an assignment to one of the points that makes up
the DP point process for each data observation drawn
from G. The locations of these points are indepen-
dently drawn from G0.

Figure 3 shows the model that results from decom-
posing the Dirichlet process into these two component
pieces. The Kj unique γ values that have been sam-
pled so far for each topic j are drawn from G0. The
sdi variables are indicator variables that take on values
in 1, . . . ,Kj and represent which of the DPM compo-
nents each tdi was drawn from. This model has the
following changes to the variable distributions:

sdi|zdi, s<di,m ∼


= k with prob ∝ n<dizdi,k

for k = 1, . . . ,K<di
zdi

= K<di
zdi

+ 1 with prob ∝ m
γjk|G0 ∼ G0

tdi|zdi, szdi ,γ,σ
2 ∼ f

(
tdi; γzdisdi , σ

2
zdi

)
Where s<di refers to all the sd′i′ that came “before”
sdi and before is defined to mean all (d′, i′) such that
(d′ < d) or (d′ = d and i′ < i). Likewise, n<dizdi,k

is
the count of the number of times that sd′i′ = k for all
d′, i′ before sdi and K<di

zdi
is the highest value of any



sd′i′ (number of unique observed γs) before sdi. So,
conditioned on zdi the sdi are distributed according to
a Chinese Restaurant Process with mass parameterm.

The θ and φ variables in the model are nuisance vari-
ables: they are not necessary for the assignment of to-
kens to topics or for the estimation of the distributions
of the response variables so, as is typical when con-
ducting Gibbs sampling on these models, we integrate
them out before sampling.

4.1 Gibbs Sampler Conditionals

Now we derive the complete conditionals for the col-
lapsed Gibbs sampler used for inference in the model.
There are four groups of variables that must be sam-
pled during inference: the per-word topic labels z,
the per word DPM component assignment variables
s, the DPM component means γ, and the per-topic
DPM component variances σ2. Note that, because
of normal-normal conjugacy, it would be possible to
collapse the γ variables from the model. We choose
to sample values for γ anyway because the parame-
ters of the DPM are useful artifacts in their own right,
as they enable rich posterior analyses of the per-topic
metadata distributions.

4.1.1 Complete Conditional for z and s

We choose to sample zdi and sdi in a block, since the
calculations necessary to sample zdi include those suf-
ficient to sample both variables jointly.

[zdi, sdi] =p(zdi = j, sdi = k|z−di, s−di,σ2,w, (1)

t,m,γ, ασ, βσ, G0, α, β)

∝α?dj
β?jwdi∑V
v=1 β?jv

(2)

·



njk
nj+m

f(tdi; γjk, σ
2
j )

if k ≤ |γj |,
m

nj+m
f(tdi;µ0, σ

2
0 + σ2j )

if k = |γj |+ 1

where α?dj = αj + ndj , β?jv = βv + njv.

4.1.2 Complete Conditional for γ

When sampling a zdi, sdi pair if sdi = Kzdi + 1 (i.e.,
we are creating a new component for the DPM for
that topic), then we need to draw a new γ for the zdith

DPM. Also, each γjk needs to be resampled each iter-
ation of the Gibbs sampler.

Let τ (jk) = {tdi : zdi = j and sdi = k} ordered ar-
bitrarily, which groups the tdi by the topic and DPM
component that they are associated with. The com-
plete conditional for each γ is:

[γjk] =p(γjk|s, t,w, z,γ−jk,σ2, (3)

ασ, βσ,m, α, β, µ0, σ
2
0)

=f
(
γjk;µjk?, σ

2
jk?

)
(4)

where σ2? =

(
1
σ2
0

+ |τ (jk)|
σ2
j

)−1
and

µ? =

(
µ0
σ2
0

+
∑|τ(jk)|
i=1 τ

(jk)
i

σ2
j

)
· σ2?

4.1.3 Complete Conditional for σ2

The complete conditional is a common result for
gamma-normal conjugacy. In this case, the likelihood
is restricted to those tdi for which zdi = j:[

σ2j
]

= InverseGamma (ασ? , βσ?) (5)

where ασ? = ασ +
nj
2 ,

βσ? = βσ +

∑D
d=1

∑Nd
i=1[1j(zdi)(γzdi,sdi − tdi)2]

2
,

and 1j(x) is the Kronecker delta.

5 Experiments

We inferred topic assignments and metadata distribu-
tions for several real-world datasets using sLDA, TOT,
TONPT, and a baseline method that we will refer to
as PostHoc in which a vanilla LDA model is inferred
over the dataset and then a linear model is fit to the
metadata using the document topic proportions as pre-
dictors.

Because it is difficult to know a-priori what form the
distributions over metadata given topics will take in
real-world data, we also ran one experiment with syn-
thetic data, where the metadata distributions were pre-
specified. Synthetic data was used in order to deter-
mine whether TONPT can accurately recover com-
plex metadata distributions in conjunction with topic
distributions.



The focus of our experiments was to measure quan-
titatively how well each model can predict metadata
values on unseen data and to assess qualitatively (e.g.,
via inspection) whether the trained models capture hu-
man intuition and domain knowledge with respect to
the correlations between topics and metadata values.

5.1 Data

We ran our experiments on three real-world datasets.
For each dataset the timestamps of the documents
were extracted and used as the metadata. For all real-
world datasets, stopwords were removed using the
stopwords file included in the MALLET topic mod-
eling toolkit [10]. In addition, words that occurred in
more than a half of the documents in a dataset and
those that occurred in fewer than 1% were culled.
Words were converted to lowercase, and documents
that were empty after pre-processing were removed.
Finally, only for the TOT model, the metadata were
all normalized to the (0, 1) interval to accommodate
usage of the beta distribution.

The first dataset consists of the State of the Union Ad-
dresses delivered by Presidents of the United States
from the first address by George Washington in 1790
to the second address by Barack Obama in 2010. The
data was prepared in the manner similar to that of
Wang and McCallum [12], in which addresses were
subdivided into individual documents by paragraph,
resulting in 7507 (three-paragraph) documents. The
metadata for this dataset were address timestamps
which were normalized to the interval [0, 1].

The second dataset was the LDC-annotated portion of
the Enron corpus [2]. This dataset consists of 4,935
emails, that were made public as part of the investiga-
tion of illegal activities by the Enron Corporation. It
covers approximately one year of time (January 2001
through December 2001). The metadata timestamps
for this dataset were extracted from the Date header
field of the e-mail messages.

The final dataset was the Reuters 21578 corpus[8]. We
used the subset of the articles for which topical tags
are available, which consists of 11,367 documents.
The articles were written during a time interval that
spans most of the year 1987. The documents were
processed using the same feature selection as for the
other two datasets with an additional step in which
variants of the names of the months were removed.

These words are especially common in this corpus
(e.g., in datelines) and provide a strong signal that is
not based on the topical content of the articles (i.e.,
they allowed the models to “cheat”). After feature se-
lection there were 10,230 non-empty documents in the
final dataset.

5.2 Procedure

In our prediction experiments, models were trained on
90% of the documents and then were used to predict
the metadata values for the remaining 10%. This was
repeated in a cross-validation scheme ten times, with
the training and evaluation sets being randomly sam-
pled each time. Prediction quality was evaluated using
the formula for the coefficient of determination (R2)
used by Blei and McAuliff [3]:

R2(t, t̂) = 1−
∑

d(td − t̂d)2∑
d(td − t̄)2

,

where td is the actual metadatum for document d, t̂d
is the prediction and t̄ is the mean of the observed tds.
For linear models this metric measures the proportion
of the variability in the data that is accounted for by
the model. More generally, it is one minus the rela-
tive efficiency of the supervised topic model predictor
to a predictor that always predicts the mean of the ob-
served data points. This value can be negative in cases
where the model being evaluated performs worse than
the mean predictor. The means and standard errors
of the R2 values across all ten folds were recorded.
In order to assess the statistical significance of the re-
sults, a one-sided permutation test was used to calcu-
late p-values for the hypothesis that the mean R2 for
the model with the highest mean R2 was greater than
the meanR2 for each of the other models being tested.
P-values less than 0.05 were considered significant.

As discussed above, prediction in the case of sLDA is
quite simple. In the case of TOT and TONPT, predic-
tion is complicated by the fact that these models have
per-word metadata variables, and not per-document
variables. In addition, they do not produce a predic-
tion using a simple dot product, but instead they pro-
vide a distribution over predicted values given a topic
assignment. In order to perform prediction in TOT
one finds the metadata value with maximal posterior
probability given the topic assignments for all of the



words in the test document[12]:

t̂d = arg max
t

∏
i

p(t|zdi)

In order to approximate this value, we first infer topic
assignments for each word in the document using a
version of the model in which the metadata and re-
lated variables have been integrated out (i.e., vanilla
LDA). Next, because the posterior is a fairly compli-
cated product, and difficult to maximize directly, we
approximate by choosing several discrete points and
check the value of the posterior at each test point. In
the original TOT paper, the candidate points were cho-
sen to represent decades. In an attempt to be more
general and to choose candidates that are likely to be
of high posterior probability we generate candidates
by sampling a metadata value for each word from the
beta distribution for the topic assigned to that word.
The mean of the sampled points is also added as a
candidate. Finally, to generate a prediction the poste-
rior density is calculated at each of the candidates and
the one producing the greatest value is chosen.

We found that in the case of TONPT the multimodal-
ity of the p(t|zdi) distribution caused this prediction
algorithm to perform poorly. For TONPT, predictions
are determined by first estimating the θd parameter for
the test document using samples obtained from the
model with the metadata marginalized out, and then
using θd to estimate the mean of p(t|zdi) as the θd
weighted average of the means of the topic DPMs.

For the TONPT runs, G0 was chosen to be a normal
with mean and variance equal to the sample mean and
variance for the observed metadata, ασ was 2.0, βσ
was 1.0, and m was 1. For all runs, the document-
topic parameter α = 0.1, and the topic-word parame-
ter β = 0.01.

5.3 Synthetic Data Results

The synthetic dataset was created such that there
are 2 topics and a vocabulary of 5 words: “com-
mon”, “semicommon1”, “semicommon2”, “rare1”
and “rare2”. The “common” word occurs with 0.6
probability in both topics, “semicommon1” is slightly
more likely than “semicommon2” in the first topic,
and slightly less likely in the second topic. The
“rare1” word is much more likely in the first topic
than the second and “rare2” is much more likely in
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Figure 4: The estimated metadata distributions dis-
covered for the synthetic dataset.

the second topic than the first, but both are much less
common in general than the “semicommon”s.

Each topic was given a fixed metadata distribution:

t0 ∼ 0.3 · f(50, 7) + 0.7 · f(80, 7)

t1 ∼ f(20, 40)

Figure 4 shows how, for one run of the inference pro-
cedure, the model was able to separate the two topics
and recreate the original metadata distributions with
high degree of fidelity. Some runs result in slightly
better approximations, while others do worse, but
these plots seem to be representative of TONPT’s per-
formance on this task.

5.4 Prediction Results

Table 2 shows the performance of the various models
for the prediction task with 40 topics, which we found
to be a number of topics at which peak performance
was observed for most of the models. It can be seen
that TONPT is significantly superior on the State of
the Union and Reuters data, though TOT does come
out ahead on the Enron dataset (but not significantly
so).

5.5 Posterior Analysis

Figure 5 shows the distribution over time for two top-
ics found during runs of TONPT on the State of the
Union dataset. The topic shown in 5a is typical of
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Figure 5: Ratings distributions for two topics found in different runs of TONPT.

Data Model Mean R2 Std Err p-val

SotU

PostHoc 0.8099 0.0053 0.004
sLDA 0.8180 0.0046 0.029
TOT 0.6945 0.0073 0.000

TONPT 0.8306 0.0035 N/A

Enron
PostHoc 0.2434 0.0092 0.002
sLDA 0.2638 0.0141 0.026
TOT 0.3137 0.0179 N/A

TONPT 0.2836 0.0175 0.137

Reuters
PostHoc 0.1031 0.0072 0.006
sLDA 0.0775 0.0132 0.010
TOT -0.7873 0.0447 0.004

TONPT 0.1948 0.0312 N/A

Table 2: Prediction results for the 3 real-world
datasets. Values that are not statistically significantly
different from the best are highlighted. P-values are
from a 1-sided permutation test against the results
from the model with the highest mean R2.

the majority of the distributions we find (a DPM with
only one observed component and thus very close to a
simple symmetric distribution). It shows the relatively
recent rise in prevalence of the topic of health care in
U.S. politics.

The topic shown in 5b is an example of a more com-
plex distribution. This particular example appears
to capture several conflicts the United States was in-
volved in during the early 1800s, including The War
of 1812 and several conflicts related to the Seminole
Wars in Florida (which was a Spanish territory until it
was ceded to the U.S. in 1821).

6 Conclusion and Future Work

We have presented TONPT, a supervised topic model
that models metadata using a nonparametric density
estimator. The model accomplishes the goal of ac-
commodating a wider range of metadata distributions
and, in the case of the datasets that we evaluated
against, prediction performance remains competitive
with previous models. Future work could extend the
model to multivariate metadata, such as temporal-
spatial data including both timestamps and geoloca-
tion information. For example, a multidimensional
version of TONPT could be used to capture the de-
velopment of trends in Twitter data, identifying areas
where topics originate and how they spread across the
country over time. A multivariate normal component
distribution would also capture correlations between
metadata elements through a topic covariance matrix.
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Abstract

We have been working with dynamic data
from an oil production facility in the North
sea, where unstable situations should be i-
dentified as soon as possible. Monitoring in
such a complex domain is a challenging task.
Not only is such a domain typically volatile
and following non-linear dynamics, but sen-
sor input to the monitoring system can al-
so often be high dimensional, making it dif-
ficult to model and classify the domain’s s-
tates. Dynamic latent classification model-
s are dynamic Bayesian networks capable of
effective and efficient modeling and classifi-
cation. An approximate inference algorithm
utilizing Gaussian collapse has been tailor-
made for this family of models, but the ap-
proximation’s properties have not been ful-
ly explored. In this paper we compare al-
ternatives approximate inference methods for
the dynamic latent classification model, in
particular focusing on traditional sampling
techniques. We show that the approximate
scheme based on Gaussian collapse is compu-
tationally more efficient than sampling, while
offering comparable accuracy results.

1 Introduction

In the oil drilling, monitor the complex process and
identify the current system state is actually very dif-
ficult. Monitoring the complex process often involves
keeping an eye on hundreds or thousands of sensors to
determine whether or not the process is stable. We re-
port results on an oil production facility in the North
sea, where unstable situations should be identified as
soon as possible [12]. The oil drilling data that we
are considering, consisting of some sixty variables, is
captured every five seconds. The data is monitored in

real time by experienced engineers, who have a num-
ber of tasks to perform ranging from understanding
the situation on the platform (activity recognition) via
avoiding a number of either dangerous or costly situa-
tions (event detection), to optimization of the drilling
operation. The variables that are collected cover both
topside measurements (like flow rates) and down-hole
measurements (like, for instance, gamma rate). For
the discussions to be concrete, we will tie the develop-
ment to the task of activity recognition in this paper.
The drilling of a well is a complex process, which con-
sists of activities that are performed iteratively as the
length of the well increases, and knowing which ac-
tivity is performed at any time is important for the
further event detection.

Motivated by this problem setting, a generative mod-
el called dynamic latent classification models (dLCM)
[12] for dynamic classification in continuous domains
is proposed to help the drilling engineers by automati-
cally analyzing the data stream and classify the situa-
tion accordingly. Dynamic latent classification models
are Bayesian networks which could model the complex
system process and identify its system state.

A dynamic latent classification model can be seen as
combining a näıve Bayes model with a mixture of fac-
tor analyzers at each time point. The latent variables
of the factor analyzers are used to capture the state-
specific dynamics of the process as well as modeling
dependencies between attributes. As exact inference
for the model is intractable, an approximate inference
scheme based on Gaussian collapse is proposed in our
previous study [12]. Although the previous experi-
ments demonstrated that the proposed approximate
inference is functioned well the learning of dynamic
latent classification models as well as the classification
work, we further investigate the approximation’s prop-
erties by introducing alternative sampling techniques.

The remaining of the paper is organized as follows. In
Section 2, we introduce the detail of dLCM. The im-
portance of Gaussian collapse in the inference of dLCM



is discussed in Section 3. Next, alternative sampling
techniques are proposed for dLCM in Section 4. After
the experiment results are illustrated and discussed in
Section 5, the conclusion of the paper is presented in
Section 6.

2 Dynamic Latent Classification

Models

Dynamic Latent classification models [12] are dynamic
Bayesian networks, which can model the complex sys-
tem process and identify its system state. The com-
plex system process is highly dynamical and complex,
which makes it difficult to model and idetentify with
the static models and standard dynamic model. The
framework of dLCM is specified incrementally by ex-
amining its expressivity relative to the oil drilling data.

The dLCM is established from näıve Bayes model (N-
B), which is one of the simplest static models. In the
first step, temporal dynamics of the class variables (a
first order Markov chain) is added as considerable cor-
relation between the class variable of consecutive time
slices are evidenced from the oil drilling data [12]. This
results in a dynamic version of näıve Bayes, which is al-
so equivalent to a standard first order hidden Markov
model (HMM) shown in Figure 1, where Ct denotes
the class variable at time t and Y t

i denotes the i-th at-
tribute at time t. This model type has a long history
of usage in monitoring, see e.g. [10].
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Y t
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Figure 1: An example of dynamic version of näıve
Bayes with 4 attributes using 2-time slice dynam-
ic Bayesian networks representation (2TDBN). At-
tributes are assumed to be conditionally independent
given the class variable.

This model is described by a prior distribution over
the class variable P (c0), a conditional observation dis-
tribution P (yt|ct), and transition probabilities for the
class variable P (ct|ct−1); we assume that the mod-
el is stationary, i.e., P (yt|ct) = P (yt−1|ct−1) and
P (ct|ct−1) = P (ct+1|ct), for all t. For the continuous
observation vector, the conditional distribution may
be specified by a class-conditional multivariate Gaus-
sian distribution with mean µct and covariance matrix
Σct , i.e., Y |{Ct = ct} ∼ N(µct ,Σct)

In a standard HMM, it assumes that the class vari-

able and attributes at different time points are inde-
pendent given the class variables at the current time,
which is violated in many real world setting. In our
oil drilling data, there is also a strong correlation be-
tween attributes given the class [12]. Modeling the
dependence between attributes is then the next step
in creating the dLM.

Following [7], we introduce latent variables to en-
code conditional dependence among the attributes.
Specifically, for each time step t we have the vector
Zt = (Zt

1, . . . , Z
t
k) of latent variables that appear as

children of the class variable and parents of all the at-
tributes (see Figure 2). It can be seen as combining
the NB model with a factor analysis model at each
time step.
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Figure 2: An example model by adding latent vari-
ables to dynamic version of näıve Bayes using 2TDB-
N, where the dimension of latent space is 2 and the
dimension of attribute space is 4. In each time step,
the conditional dependencies between the attributes
are encoded by the latent variables (Zt

1, . . . , Z
t
k).

The latent variableZt is assigned a multivariate Gaus-
sian distribution conditional on the class variable and
the attributes Y t are assumed to be linear multivari-
ate Gaussian distributions conditional on the latent
variables:

Zt|{Ct = ct} ∼ N(µct ,Σct),

Y t|{Zt = zt} ∼ N(Lzt +Φ,Θ),

whereΣct andΘ are diagonal covariance matrix and L

is the transition matrix, Φ is the offset from the latent
space to attribute space; note that the stationarity
assumption encoded in the model.

In this model, the latent variables capture the depen-
dence between the attributes. They are conditionally
independent given the class but marginally dependen-
t. Furthermore, the same mapping, L, from the latent
space to the attribute space is used for all classes, and
hence, the relation between the class and the attributes
is conveyed by the latent variables only.



At this step, the temporal dynamics of the model is as-
sumed to be only captured at the class level. When the
state specification of the class variable is coarse, then
this assumption will rarely hold. This assumption does
not hold in our oil drilling data, as the conditional cor-
relation of the attribute in successive time slices is evi-
dent [12]. we address this by modeling the dynamics of
the system at the level of the latent variables. The s-
tate specific dynamics is encoded by assuming that the
latent variable at the current time slice follows a lin-
ear Gaussian distribution conditioned on previous time
slice. Specifically, we encode the state specific dynam-
ics by assuming that the multivariate latent variable
Zt follows a linear Gaussian distribution conditioned
on Zt−1, and the transition dynamics between latent
variable is denoted by a diagonal matrix Act :

Zt|{Zt−1 = zt−1, Ct = ct} ∼ N(Actz
t−1,Σct)

A graphical representation of the model is given in
Figure 3.
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Figure 3: An example model by incrementally adding
dynamics on latent variables using 2TDBN, where the
dimension of latent space is 2 and the dimension of
attribute space is 4. The state specific dynamics are
encoded at the level of the latent variables.

A discrete mixture variable M is further introduced to
the model at each time slice for the purpose of reduc-
ing the computational cost while maintaining the rep-
resentational power [12]. Similar situation is done by
[7] for static domains, and in the dynamic domains can
be seen from [3, 6] where a probabilistic model called
switching state-space model is proposed that combin-
ing discrete and continuous dynamics. In this case,
the mixture variable follows a multinomial distribution
conditioned on the class variable. and the attributes
Y t follow a multivariate Gaussian distribution condi-
tioned on the latent variables and the discrete mixture
variable,

M t|{Ct = ct} ∼ P (M t|Ct = ct),

Y t|{Zt = zt,M t = mt} ∼ N(Lmtzt +Φmt ,Θmt),

where 1 ≤ mt ≤ |sp (M)| (|sp (M)| denotes the dimen-
sion of variable M space), P (M t = mt|Ct = ct) ≥ 0

and
∑|sp(M)|

mt=1 P (M t = mt|Ct = ct) = 1 for all 1 ≤
ct ≤ |sp (C)|, Φmt is the offset from the latent space
to attribute space.

The final model is then called dynamic latent classi-
fication model which is shown in Figure 4. The dy-
namic latent classification model is shown to be effec-
tive and efficient through the experiment with our oil
drilling data, and the significant improvement is al-
so demonstrated when comparing dLCM with static
models (such as NB or decision tree) and HMM [12].
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Figure 4: An example of dynamic latent classification
model using 2TDBN, where the dimension of latent
space is 2 and the dimension of attribute space is 4.

3 Approximate inference in dLCM

The exact inference for dLCM is intractable. To make
dLCM applicable and effective in practice, approxi-
mate inference is then proposed.

3.1 Intractability of exact inference in dLCM

Seen from the dLCM in Figure 4, an equivalent prob-
abilistic model is

p(y1:T , z1:T ,m1:T , c1:T ) =

p(y1|z1,m1)p(z1|c1)p(m1|c1)p(c1) ·
T∏

t=2

p(yt|zt,mt)p(zt|zt−1, ct)p(mt|ct)p(ct|ct−1).

In dLCM, exact filtered and smoothed inference is
shown to be intractable (scaling exponentially with
T [8]) as neither the class variables nor the mixture
variables are observed: At time step 1, p(z1|y1) is



a mixture of |sp (C)| · |sp (M)| Gaussian. At time-
step 2, due to the summation over the classes and
mixture variables, p(z2|y1:2) will be a mixture of

|sp (C)|
2
·|sp (M)|

2
Gaussian; at time-step 3 it will be a

mixture of |sp (C)|
3
· |sp (M)|

3
Gaussian and so on un-

til the generation of a mixture of |sp (C)|T · |sp (M)|T

Gaussian at time-point T . To control this explosion
in computational complexity, approximate inference
techniques are adopted to the inference of dLCM.

3.2 Approximate inference: Forward pass

The structure of the proposed dLCM is similar to
the linear dynamical system (LDS) [2], the stan-
dard Rauch-Tung-Striebel (RTS) smoother [9] and
the expectation correction smoother [3] for LDS pro-
vide the basis for the approximate inference of dL-
CM. As for the RTS, the filtered estimate of dLCM
p(zt,mt, ct|y1:t) is obtained by a forward recursion,
and then following a backward recursion to calculate
the smoothed estimate p(zt,mt, ct|y1:T ). The infer-
ence of dLCM is then achieved by a single forward
recursion and a single backward recursion iteratively.
Gaussian collapse is incorporated into both the for-
ward recursion and the backward recursion to form
the approximate inference. The Gaussian collapse in
the forward recursion is equivalent to assumed density
filtering [4], and the Gaussian collapse in the backward
recursion mirrors the smoothed posterior collapse from
[3].

During the forward recursion of dLCM, the filtered
posterior p(zt,mt, ct|y1:t) is computed with a recursive
form. By a simple decomposition,

p(zt,mt, ct|y1:t) = p(zt,mt, ct,yt|y1:t−1)/p(yt|y1:t−1)

∝ p(zt,mt, ct,yt|y1:t−1).

Dropping the normalization constant p(yt|y1:t−1),
p(zt,mt, ct|y1:t) is proportional to the new joint prob-
ability p(zt,mt, ct,yt|y1:t−1), where

p(zt,mt, ct,yt|y1:t−1) = p(yt, zt|mt, ct,y1:t−1)·

p(mt|ct,y1:t−1)p(ct|y1:t−1).
(1)

To build the forward recursion, a recursive form for
each of the factors in Equation 1 is required. Giv-
en the filtered results of the previous time-step, the
recursive form for each of the factors are shown to
be feasible [12]. On the way to devise the recursive
form, one term p(zt−1|mt−1, ct−1,y1:t−1) is required,
which can be directly obtained since it is the filtered
probability from the previous time step. However, the

number of mixture components of p(zt−1|yt−1) is in-
creasing exponentially over time as we discussed ear-
lier, so is the case for p(zt−1|mt−1, ct−1,y1:t−1). In
our Gaussian collapse implementation [12], the ter-
m p(zt−1|mt−1, ct−1,y1:t−1) is collapsed into a single
Gaussian, parameterized with mean νmt−1,ct−1 and co-
variance Γmt−1,ct−1 , and then propagate this collapsed
Gaussian for next time slice. With this approximation,
the recursive computation of the forward pass becomes
tractable.

3.3 Approximate inference: Backward pass

Similar to the forward pass, the backward pass al-
so relies on a recursion computation of the smoothed
posterior p(zt,mt, ct|y1:T ). In detail, p(zt,mt, ct|y1:T )
is computed from its smoothed result of the previous
step p(zt+1,mt+1, ct+1|y1:T ), together with some oth-
er quantities obtained from forward pass. The first s-
moothed posterior is p(zT ,mT , cT |y1:T ), which can be
directly obtained as it is also the last filtered posterior
from the forward pass. To compute p(zt,mt, ct|y1:T ),
factorize it as

p(zt,mt, ct|y1:T )

=
∑

mt+1,ct+1

p(zt,mt, ct,mt+1, ct+1|y1:T )

=
∑

mt+1,ct+1

p(zt|mt, ct,mt+1, ct+1,y1:T ) ·

p(mt, ct|mt+1, ct+1,y1:T )p(mt+1, ct+1|y1:T ).

Due to the fact that
zt⊥⊥{yt+1:T ,mt+1, ct+1}|{zt+1,mt, ct}, the term
p(zt|mt, ct,mt+1, ct+1,y1:T ) can be found from

p(zt|mt, ct,mt+1, ct+1,y1:T )

=

∫
z
t+1

p(zt|zt+1,mt, ct,y1:t) ·

p(zt+1|mt, ct,mt+1, ct+1,y1:T )dzt+1.

To complete the backward recursive form, two es-
sential assumptions are further made in the back-
ward pass that makes the approximate inference
applicable and effective. The first assumption
is to approximate p(zt+1|mt, ct,mt+1, ct+1,y1:T ) by
p(zt+1|mt+1, ct+1,y1:T ) [3]. This is due to that al-
though {mt, ct} 6⊥⊥zt+1|y1:T , the influence of {mt, ct}
on zt+1 through zt is ’weak’ as zt will be mostly influ-
enced by y1:t. The benefit of this simple assumption
lies in that p(zt+1|mt+1, ct+1,y1:T ) can be directly ob-
tained from the previous backward recursion. Mean-
while p(zt+1|mt+1, ct+1,y1:T ) is a Gaussian mixture
whose components increase exponentially in T − t.



The second assumption is also a Gaussian collapse pro-
cess. p(zt+1|mt+1, ct+1,y1:T ) is collapsed into a single
Gaussian and then pass this collapsed Gaussian for the
next step. This will guarantee that the back propa-
gated term p(zt|mt, ct,y1:T ) will be Gaussian mixture
with fixed |sp (C)| · |sp (M)| components at next time
step. With this Gaussian collapse process at each time
slice, a tractable recursion in backward pass is estab-
lished.

3.4 The importance of approximate inference

The exact inference is not applicable in practise as
its computation cost is increasing exponentially over
time. The approximate inference is then essential to
dLCM. Gaussian collapse is adopted during building
the recursive form for both forward and backward pass.
At the same time, p(zt+1|mt, ct,mt+1, ct+1,y1:T ) is al-
so approximated by p(zt+1|mt+1, ct+1) in dLCM. As
the approximations are made within the inference, the
quality of the overall learning and inference for dL-
CM is rather sensitive to these approximations. Our
experimental results [12] showed that the overall per-
formance of dLCM is satisfactory, which indicate that
the chosen approximations are reasonable.

Even though the proposed approximate inference in
dLCM is satisfactory, is there any improvement space
with alternative approximation methods? With this
question in mind, we decide to investigate the ap-
proximation’s properties by incorporating new approx-
imation method. The traditional sampling techniques
(e.g., [5]) are commonly used in a similar approxima-
tion situation. Next section we will briefly introduce
sampling technique, and then we will explain how it is
integrated in dLCM. Meanwhile the approximation of
p(zt+1|mt, ct,mt+1, ct+1,y1:T ) by p(zt+1|mt+1, ct+1)
is kept unchanged.

In general, we will replace Gaussian collapse by sam-
pling in the approximate inference of dLCM, and fur-
ther investigate the effectiveness and efficiency of this
proposal through a comparison experiment between
original Gaussian collapse based dLCM and sampling
techniques based dLCM.

4 Sampling

4.1 Background

The sampling is to select a subset of samples from
within a population to estimate the characteristics of
the original population. There is a commonly known
tradeoff in sampling. When less samples are select-
ed from within a population, which means the sam-
pling process takes shorter time, the estimation of the

characteristics to the original population is relatively
worse. On the other hand, if more samples are select-
ed from within the same population, which of course is
much more time consuming, the characteristics of the
original population is better estimated. The efficien-
cy (time consuming) and effectiveness (characteristics
estimation) are the essential concerns in the sampling
techniques. In general, more samples should be select-
ed within the tolerable time, and the better estimation
of characteristics of the population can be expected.

This feature of traditional sampling techniques makes
it attractive to the approximate inference of dLCM,
a balance between efficiency and effectiveness is ex-
pected to be achieved according to application require-
ment. Meanwhile sampling can approximate any dis-
tribution as long as the sample number is sufficient.
Sampling is expected to replace the Gaussian collapse
for the approximation in the both forward and back-
ward pass. We introduce particle filtering next, which
will further motivate our discussion on the utilizations
detail of the sampling in the inference of dLCM.

4.2 Particle Filtering

Particle filtering (PF) [1] is a technique for implement-
ing a recursive Bayesian filter by Monte Carlo simu-
lation, which is an efficient statistical method to esti-
mate the system state. The Monte Carlo simulation
relies on repeated random sampling techniques.

In particle filtering, let a weighted particle set
{(stn,π

t
n)}

N
n=1 at each time t denotes an approximation

of required posterior probability of the system state.
Each of N particles has the state stn and its weight
πt
n, the weights are normalized such that

∑
n π

t
n = 1.

The particle filtering has three operation stages: sam-
pling (selection), prediction and observation. In the
sampling stage, N particles are chosen from the prior

probability according to the set {(s
(t−1)
n ,πt−1

n )}Nn=1.
Then predict the state of the chosen particles by the
dynamic model p(st|st−1). In observation stage, the
predicted particles are weighted according to observa-
tion model p(yt|st) . After obtaining the weights of
particles, the state at time t can be estimated based
on the weighted particle set.

4.3 Sampling in the dCLM

The sampling process that we required for the infer-
ence of dCLM is similar to the PF. In the forward pass,
we know that the mixture components of p(zt−1|yt−1)
is increasing exponentially over time in the exac-
t inference. Instead of a recursive approximation
on p(zt−1|mt−1, ct−1,y1:t−1) in the Gaussian collapse
scheme, an recursive approximation on p(zt−1|y1:t−1)
by sampling is adopted. With the obtained approxi-



mated distribution p(zt−1|y1:t−1) at time slice t−1, N
weighted samples {(st−1

n ,πt−1
n )}Nn=1 are selected from

this approximated distribution. These selected sam-
ples are propagated to the next time slice t with a lin-
ear transition dynamicsAct . As the discrete class vari-
able Ct has the size of |sp (C)|, then each of the select-
ed samples will become |sp (C)| new samples. These
|sp (C)| ·N propagated samples are further updated by
the observation yt. The updating rule is the same as
the Kalmar filter updating [11]. Due to the mixture
component has size of |sp (M)|, each of these propa-
gated samples will become |sp (M)| new samples again.
In general, the N selected samples from time slice t−1
will become |sp (C)| · |sp (M)| · N samples at time s-
lice t and its weight are updated accordingly. The

weighted sample set {(f t
n,γ

t
n)}

|sp(C)|·|sp(M)|·N
n=1 is then

the approximation to p(zt|y1:t). For next time step re-
cursion, a new weighted sample set {(stn,π

t
n)}

N
n=1 con-

taining N samples will be selected from the approxi-
mated p(zt|y1:t). The recursive process is summarized
in Algorithm 1.

Algorithm 1 Sampling in the forward pass

1: for t = 2 : T do
2: Select N samples from the previous appx-

oximated distribution p(zt−1|y1:t−1) to form a
weighted sample set {(st−1

n ,πt−1
n )}Nn=1

3: Propagate these selected samples to the next
time slice t by a transition dynamics Act

4: Update the propagated samples by the obser-
vation Y t.

5: Then the updated samples form a new weight-

ed sample set {(f t
n,γ

t
n)}

|sp(C)|·|sp(M)|·N
n=1 , which is

an approximation of p(zt|y1:t)
6: end for

In the backward pass, with a similar sampling pro-
cess as the forward pass, samples are firstly select-
ed from the approximated distribution p(zt+1|y1:T ).
p(zt+1|y1:T ) is approximated by a weighted sample
set denoted as {(bt+1

n ,ρt+1
n )}n=1. Next, the select-

ed samples are then back-propagated to the previous
time slice t (which is the next step of the backward
pass) with the reverse transition dynamics of At

c. The
back-propagated samples is later updated by the ob-
servation Y t−1 [11]. Similar to the forward pass, the
approximation to p(zt|y1:T ). p(zt|y1:T ) is a weighted

sample set {(gt
n, τ

t
n)}

|sp(C)|·|sp(M)|·N
n=1 . For the recursive

calculation of next time slice, a new weighted sample
set {(btn,ρ

t
n)}

N
n=1 containing N samples will be select-

ed from this approximated distribution. The required
term p(zT |cT ,y1:T ) at the beginning of the backward
pass is also the last time step result from the forward

pass, which indicates that {(gT
n , τ

T
n )}

|sp(C)|·|sp(M)|·N
n=1 is

the same sample set as {(fT
n ,γT

n )}
|sp(C)|·|sp(M)|·N
n=1 . Fi-

nally the approximate inference for dLCM is complete-
ly established with sampling technique based scheme.

The number of samples selected from the approximat-
ed distribution at each step is fixed which is dependen-
t on the time consumption requirement and estima-
tion quality requirement of corresponding application.
There is a balance need to be addressed according to
the practical application requirement. Generally, the
more samples we select, the more time it costs while
the estimation quality is better.

In the discussion of this section, the approximate in-
ference of dLCM based on sampling is established by
mimicking the particle filtering process both in the for-
ward and backward pass. To investigate the effective-
ness and efficiency of sampling based dLCM, a com-
parison experiments test will be conducted in the next
section.

5 Experiment Results

In this section, the comparison experiments on simula-
tion data and oil drilling data are conducted and their
results are discussed.

5.1 Experiments on simulation data

A set of simulation data is firstly generated from dL-
CM, and we investigate the classification accuracy and
time-consumption between Gaussian collapse scheme
and sampling scheme.

5.1.1 Experiments settings on simulation
data generation

The simulation data-set are generated from dLCM
with parameters that is chosen by a “semi random”
process. The model parameters of dLCM have two
parts: model structure and model parameters with
fixed model structure. For each time slice, the model
structure is decided by four factors: the size of class
variable C (activity state), the dimension of laten-
t variable space Z, the dimension of attribute space
Y and the size of mixture components M . These val-
ues are fixed as described in Table 1. After choosing
the model structure, its associated model parameters
were randomly generated. The above process of choos-
ing model structure and model parameters together is
the ”semi random” process. We then generate a data
set with this model.

For convenience we call the model structure and its
parameters as model parameters in the remaining of
the paper. The generated data set and the model pa-
rameters are used as true model for the classification
test purpose next. A comparison experiment between



data |sp (C)| |sp (M)| |sp (Z)| |sp (Y )| T
set1 2 1 12 6 500
set2 2 2 18 9 1000

Table 1: The simulation data set with its model struc-
ture information.

Gaussian collapse and sampling is then conducted.

5.1.2 Results and discussion

The comparison experiment is conducted with both
Gaussian collapse based and sampling based dLCM.
Among sampling based scheme, there are three cho-
sen sample sizes 40, 200, 1000 respectively. The classi-
fication results on simulation set1 and set2 are sum-
marized in Table 2. The classification accuracy re-
sults scheme are recorded with the average results of
ten runs of each scheme, and it shows that Gaus-
sian collapse based dLCM performs better than three
sampling based dLM in both set1 and set2. Among
sampling based scheme, scheme with larger sample
size achieves better classification accuracy in a general
sense.

scheme (samples) set1/accuracy set2/accuracy
Gaussian collapse 99.60% 99.90%
Sampling (40) 96.75% 95.55%
Sampling (200) 97.60% 97.95%
Sampling (1000) 97.75% 98.40%

Table 2: The average classification accuracy on simu-
lation data set with Gaussian collapse based and sam-
pling based (varying the number of samples) dLCM.

After investigating the effectiveness of each scheme,
we continue to discuss the efficiency. The efficiency of
each scheme is evaluated by the average time-cost of
ten run that is required to accomplish the classification
task, and the time-cost detail is shown in Table 3. In
set1, the classification task is accomplished 0.47 second
with Gaussian collapse, whereas the sampling scheme
with 40 samples cost 2.01 second. The larger sample
size in sampling scheme, the more time it costs to ac-
complish the classification task. Meanwhile it is clear
that Gaussian collapse requires much less time to ac-
complish the classification task.

Compared to sampling based scheme, Gaussian col-
lapse based scheme achieves comparable (slightly bet-
ter) classification results with much less time on sim-
ulation data test.

5.2 Experiments on oil drilling data

Next the same comparison experiment is conducted
with the oil drilling data from North sea.

scheme (samples) set1/time-cost set2/time-cost
Gaussian Collapse 0.47(s) 1.91(s)
Sampling (40) 2.01 (s) 5.97(s)
Sampling (200) 7.31(s) 17.56 (s)
Sampling (1000) 36.24 (s) 80.70 (s)

Table 3: The average time-cost (second) on simulation
data set with both Gaussian collapse based and sam-
pling based (varying the number of samples) dLCM.

5.2.1 Experiment settings on oil drilling data

As we mentioned in the introduction section, we will
tie the development to the task of activity recognition

in this paper. In total, there are 5 drilling acclivi-
ties in the dataset used for classification task. These
activities are “drilling”, “connection”, “tripping in”,
“tripping out” and “other”. The original oil drilling
data contains more than 60 variables. Advised by oil
drilling domain expert, 9 variables for the classification
task here. There are two chosen data set, which con-
tains 80000 and 50000 time slices with all 5 activities
presented respectively.

For classification purpose in this paper, we combine
these 5 activities into 2 activities and conduct the
classification test on the combined data set. Three
activities including “drilling”, “connection” and “oth-
er” activities are combined as one activity, and we do
the similar combination for “tripping in” and “trip-
ping out” activities. The reason behind is that these
combined actives are physically close and may have
quite similar dynamics. This combination also sim-
plify our experiments with the oil drilling data, while
maintaining the comparison experiment purpose.

Before we can compare the inference of each scheme
on the oil drilling data set, we learn a dLCM with the
learning method proposed in [12] with the oil drilling
data set containing 80000 time slices. The model
structure is chosen by experience, with 2 mixture com-
ponent and 16 latent variables. After learning its pa-
rameters with the chosen model structure, the dLCM
for further classification experiment is then finalized.
With the learnt dLM, the classification experiment will
be conducted on another oil drilling data set contain-
ing 50000 time slices.

5.2.2 Results and discussion

With the fixed dLCM, the average (by ten runs)
classification accuracy and average time-cost for each
scheme are obtained. There are 4 scheme are pre-
sented, Gaussian collapsed based scheme and sampling
techniques based scheme with 40, 200, 1000 samples re-
spectively. The experiments results are summarized in
Table 4.



scheme (samples) accuracy time-cost
Gaussian Collapse 82.9% 110.15(s)
Sampling (40) 69.87% ) 335.93(s)
Sampling (200) 76.56% 1130.85 (s)
Sampling (1000) 79.07% 4469.33 (s)

Table 4: The average classification accuracy and time-
cost (second) on oil drilling data set with both Gaus-
sian collapse based and sampling based (varying the
number of samples) dLCM.

Among the sampling techniques based scheme, more
samples achieves higher classification accuracy. How-
ever, with more samples in sampling techniques based
scheme, the computation cot for the classification task
is much more expensive. It is clearly shown in the table
that sampling with 1000 samples requires more than
one hour to accomplish the classification task which is
around 40 times than that of Gaussian collapse, and
they achieve a similar classification accuracy. In gener-
al Gaussian collapse still achieves comparable result-
s (slightly better than Sampling), while keeping the
computation cost in a rather low standard compared
to sampling based scheme.

6 Conclusion

In the approximate inference of the dLCM, the Gaus-
sian collapse is originally adopted as the core of the
approximation method. In this paper, alternatively
sampling technique is proposed to do the approxima-
tion. A process similar to particle filtering, utilizing
sampling as the basis, is then incorporated into the
approximate inference of the dLCM. We then conduct
the comparison experiment results on both simulated
data and real oil drilling data. The experimental re-
sults from both sets show that the approximate scheme
based on Gaussian collapse is computationally more
efficient than sampling, while offering comparable ac-
curacy results.
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