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Abstract. Creating good stemming rules for the Arabic language comes from
the importance of Arabic language as the sixth most used language in the word.
Stemming is very important in information retrieval, data mining and language
processing. With Arabic having complex morphology and grammatical proper-
ties, this poses a challenge for researchers in this field. In this paper, we try to
use an online morphological parser to distinguish parts of speech (POS), and
then set some extracting rules to produce stems, and finally, mismatch these
stems with an electronic dictionary. As a pilot study for this method, in this pa-
per we deal with three POS: nouns, verbs and adjectives.

Keywords: Stanford Online Parser, data compression for Arabic, Arabic natu-
ral language processing, Arabic data mining, Arabic morphology, stemming of
Arabic.

1. Introduction

The rapidly growing number of computer and Internet users in the Arab world and the
fact that the Arabic language is the sixth most used language in the world today cre-
ates a demand for more research in the area of data mining and natural language pro-
cessing in Arabic language. Another two factors maybe that Arabic alphabet is the
second-most widely used alphabet around the world - Arabic script has been used and
adapted to such diverse languages as Amazigh (Berber), Hausa, and Mandinka (in
West Africa), Hebrew, Malay (Jawi in Malaysi and Indonesia), Persian, the Slavic
tongues (also known as Slavic languages), Spanish, Sudanese, and some other lan-
guages, Swabhili (in East Africa), Turkish, Urdu [10], and that Arabic is one of the six
languages used in the United Nations [11] after the Latin alphabet.

1.1  Arabic Complex Morphological and Grammatical Properties

A few challenges may face researchers as for as the special nature of Arabic script is
concerned. Arabic is considered as one of the highly inflectional languages with com-
plex morphology. Unlike most other languages, it is written horizontally from right to
left. It consists of 28 main letters. The shape of each letter depends on its position in a
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word—initial, medial, and final. There is a fourth form of the letter when written
alone. One example of this can be given for the letter (&) as follow:

Initial Medial Final Separate

Fig. 1. Arabic Alphabets

Moreover, the letters alif, waw, and ya (standing for glottal stop, w, and y, respective-
ly) are used to represent the long vowels a, u, and i. This is very much different from
Roman alphabet which is naturally not linked. Other orthographic challenges can be
the the persistent and widespread variation in the spelling of letters such as hamza (s)
and ta’ marbuTa (&), as well as, the increasing lack of differentiation between word-
final ya ( ¢ ) and alif magSura ( < ). Typists often neglect to insert a space after
words that end with a non-connector letter such ass , D0 [3] In addltlon to that,
Avrabic has eight short vowels and diacritics (=, =, , , o). Typ-
ists normally ignore putting them in a text, but in case of texts where typlsts do put
them, they are pre-normalized —in value- to avoid any mismatching with the diction-
ary or corpus in light stemming. As a result, the letters in the decompressed text, ap-
pear without these special diacritics.

Diacritization has always been a problem for researches. According to Habash [12],
since diacritical problems in Arabic occur so infrequently, they are removed from the
text by most researchers. Other text recognition studies in Arabic include, Andrew
Gillies et al. [11], John Trenkle et al. [30] and Maamouri et al. [20].

Other than letters, another factor determain the word identity and in many instances
can change the meanlng and part of speech ThIS factor is the eight short vowels and
diacritics (= ). An example for (Js)) is
given in the foIIowmg table where we can see the total change in word category and
meaning as a result of adding the diactricals which resulted in producing three differ-
ent words in meaning and three different parts of speech for the same three letter J>_

Word Meaning Part of Speech
e man noun (subject)
da) man noun (object)
da) foot noun
da to go on foot (rather than, verb

e. g., ride a bike)

Never the less, it is always advised that these vowels and diacritics are often normal-
ized before processing in most light stemming or morphological approaches [4].
Mainly the reasons for not including them in the word processing is the claim that
they do occur so infrequently, and that in Modern Standard Arabic (MSA), people
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tend not to use them and, as a result of that, the meaning is left for the native speak-
er’s intuition, or , in some cases, can be determined from the context. This problem is
still waiting for a challenging attempt where the processor is ready to process words
with or without diacritics, without needing to normalize words.

Another morphological feature in Arabic is that, unlike Roman letters which are sepa-
rated naturally, Arabic has an agglutinated nature(as mentioned above) where letters
are linked to each other in some cases, while unlinked in some other case, depending
on position of the letter in the root, stem and word level. For example, in English the
pronoun (he) in (he plays) is separated from the following noun (plays), while in Ara-
bic the pronoun is represented by the letter () which is linked to the root verb —=! to
form <=L (he plays). The same is true when it comes to different kinds of Affixes.
Arabic has four types of affixes. Prefixes: these are letters (normally one) that change
the tense of the verb from past to present, such as the letter () in case of the verb <!
and —=L above. Suffixes: these represent the inflectional terminations (endings) of
verbs, as well as, the female and dual/plural markers for the nouns. Postfixes: these
are the pronouns attached at the end of the word. Antefixes: these are prepositions
agglutinated to the beginning of words.

1.2  The Problem at Hand:

This paper is trying to improve the rules for stemming of Arabic texts for data com-
pression. A few different linguistic methods were used by us in the past, for example:
the vowel letter method [2]. This method was mainly dependent on syllabification of
words and focused on splitting words according to vowel letters. The second approach
[8] was a simple approach into stemming rules, where 4 category of words were se-
lected (nouns, verbs, adjectives and adverbs) from short news item texts. These two
approaches produced some good results. However, two major problems showed up.
The first problem had to do with parts of speech (POS) recognition problem. For ex-
ample, the verb =L (plays) starts with the letter (). In Arabic, adding the suffix ()
is a very common way to change the word from its past form into its present form.
When some rules are set to remove the letter (s) so to produce the root form of =l ,
these rules always removed the letter () from other POS as well, such as the word
o= (Yemen) where the letter () is part of the root word .

The second problem occurs within the sub-POSs when, for example, trying to remove
the determiner J! (the definite article 'the’) from common nouns as in <l (the stu-
dent). The rules set remove the J' from all nouns including proper nouns such as,
Lildl (Germany) where the J! is part of the original noun and not a determiner.

For these reasons, in this paper we try to use Stanford online [9 ] to better categorize
the different POS and later to be mismatch the output words -after stemming- with an
elctronic dictionary.

1.3  The Stanford Online Parser

The Stanford parser is a powerful online parser that parses texts in three languages:
Avrabic, Chinese and English. This parser is using dependency grammar. The Arabic
parts of the parser [9]is depending on the Penn Treebank project that was launches in
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2001 in the University of Pennsylvania and headed by Prof. Mohamed Maamouri.
According to this corpus documentation [10], this corpus is designed for those who
study or use languages professionally or academically, as well as, for those who need
text corpora in their work. The Penn Arabic Treebank is particularly suitable for lan-
guage developers, computational linguists and computer scientists who are interested
in various aspects of natural language processing.

Table 1: English transliteration of Arabic alphabets

Arabic Alphabet Transliteration Arabic Alphabet Transliteration
I alif ¢ Ayn
o baa ¢ ghayn
& ta - faa
& tha a3 qaaf
c jiim 4 kaaf
z haa J laam
¢ kha e miim
3 daal O nuun
3 thal 2 haa
2 raa 5 taMarboota
B zay B waaw
o siin Y laamAlif
g shiin . hamza
oa Saad s hamzaONyaa
ue Daad 3 hamzaONwaaw
8 Taa ¢ yaa
L Dhaa s alifMagsoora
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1.4 The Arabic Alphabets Transliteration System

In this study, we use a transliteration system for Arabic Alphabets so to enable non-
Arabic speakers identify Arabic alphabets and to to understand the rules proposed. A
legend of Arabic Alphabets and their English transliterations is provided in Table 1.

2. Stemming Rules

According to Stanford Online Parser for Arabic language, there are 27 different POSs.
In this paper, a number of rules are set for 3 main POSs: nouns, verbs and adjectives
as follows:

The rule for every POS or sub-POS is divided into steps as shown below. Every step
is to be implemented in the order of numbering:

Specifications

W —any word or its part (word referes to any POS in the rule: noun, verb, adjective,
etc.)

[] — arabic letter

Ins(x, y) — return true when x is anywhere iny

|x| - length of word x

[X]W — letter x is at the beginning of the word

Nouns Rules:
a) DTNN: determiner + singular common noun

Step 1: [alif laamAlif laamAlif]W -> [alif laam]W
Step 2: [alif laamAlif]Wxy -> [alif laam]Wy

b) DTNNP: determiner + singular proper noun
Step 1: [alif laam]W -> W
c) DTNNS: determiner + plural common noun
Step 1: [alif laam]W -> W
d) NNPS: common noun, plural or dual
Step 1: Wita]>W

W/[yaa nuun] ->W

Step 2: |W| <5 ->W/[taMarboota]
Step 3: W[waaw][taMarboota] -> W[taMarboota]
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Verbs Rules:
a) VBD: perfect verb (***nb: perfect rather than past tense)

Step 1: |[waaw]W|>2 ->W

Step 2: W/alif] >W
W([ta] ->W
W([waaw nuun] -> W

Step 3: W/alif haa] -> W[alifMaqgsoora]
W(ta haa] -> W[alifMagsoora]

b) VBN: passive verb (***nb: passive rather than past participle)

Step 1: [yaa]W ->W
Step 2: |W| =4 & [ta]W -> [alif]wW

c) VBP: imperfect verb (***nb: imperfect rather than present tense)

Step 1: [ta]lW ->W
[ta ta]W -> W
[yaa]W ->W
Step 2: W[waaw] ->W
Step 3: [nuun]W ->W
[waaw nuun]W -> W
[haa]W -> W
[haa alif]w -> W
Step 4: |W| =2 -> WJalifMagsooral]
Step 5: W](yaa] -> [alif]W[alifMagsoora]
Step 6: [siin]W & ins(W, [ta]) -> [alif][siin]W
Step 7: W[waaw laam] -> W(alif laam]
W[waaw laam waaw nuun] -> W[alif laam]
W[waaw nuun] -> W[alif laam]
Step 8: [nuun][ta]W & |[nuun][ta]W| > 3 -> [nuun]W

Adjectives Rules:
a) DTM: determiner + adjective

Step 1: [alif laam]W -> W
Step 2: W([taMarboota] -> W

3. Experiments

The suggested rules must be tested against real data. For this purpose, we use some
news articles, from the BBC Arabic and Al Jazeera Arabic news portals. These arti-
cles are parsed by Stanford Online Parser and the results are shown in table 2. In the
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following table, repeated words are deleted and sample words of every POS or sub-
POS are shown in the table.

Table 2. List of words used in our experiments

Nouns

a) DTNN: determiner + singular common noun

GaAdl Gyl glLaudl waldl Gaadl Lol gorindl el
Jogwe Il i Il ol paS ! Golwdl o Laal! =IO sadl

B b Lai>Y LY Adgudl pladl oo @il blLaisY| [NER
o sl oudica ! Gl gx 1l oddadl A8 LI oSy glesY Il JLaeY ! ygeYl
U dawla ]l o) [ Joogdl i Jl o Laall Dol gl e Lidca !
gl dboyu I ool JS5Laall

b) DTNNP: determiner + singular proper noun

dowSall pladl dogudl o)l pu oo ) 5y |

c) DTNNS: determiner + plural common noun

Ol bl olS bl Gaab!l y8gaa ]l Gaoysgax]l Olog oYl oSy oY
Ol oldgladl Odelraldl ol Gahdlxall olax) ) G dxi]
SLoY e Il O laie !l ey el

d) NNPS: common noun, plural or dual

SlaesS olbidas Ol jde Godb olinb Ol gbdw Olelao> Of J 00 d5 Oy r 3
O lraiix o
Slaio Ol> i o

Verbs

a) VBD: perfect verb (***nb: perfect rather than past tense)

Loy Wl [y CCNULY Ry S O S iw | sl 45y Lal oI
Osduany Gl By uby JLBy Joi Sy ae LS s oz LojwS oo
Joi

b) VBN: passive verb (***nb: passive rather than past participle)

go pliiw] x> ool g

c) VBP: imperfect verb (***nb: imperfect rather than present tense)

B B O R B e TN T o O I e 1T L e
o s dug S IS ah> s NN P 1 2W) Lh3  xaas iS5y Lds
g B b gedxn gadolxy LedsUioo  pado Jeddo ppurio
Jein i [ eSS sy ey dxln palen JI o
S axio e iSO oS My gpley Sy LS Gade iy

Adjectives

a) DTJJ: determiner + adjective
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Lolol Lol o 0e¥ 1 Loy el Sopadt e Las¥ ! L 3aiay |
FEE S | w?)l_?’(_]l EIUEY RWE S sl yox JI NEENE ) é‘)L?;“ Ly Ll
i Se 5L all sy Lall e dlxdl adlxdl A raah Il dy Jguldl g
Ll el Laxo ]l ddxa ]l buxde ) Al 4o hall gl
Ooogall bodgall

drwl o I dulais ]l 5o LI

Before any rule is applied, all words must be normalized and preprocessed. We store
all words in plain text files using codepage 1256 — Arabic. Because all our software is
written in C+, we read these text files into Unicode representation.

Our results for the nouns list are depicted in Tables 3, 4, 5 and 6. The results for the
noun rules produced very good results in case of DTNNP and DTNN. Very few un-
desirable results were produced because some words were wrongly parsed by the
parser such as (o< Lz). As for DTNNS, some more rules needed to deal with the
plural and dual suffixes. NNPS produced very good results.

Table 3. Processed Nouns - DTNN: determiner + singular common noun

Do OmHe o B d g LS HeSliaw o Ok g polas Golw psss
baxo his Jews plle o ®is ple g 0l due po OS]y 45l

odb Gl ge audio axo Jeldo dylae oluw hiad Jog goidl A davle
sl S lad s Jew dbo)o

Table 4. Processed nouns - DTNNP: determiner + singular proper noun

oo Joylyo dsg0 LS s ple

Table 5. Processed nouns - DTNNS determiner + plural common noun

OSopel Olosdsl Oy s Osabl ) 8sa00 OLSHb Of jde Gadixi
olax) ] Gehhdlxo Goyidis OMolzro OlLigl s Olxibe Gaogdin OLoYy Olais

Table 5. Processed Nouns -NNPS: common noun, plural or dual

[ s ;a8 delor diw diub b s,de dalas d4aS aoins duis opiio |

The verbs' rules results are depicted in Tables 7, 8 and 9. The verbs' rules produced
good results in case of VBD and VBN. However, in case of VNP, a few bad results
show up and the rules have to be enhanced in the future.

Table 7. Processed Verb - VBD: perfect verb

o2l sl ol ol xawsl ool e a3l a0 Sl cow S oS adz>
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Table 8. Processed verbs — VBN: passive verb

Ay oxw  xry pdddwl g0

Table 9. Processed Verb — VNP: imperfect verb

s eSS S g sl ) zoiSwl Jaw Jy L poel sl
b sde baY x 5 s & oS BeiS a5 Ll LS JI s sedl Sais
|_4_>)_> JI) P.nLu) dodew | J_g_LL.H Jsd W\ &)_1_5\ TRJ JLs JLE sLsS JLS
wole 5o (S0

The results for the adjectives’ rules are depicted In Table 10. Almost all rules made
for adjectives produced successful results.

Table 10. Processed adjectives - DTJJ

Ll e lral Sopel (Sopel el g Ao ol go e oue
sl Slga> 2y J3To g0 Ho9o =raab adle olle syL3
gwl g il

4. Conclusion

In this paper we set rules for POS and to parse our training data, we used Stanford
Online Parser for Arabic language, which identifies 27 different POSs. In this paper,
the rules set are for 3 main POSs: nouns, verbs and adjectives. Every rule for every
POS or sub-POS is divided into one or more steps.

The results for the noun rules produced very good resuts in case of DTNNP and
DTNN. Very few undesirable results occur because some words were wrongly parsed
by the parser such as (s JL). As for DTNNS, some more rules needed to deal
with the plural and dual suffixes. NNPS produced very good results. The verbs' rules
results are depicted in Tables 7, 8 and 9. The verbs' rules produced very good results
in case of VBD and VBN. However, in case of VNP, a few bad results show up and
the rules have to be enhanced in the future. The results for the adjectives's rules are
depicted In Table 10. Almost all rules made for adjectives produced very good results.
Most errors occurred in case of VBP. However, the overall evaluation of these rules
proved that the rules produced very good results. In the future, these rules must be
improved and enhanced to include more POSs and should be tested against wider
variety of vocabulary and bigger corpora.
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